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0Zusammenfassung

Diese Dissertation behandelt die Entwicklung, Erprobung und Evaluation einer

mobilen Augmented Reality Anwendung (mAR-App) namens PEARL (Paderbor-

ner Elektrotechnik AR Laborpraktikum), die als Vorbereitungsmaßnahme für

elektrotechnische Laborpraktika konzipiert wird. Ziel ist es, Studierenden eine

zeitlich und örtlich flexible Möglichkeit zu bieten, den realitätsnahen Umgang

mit Laborgeräten — primär dem Oszilloskop — zu erlernen. Die methodische

Grundlage bilden der Makrozyklus von Design-Based Research (DBR) als struk-

turierender Rahmen und das heuristische Modell des Research Pentagons, das

die Durchführung auf Mikroebene bestimmt.

In insgesamt vier Research Pentagons werden didaktische, technologische,

motivationale und evaluative Komponenten systematisch untersucht und wei-

terentwickelt. Das erste Pentagon fokussiert die Entwicklung eines didaktisch

fundierten Konzepts nach dem Prinzip des Constructive Alignment, das Lernziele,

Lernaktivitäten und Prüfungsformen in fünf abgestufte Lernlevel überführt. Die-

se reichen von der initialen Orientierung bis zur eigenständigen Problemlösung

in einem freien Experimentiermodus.

Im zweiten Research Pentagon wird die technische Machbarkeit von Augmen-

ted - und Virtual Reality (VR) im Laborumfeld anhand mehrerer funktionaler

Prototypen evaluiert. Während sich VR aufgrund technischer Einschränkungen

als ungeeignet erweist, zeigt AR — insbesondere in der markerlosen Ausführung

mittels der Software Development Kits (SDKs) ARCore und ARKit — ein hohes

Potenzial für den praktischen Einsatz.

Im dritten Pentagon entsteht ein Onboarding-Modul, das auf die erste Version

der mobilen App (V0.17.01) aufsetzt und grundlegende Funktionen eines realen

Oszilloskops digital abbildet. Dabei werden Nutzer:innen schrittweise an das

virtuelle Oszilloskop herangeführt und lernen zugleich die zentralen Funktionen

der mAR-App kennen. Die Ergebnisse zeigen eine insgesamt neutrale bis leicht

positive Nutzungserfahrung, wobei technische Schwächen (z. B. Reaktionszeit

oder Objektverankerung) die Effizienz und Steuerbarkeit beeinträchtigen.
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Im Exkurs-Kapitel erfolgt eine Eye-Tracking-Studie zur Untersuchung visuel-

ler Aufmerksamkeit und individueller Lösungsstrategien von Expert:innen und

Noviz:innen bei der Arbeit am realen Oszilloskop. Heatmaps und Zeitverläufe in

definierten Areas of Interest (AOI) liefern erste Hinweise auf Unterschiede im

Blickverhalten zwischen den Gruppen. Die algorithmischen Scanpfadanalysen

der Blickverläufe hingegen zeigen eine geringe Trennschärfe. Das Potenzial von

Eye-Tracking als Evaluationsmethode wird daher kritisch reflektiert, aber ange-

sichts technologischer Entwicklungen und verfügbarer Eye-Tracker in Mixed

Reality (MR) Brillen weiterhin als zukunftsrelevant eingeordnet.

Die abschließende summative Evaluation nutzt ein Prä-Post-Test-Design mit

Kontrollgruppenvergleich mit 70 Teilnehmenden, um die Lernwirksamkeit der

überarbeiteten mAR-App mit klassischen Materialien wie Videos und Handbü-

chern zu vergleichen. In der Interventionsgruppe (IG) zeigen sich auf kognitiver

und affektiver Ebene signifikant positive Veränderungen: Die Leistungen steigen

deutlich, insbesondere in den Taxonomiestufen Anwendung, Verständnis und

Analyse; zugleich nehmen experimentelles Selbstkonzept und experimentelles

Sachinteresse zu, während Überforderung und Ängstlichkeit im Hinblick auf die

Laborpraktika abnehmen. Als Einschränkung zeigt sich, dass die mAR-App kei-

nen klaren Vorsprung gegenüber der Kontrollgruppe (KG) erreicht, was sowohl

auf die sehr gut ausgearbeiteten Materialien und Videos der KG als auch auf

technische Begrenzungen der mobilen Umsetzung zurückzuführen ist: Kleine

Displays, 2D-Oberflächen für 3D-Geräte und unpräzise Touch-Interaktionen

erschweren komplexe, feinmotorische Aufgaben. In den begleitenden User Inter-

face (UI) und User Experience (UX) Fragebögen spiegeln sich diese Limitationen

in gemischten Bewertungen der App wider.

Die Arbeit verdeutlicht, dass die mobile AR-Anwendung trotz technischer Ein-

schränkungen wertvolle Möglichkeiten für die Vorbereitung auf Laborpraktika

und das Kennenlernen von Laborgeräten bieten kann. Der Fokus bei der Entwick-

lung liegt von Beginn an auf einer modularen und flexiblen App-Architektur, um

sie mit neuen Geräten und Aufgaben zu erweitern. Der Hauptnutzen liegt per-

spektivisch nicht in der mobilen Anwendung selbst, sondern in der strategischen

Ausrichtung auf zukunftsfähige, skalierbare Lösungen für MR-Brillen. Diese

erlauben eine authentische Gestensteuerung und realitätsnahe Interaktionen.
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0Abstract
This thesis examines the development, testing, and evaluation of a mobile aug-

mented reality application (mAR app), which is designed as a preparation tool

for electrical engineering laboratory courses. The aim is to offer students an

opportunity to work with laboratory equipment — primarily the oscilloscope

— realistically without location and time constraints. The methodological basis

is formed by the macrocycle of design-based research (DBR) as a structured

framework and the heuristic model of the research pentagon, which specifies

the implementation at the micro level.

Didactic, technological, motivational, and evaluative components are system-

atically examined and further developed in a total of four research pentagons.

The first pentagon focuses on the development of a didactically sound concept

based on the principle of constructive alignment, which incorporates learning

objectives, learning activities, and forms of assessment into five graduated learn-

ing levels. These range from initial orientation to independent problem-solving

in a free experimentation mode.

The second phase evaluates the technical feasibility of augmented and virtual

reality (VR) in the laboratory environment using several prototypes. While VR

turns out to be unsuitable due to technical limitations, AR — especially in the

markerless version using the ARCore and ARKit software development kits

(SDKs) — shows great potential for everyday use.

In the third research pentagon, an onboarding module is created based on

the first version of the mobile app (V0.17.01), which digitally maps the basic

functions of a real oscilloscope. During this process, users are introduced to the

virtual oscilloscope and become familiar with the main functions of the mAR

app. The results show an overall neutral to slightly positive user experience,

although technical weaknesses (e.g., reaction time and object fixing) negatively

impact efficiency and controllability.

In the fourth research pentagon, an eye-tracking study is carried out to inves-

tigate visual attention and individual solution strategies of expert and novice

users when working with real oscilloscopes. Heatmaps and time sequences in
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defined areas of interest (AOI) provide first indications of differences in gaze

behavior between the groups. The algorithmic scan path analysis, on the other

hand, reveals a low degree of differentiation. The potential of eye tracking as

an evaluation method is therefore critically reflected, but it is still considered

to be relevant for future studies in light of technological advancements and the

availability of eye trackers in mixed reality (MR) glasses.

The final summative evaluation is carried out in the way of a pre-post test

design with 70 participants and compares the usage of traditional materials such

as videos and manuals with the improved mAR app. In the intervention group

(IG), significant improvements emerge on both cognitive and affective levels:

performance increases particularly in the areas of application, understanding,

and analysis, while experimental self-concept and subject-related interest rise

and feelings of overload and anxiety regarding the lab courses decline. As a

limitation, the mAR app does not yield a clear advantage over the control group

(CG), which can be attributed both to the highly refinedmaterials and videos used

in the CG and to technical constraints inherent to the mobile implementation:

small displays, 2D interfaces on 3D devices, and imprecise touch interaction

limit complex, sensitive motor tasks. These limitations are also reflected in

the accompanying user interface (UI) and user experience (UX) questionnaires,

which indicate mixed app ratings.

Both groups show significant learning gains — particularly in the areas of

application, understanding, and analysis. However, a significant advantage of

the mAR App cannot be proven. Affective characteristics such as experimental

self-concept and general experimental interests increase in both groups, while

the feeling of fear before conducting real laboratory work decreases. The app

itself achieves average ratings in user interface (UI) and user experience (UX)

questionnaires.

The thesis demonstrates that, despite technical limitations, the mobile AR

application can provide a valuable alternative for preparing students for labora-

tory courses and familiarizing them with laboratory equipment. From the very

beginning, the primary goal during development was a modular and flexible app

architecture that can be extended with new devices, tasks, and functions. The

main benefit is not in the mobile application itself, but in the strategic direction

of future-oriented and scalable solutions for MR glasses, which allow immersive

and realistic gesture interactions.
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1 Einleitung

1.1 Motivation

Zu den zentralen Pflichtveranstaltungen naturwissenschaftlicher oder techni-

scher Studiengänge gehören Laborpraktika. Sie dienen dazu, die bereits erlernten

theoretischen Vorlesungsinhalte zu festigen, anzuwenden und in die spätere

Berufspraxis zu transferieren. Darüber hinaus sollen Studierende das Experi-

mentieren erlernen, um die wissenschaftliche Erkenntnismethodik zu verstehen

und anzuwenden (z. B. [TMF20]). Sowohl im schulischen als auch im universi-

tären Bereich werden Experimente weiterhin häufig nach „kochbuchartigen“

Anleitungen aufgebaut und durchgeführt [Pla17]. Studierende erhalten dabei

meist nur eingeschränkt die Möglichkeit, Experimente eigenständig zu planen,

aufzubauen und durchzuführen, wie sie z. B. beim forschenden Lernen verlangt

wird [TMF20]. Stattdessen arbeiten sie oft mit vormontierten Versuchsaufbauten

und übernehmen vorrangig kognitiv wenig anspruchsvolle Tätigkeiten, wie das

Aufnehmen von Messwerten [Huc99; Tek+16]. Diese Vorgehensweise mindert

nicht nur die Lerneffizienz, sondern auch die Motivation der Studierenden (z. B.

[LT10] und [Pla17]).

Ferner mangelt es Studierenden oft an nötigen Vor- bzw. Grundkenntnissen

im Umgang mit den im Praktikum zu nutzenden elektrotechnischen Bauele-

menten und Messgeräten [LKL17]. Da sie ihr Studium der Elektrotechnik in der

Regel kurz nach der allgemeinen Hochschulreife beginnen, fehlt ihnen meist die

Möglichkeit
2
, vorab praktische Erfahrungen mit den verschiedenen Geräten zu

sammeln (z. B. [LKL17]). Der Erwerb solcher Geräte ist meist mit hohen finan-

ziellen Kosten verbunden, sodass die erste Begegnung damit häufig erst kurz

vor oder während eines Versuchs und zumeist in Form einer kurzen Einweisung

stattfindet. Trotz dieser kurzen Einführung, aufgrund des straffen Zeitplans, wird

von den Studierenden erwartet, die Geräte zielgerichtet einzusetzen, um die Ver-

suche in der gegebenen Zeit und unter Beobachtung von Laboringenieur:innen

vorzubereiten und durchzuführen. Dieser Druck und die fehlende Einarbeitungs-

möglichkeit führen daher oft zu Stress und kognitiver Überforderung sowohl

vor als auch während eines Versuchs.

2 sofern nicht durch Schule, ein Hobby oder eine Ausbildung gegeben
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Einleitung Chapter 1

Die Durchführung der einzelnen Versuche erfolgt in Gruppen, die aufgrund

der begrenzten Ausstattung oder des zu hohen Betreuungsaufwands oft so groß

sind, dass nur wenige Studierende tatsächlich die Möglichkeit haben, die Geräte

zu bedienen. Ein weiteres Problem ist der Mangel an zeitlich flexiblen Laborange-

boten, der an deutschen Hochschulen häufig auftritt (z. B. [Nac16]). Der sichere

Umgang mit Laborgeräten bleibt jedoch eine zentrale Anforderung, sowohl im

Studium als auch im späteren Berufsleben [Tek+16].

Um die genannten Probleme zu überwinden, kommen zunehmend Online-

Labore zum Einsatz. Diese können unterteilt werden in Remote-Labore, bei de-

nen reale Geräte über das Internet fernbedient werden (z. B. im VISIR3
-Projekt),

Virtual Reality (VR) Labore, die vollständig simulierte Umgebungen darstel-

len, sowie Augmented Reality (AR) Labore, welche reale Versuchsaufbauten

um digitale Informationen erweitern [May+20]. Alle Formate zeichnen sich

durch Kosteneffizienz, örtliche und zeitliche Flexibilität, Mehrfachzugriff und

die Visualisierung sonst nicht sichtbarer Prozesse aus, während sie gleichzeitig

Sicherheitsrisiken und Materialaufwand minimieren [May+20].

Ihrem Potenzial nach rückt Augmented Reality als besonders geeigneter An-

satz in den Fokus dieser Arbeit. Im Vergleich zu Remote-Laboren ermöglicht

sie eine höhere Immersion, ohne dass eine aufwendige Server- oder Gerätein-

frastruktur erforderlich ist. Gegenüber VR-Laboren entfallen zudem Risiken

von Motion Sickness sowie die Anschaffung teurer VR-Brillen (Head Mounted

Displays (HMD)) [HK16].
Daher verfolgt diese Dissertation das Ziel, die Vorbereitung auf Laborpraktika

durch den Einsatz vonAR neu zu gestalten, um den sicheren sowie zielgerichteten

Umgang mit Laborgeräten zu erlernen. Durch die Nutzung mobiler Endgeräte

lassen sich zudem kostspielige Anschaffungen vermeiden, während gleichzeitig

die Bedienung von virtuellen Laborgeräten mittels natürlicher Gesten unterstützt

werden soll.

3 Virtual Instrument Systems In Reality
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Einleitung Chapter 1

1.2 Aufbau der Arbeit

Die Struktur und Gliederung dieser Dissertation in Abschnitte orientieren sich

amMakrozyklus des Prozessmodells von Euler (2014) (vgl. Abb. 1.1), ohne jedoch

den Anspruch eines vollständigen Design-Based Research (DBR)-Ansatzes zu
erheben.

Abschni 3

Abschni 2

Abschni 1

Problemstellung

Literaturauswertung

Summative 
Evaluation

Einleitung
Zusammenfassung 

& Ausblick

Kapitel

Abschni

Forschungsmethode

1

2

4

3

Research
Pentagon

Abbildung 1.1: Gliederung der Arbeit in Anlehnung an die Phasen des DBR-

Makrozyklus nach Euler (2014). Eigene Darstellung. [Eul14]

In Kapitel 2 wird die angewandte Forschungsmethode umfassend erörtert,

wobei der Makrozyklus nach Euler als strukturgebender Rahmen dient und das

Research Pentagon den zentralen Kern des Vorgehens bildet. Die Arbeit verfolgt

damit nicht die typischen DBR-Mikrozyklen, sondern ist durch aufeinanderfol-

gende Research Pentagons strukturiert, die jeweils in sich abgeschlossen sind

und neue Forschungsziele, -fragen, -methoden, -situationen und -gegenstände

enthalten.

Angelehnt an den Makrozyklus umfasst der erste Abschnitt der Arbeit zwei

Hauptkapitel, die das motivationale und wissenschaftliche bzw. literaturbasier-

te Fundament der Arbeit darstellen und von hoher Relevanz für das weitere

Verständnis sind.
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Das Kapitel 3 widmet sich einer detaillierten Betrachtung der Problematik

der bestehenden Ausgestaltung der Laborpraktika, die bereits im Kapitel zur

Motivation (1.1) angeschnitten wurde. Hier wird insbesondere die Struktur der

Laborpraktika an der Universität Paderborn untersucht, wobei Herausforderun-

gen und gegenwärtige Lösungsansätze ausführlich diskutiert werden.

In Kapitel 4 wird über die Literaturauswertung ein fundierter Überblick über

Augmented - und Virtual Reality gegeben. Durch eine Kombination aus quan-

titativer und qualitativer Literaturanalyse werden bestehende AR-Lösungen

untersucht, die speziell für die Vorbereitung auf Laborpraktika und im Besonde-

ren für die Anleitung zur Gerätebedienung entwickelt wurden.

Der zweite Abschnitt umfasst die Kapitel 5 bis 8 und beschreibt die verschiede-

nen Stadien bei der Entwicklung der Maßnahme auf Basis sukzessiver Research

Pentagons. Jedes Kapitel beginnt dabei mit einer visualisierten Ausfüllung des

Pentagons, das als Advance Organizer dient und einen knappen Überblick über

die Schwerpunkte des jeweiligen Kapitels bietet.

Kapitel 5 bietet eine kurze Einführung in Lerntheorien, das Constructive Ali-
gnment und die Revised Bloom’s Taxonomy. Auf Basis dieser Theorien wird das

didaktische Konzept der App entwickelt. Es definiert die jeweiligen Lernzie-

le, Lernaktivitäten und Prüfungsmethoden, die anschließend auf theoretischer

Ebene evaluiert werden. Sowohl die Lernziele, als auch die -aktivitäten sind

umfangreich und decken die verschiedenen Laborgeräte und elektrotechnischen

Bauteile ab, die im Grundlagenpraktikum relevant sind.

Mit dem Fokus auf Lernziele zum Oszilloskop wird in der Machbarkeitsstudie

(Kapitel 6) zunächst die technische Funktionsweise eines Analog-Oszilloskops

erläutert und in mehreren Abstraktionsstufen exemplarisch auf Softwareebene

in der Programmiersprache Python modelliert. Auf dieser Grundlage analysiert

die Entwicklung kleinerer Prototypen, in welcher Phase und auf welche Weise

eine AR- oder VR-Anwendung im Praktikum unterstützend eingesetzt werden

kann. Das Ziel besteht darin, den Fokus für die weitere Entwicklung der App

festzulegen, insbesondere durch die Auswahl der Entwicklungsumgebung und

der zugrunde liegenden Technologie.

Um den Einstieg in die AR-App zu erleichtern, analysiert Kapitel 7 verschiede-

ne Onboarding-Ansätze, sowohl auf theoretischer, als auch auf praktischer Ebene.
Die erste Version der App orientiert sich daher an praxisbasierten Designricht-

linien und wird als schrittweise Anleitung umgesetzt. Die Evaluation erfolgt

durch einen Fragebogen zur Benutzerfreundlichkeit (englisch (engl.) Usability)
und -erfahrung (engl. User Experience).
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Zum Zweck der Gesamtevaluation der Maßnahme führt Kapitel 8 das Eye-

Tracking-Verfahren als Messinstrument ein und erläutert die zugrunde liegenden

Annahmen sowie die methodischen Grundlagen für entsprechende Studien. Im

Rahmen eines Expert:innen-Noviz:innen-Vergleichs analysiert die Studie, ob sich

aus den Metriken der Eye-Tracking-Daten charakteristische Merkmale identifi-

zieren lassen. Diese sollen es ermöglichen, den Umgang und die Kompetenz bei

der Bedienung eines Oszilloskops zu bewerten.

Im dritten Abschnitt der Arbeit, Kapitel 9, erfolgt eine summative Evaluation

der Maßnahme. Hier werden die zentralen Forschungsfragen und -hypothesen

formuliert sowie ein geeignetes Forschungsdesign vorgestellt. Die Studie wird an

zwei Universitäten durchgeführt, und die erhobenen Daten werden ausführlich

analysiert und interpretiert.

Kapitel 10 schließt die Arbeit mit einer Zusammenfassung der wesentlichen

Ergebnisse und einem Ausblick auf zukünftige Entwicklungen ab. Dieser umfasst

die Weiterentwicklungen der App auf Mixed Reality Brillen, einen erweiterten

Funktionsumfang der bisherigen Geräte sowie Integration neuer 3D-Modelle.

5



2 Forschungsmethode:
Research Pentagon

In diesem Kapitel wird das methodische Vorgehen beschrieben, das der Entwick-

lung der AR-App, aber auch der gesamten Struktur dieser Dissertation zugrunde

liegt. Der Makrozyklus des Prozessmodells von Design-Based Research nach Eu-

ler (2014) dient als strukturgebender Rahmen, das Research Pentagon bestimmt

als methodisches Vorgehen die Durchführung auf der Mikroebene.

2.1 Definition des Research Pentagons

Das Research Pentagon oder auch Forschungsfünfeck (vgl. [RB21]) stellt ein ana-

lytisches Modell dar, das eine strukturierte Herangehensweise an Forschungspro-

jekte ermöglicht. Es wird verwendet, um die verschiedenen Komponenten zu ver-

anschaulichen, die bei der Planung und Durchführung von Forschungsvorhaben

berücksichtigt werden sollten, nämlich dem Forschungsziel, der Forschungsfrage,
der Forschungsmethode, der Forschungssituation und dem Forschungsgegenstand.
Obwohl die einzelnen Komponenten voneinander getrennt sind, lassen sie

sich in der Praxis schwer voneinander isoliert betrachten. Sie weisen eine enge

Wechselwirkung auf, was durch die Diagonalen in der Abb. 2.1 visualisiert ist.

Das bedeutet ferner, dass die Änderung einer Komponente auch die Sicht oder

Änderung anderer Komponenten mit sich führen kann [Bik19].

2.2 Komponenten des Research Pentagons

Im Folgenden werden die fünf Komponenten des Research Pentagons, wie sie in

Abb. 2.1 dargestellt sind, näher erläutert:

• Forschungsgegenstand: Forschung startet oftmalsmit einem Forschungs-

gegenstand, der aufgrund seiner „Unvollständigkeit“ Anlass bzw. Grundla-

ge für eine weiterführende Untersuchung bietet [Rei11] (vgl. auch [Bik19]).

Er legitimiert das Forschungsvorhaben und hat sowohl einen erkenntnis-

orientierten (epistemischen) als auch praxisbezogenen Charakter. Einer-

6
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Forschungs-
frage

Forschungs-
ziel

Forschungs-
methode

Forschungs-
situation

Forschungs-
gegenstand

Abbildung 2.1: Research Pentagon mit den fünf Hauptkomponenten von Forschungs-

vorhaben. Eigene Darstellung in Anlehnung an [Bik19]

seits schließt er eine Forschungslücke, andererseits hilft er, praxisrelevante

Probleme zu lösen, die durch gesellschaftliche Veränderungen oder Refor-

men in Bildungseinrichtungen entstehen können [Bik19]. Der Forschungs-

gegenstand ist mit am schwierigsten zu definieren, da er einerseits sehr

präzise und konkret formuliert sein muss, um ihn im weiteren Verlauf

untersuchen zu können, aber dennoch genug Spielraum für Generalisier-

barkeit bieten und übertragbar sein sollte.

• Forschungsziel: Das Forschungsziel leitet sich aus der Unvollständigkeit

des Forschungsgenstands ab und begründet dessen Relevanz für eine

wissenschaftliche Untersuchung [Bik19].

• Forschungsfrage: Die Forschungsfrage gibt dem Forschungsvorhaben

eine klare Richtung und kann sich entweder aus dem Forschungsziel

ableiten oder dieses direkt formulieren [Bik19]. Ein Forschungsziel kann

auch mehrere Forschungsfragen umfassen, insbesondere wenn es sich um

ein übergeordnetes Ziel handelt, das in verschiedene Teilaspekte gegliedert

ist.

• Forschungsmethode: Die Forschungsmethode muss zur Forschungsfra-

ge passen und sollte durch qualitative und/oder quantitative Methoden

zur Klärung dieser beitragen. Ferner sollte sie die Forschungssituation be-

rücksichtigen, da bestimmte Forschungssituationen nicht alle Forschungs-

methoden erlauben, etwa ein Kontrollgruppendesign in einer Schulklasse.

7
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• Forschungssituation: Die Forschungssituation setzt sich aus einer exter-

nen und einer internen Komponente zusammen. Erstere charakterisiert

sich durch Diskurse in Konferenzen oder Erarbeitung von Literatur; letz-

teres stellt die Situation dar, in der die Forschung stattfindet.

2.3 Einordnung und Abgrenzung zu Design-Based
Research

Design-Based Research entstand Anfang der 1990er-Jahre als Reaktion auf das

Spannungsfeld zwischen Theorie und Praxis in der Bildungsforschung [SW22].

Häufig stehen Wissenschaftler:innen und Praktiker:innen einander skeptisch

gegenüber: Während erstere den Nutzen praxisnaher Forschung infrage stellen,

betrachten letztere universitäre Forschung oft als zu theoretisch [SW22]. DBR

versucht diese Lücke zu schließen, indem Lernphänomene nicht im Labor, son-

dern in realen Bildungskontexten untersucht werden [Rei05; SW22]. Zentrale

Merkmale von DBR sind die enge Zusammenarbeit zwischen Forschenden und

Praxisbeteiligten sowie ein interventionsorientiertes und iteratives Vorgehen.

Das Prozessmodell nach Euler [Eul14, 19ff.] gliedert DBR in sechs Phasen:

Ausgangspunkt ist ein praxisrelevantes Problem, gefolgt von einer theoretischen

Fundierung durch Literaturarbeit. Darauf bauen Design, Erprobung und Eva-

luation von Prototypen auf, die in einem zyklischen Verfahren (Mikrozyklus)

weiterentwickelt werden. Ziel ist es, durch wiederholte Iterationen einer Inter-

vention Gestaltungsprinzipien zu generieren, die sowohl praktischen Nutzen als

auch theoretische Erkenntnisse liefern [Rei11].

Diese Dissertation nutzt den Makrozyklus nach Euler als übergeordneten

Rahmen, erfüllt jedoch die typische Logik von DBR auf Mikroebene nicht. Klas-

sische DBR-Studien beruhen auf iterativen Zyklen, in denen dasselbe Design

mehrfach verfeinert wird. In der vorliegenden Arbeit hingegen übernehmen

eigenständige Research Pentagons diese Rolle. Jedes Pentagon bildet einen ab-

geschlossenen Forschungszyklus mit eigenen spezifischen Forschungsfragen,

-zielen, -methoden etc.. In der Abfolge werden die Pentagons spiralförmig immer

spezifischer: vom breiten didaktischen Konzept über die Machbarkeitsstudie

bis hin zum fokussierten Onboarding und dem Exkurs zum Eye-Tracking (vgl.

Abb. 2.2).
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4

Problem präzisieren

Literatur & Erfahrungen 
auswerten

Intervention ggf. summativ 
evaluieren

1

2

3

Abbildung 2.2: Eigenständige und in sich abgeschlossene Research Pentagons, darge-

stellt als Spirale im Makrozyklus von DBR. Mit 1 = Didaktisches Konzept, 2 = Machbar-

keitsstudie, 3 = Onboarding und 4 = Exkurs: Eye-Tracking als Messinstrument. Quelle:

Eigene Darstellung

Durch die wiederholte Anwendung des Pentagons entsteht eine Forschungs-

spirale, die maßgeblich zur Qualität und Aussagekraft der Forschung beiträgt

und die Gültigkeit der erzielten Ergebnisse erhöht [RB21]. Zudem ermöglicht es

einen konsistenten und transparenten Forschungsprozess zu gestalten und die

Ergebnisse besser zu kommunizieren. Eine Übersicht über alle durchgeführten

Forschungsarbeiten und Studien findet sich im Anhang S. VII der Arbeit.

In den nächsten beiden Kapiteln werden die ersten Schritte des an Euler (2014)

orientierten Makrozyklus thematisiert: die Spezifizierung des Problems (Kapi-

tel 3) sowie die Auswertung der Literatur zu Augmented Reality (Kapitel 4).

Diese beiden Kapitel bilden den ersten Abschnitt der Arbeit und sind von zen-

traler Bedeutung, da sie die Grundlage und Legitimation für die Entwicklung

der Lehrinnovation schaffen.
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3
Problemstellung: Elektrotechnik-

Laborpraktika an der
Universität Paderborn

In diesem Kapitel sind die allgemeinen Ziele und die Bedeutung von praktischen

Laborarbeiten dargestellt, mit besonderem Fokus auf die derzeitige Ausgestal-

tung der Praktika an der Universität Paderborn. Dabei werden die Rahmenbedin-

gungen erläutert und eine Übersicht über die derzeit durchgeführten Versuche

präsentiert.

3.1 Allgemeine Ziele und Bedeutung von
Laborpraktika

Laborpraktika sind ein essenzieller Bestandteil technischer Studiengänge, da

sie zu den wenigen Lehrveranstaltungsformen zählen, die praktische Kompe-

tenzen fördern [Gle+15]. Sie ermöglichen Studierenden, theoretisches Wissen

in realen Anwendungen zu erproben, technische Zusammenhänge besser zu

verstehen und systematische Lösungsstrategien zu entwickeln. Im Kontext der

universitären Ausbildung tragen Laborpraktika dazu bei, Studierende auf die

Anforderungen in der beruflichen Praxis vorzubereiten, insbesondere in Bezug

auf das eigenständige Arbeiten in Labor- und Forschungsteams (z. B. [May+13]

oder [Bau23]).

„[...] by the use of laboratory equipment in teaching the students have
the opportunity to get into contact with the physical equipment of
their future professional life as well as to make practical and theoreti-
cal experiences with equipment, methods and processes of empirical
research.“ [May+13, S. 336]

Die Relevanz von Laborpraktika zeigt sich insbesondere in der engen Verknüp-

fung von Theorie und Praxis und der Möglichkeit Kompetenzen wie Problemlö-

sung, Verantwortung und Innovation zu fördern [May+13]. Neben dem Umgang

mit Messgeräten und Technologien steht die Interpretation und Aufbereitung ex-

perimenteller Ergebnisse im Fokus [Bau+21]. Anders als im schulischen Kontext,
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wo Experimente häufig vordefinierte Ziele verfolgen, sollen Studierende in uni-

versitären Praktika befähigt werden, selbstständig Hypothesen zu entwickeln,

Experimente zu planen und erhobene Daten kritisch zu analysieren [Bau23;

SB20]. In der Elektrotechnik umfasst dies den sicheren Umgang mit komple-

xen Messsystemen, die Simulation technischer Prozesse und die systematische

Fehlersuche. Weiterhin fördern Laborpraktika die Problemlösefähigkeit, indem

Studierende lernen, auf unerwartete Herausforderungen flexibel zu reagieren

und ihre Methodik anzupassen. Somit werden nicht nur fachliche, sondern auch

methodische und soziale Kompetenzen gefördert [Bau23].

Die Diskussion über Ziele und Kompetenzen, die in Laborpraktika gefördert

werden sollen, wird seit mehreren Jahrzehnten intensiv geführt [TMF20], insbe-

sondere im Bereich der Physik [Bau23]. Sowohl nationale als auch internationale

Forschungsgruppen und Studien haben Zielkataloge entwickelt, welche die

Anforderungen an experimentelle Fähigkeiten und methodische Kompetenzen

präzise definieren [Bau23; TMF20].

So hat eine breit angelegte Studie des europäischen Forschungsprojekts „Lab-
work in Science Education“ aus dem Jahr 1998 die Zielsetzungen von Lehrenden

an Schulen und Universitäten für experimentelle Lernumgebungen in Biologie,

Physik und Chemie zusammengefasst [Wel+98]. Die Lernziele beim Experimen-

tieren sind wie folgt formuliert und Lernende sollen:

A) Theorie und Praxis miteinander verbinden können.

B) Experimentelle Fähigkeiten erwerben.

C) Methoden wissenschaftlichen Denkens kennenlernen.

D) Motiviert werden, ihre Persönlichkeit und ihre soziale Kompetenz weiter-

zuentwickeln.

E) Die Möglichkeit haben, ihr Wissen zu überprüfen.

Diese Ziele sind in spezifische Unterkategorien gegliedert, um die „Effektivität

verschiedener Arten des Experimentierens für das Lernen zu liefern“ [Wel+98,

S. 1].

Im Jahr 2010 ist mit Fokus auf den universitären Kontext aus der Konferenz der
Fachbereiche Physik (KFP) eine detaillierte Liste von Kompetenzen für Bachelor-

studierende entstanden [Bau23]. Aufgrund der methodischen und inhaltlichen
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Nähe zwischen Physik und Elektrotechnik lassen sich viele dieser Zielsetzungen

auf Laborpraktika in der Elektrotechnik übertragen [Bau23, S. 51f]:

• Die Studierenden sind mit den Grundprinzipien des Experi-

mentierens vertraut.

• Die Studierenden beherrschen die Bedienung der üblichen

Messgeräte.

• Die Studierenden sind in der Lage, moderne Messmethoden

anzuwenden.

• Die Studierenden kennen die Funktionsweise und Genauigkeit

verschiedener Messgeräte.

• Die Studierenden sind mit der computergestützten Messdaten-

erfassung vertraut.

• Die Studierenden können Messdaten richtig interpretieren.

• Die Studierenden können angemessene Fehlerabschätzungen

ausführen und beherrschen die Berechnung der Fehlerfort-

pflanzung.

Aktuelle und weithin anerkannte Lernziele für ingenieurwissenschaftliche

Labore gehen auf Feisel und Rosa (2005) zurück, die später von Felder und Brent

(2016) für MINT
4
-Fächer weiter konkretisiert worden sind [TMF20]. Die nachste-

hende Übersicht fasst diese Lernziele in Anlehnung an Terkowsky et al. (2020)

und in gekürzter und umformulierter Form zusammen [TMF20, 19f.].

Demnach sollen Studierende in der Lage sein ...

1. Experimente zu planen, durchzuführen und auszuwerten.

2. Geeignete Messinstrumente, Sensorik und Software auszuwäh-

len und anzuwenden.

3. Daten methodisch korrekt zu analysieren, zu interpretieren

und Messunsicherheiten zu berechnen.

4 Mathematik, Informatik, Naturwissenschaften und Technik (MINT)
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4. Die Anwendbarkeit und Grenzen theoretischer Modelle einzu-

schätzen.

5. Ursachen für Abweichungen zu identifizieren und Vorgehen

oder Modelle anzupassen.

6. Ingenieurmäßige Konstruktionsprinzipien beim Aufbau von

Apparaturen anzuwenden.

7. Kreative Ansätze zur experimentellen Problemlösung zu ent-

wickeln.

8. Sicherheits-, Gesundheits- und Umweltaspekte zu berücksich-

tigen und verantwortungsvoll zu handeln.

9. Ergebnisse klar mündlich, schriftlich und visuell zu präsentie-

ren und zu diskutieren.

10. Effektiv im Team zu arbeiten und gemeinsam Verantwortung

zu übernehmen.

11. Methoden, Daten und Quellen vollständig und transparent zu

dokumentieren.

12. Direkte Wahrnehmung und technische Sensorik zur Analyse

einzusetzen.

13. Laborgeräte und Versuchsaufbauten sicher und zielgerichtet

zu handhaben.

3.2 Strukturierung der Laborpraktika

Die obligatorischen Laborpraktika sind im Elektrotechnikstudium (Bachelor)

der Universität Paderborn im zweiten bis vierten Semester verankert. Sie um-

fassen insgesamt sechs ECTS5 Punkte und werden von acht verschiedenen

Fachgebieten betreut (vgl. Abb. 3.1).

In den Praktika absolvieren die Studierenden mehrere Experimente, die über

verschiedene Experimentiertage verteilt sind. Sie sind in der Regel ein Semester

zeitlich versetzt zu den Grundlagenvorlesungen des jeweiligen Fachbereichs

angelegt, sodass die Inhalte auf den zuvor behandelten Stoff abgestimmt werden.

Ein typischer Experimentiertag umfasst die Vorbereitung, Durchführung und

Auswertung eines Experiments, wobei die genaue Gestaltung je nach Fachbereich

und Praktikum variiert.

5 European Credit Transfer and Accumulation System
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Abbildung 3.1: Übersicht der Laborpraktika und der dazugehörigen Vorlesungsmodule

bzw. involvierten Fachbereiche. (Quelle: Überarbeitete Darstellung des Studienverlaufs-

plans zum Stand 2016, der zum Zeitpunkt der Workshops gültig war und die Grundlage

für die Restrukturierung der Laborpraktika bildete.)

Die Abb. I.4 im Anhang (S. VI) fasst die einzelnen Versuche, die jeweils invol-

vierten Fachbereiche der Universität Paderborn sowie die Inhalte der Experi-

mente zum Stand von 2017 übersichtlich zusammen.

3.3 Herausforderungen der Laborpraktika

Zwischen den in Kapitel 3.1 beschriebenen Lernzielen und der tatsächlichen

Durchführung der Laborpraktika besteht eine erhebliche Diskrepanz. Allgemeine

Herausforderungen, wie der in Kapitel 1.1 thematisierte Ressourcenmangel,

treten auch an anderen Universitäten häufig auf (z. B. [Nac16]). In Paderborn

zeigen sich jedoch spezifische Probleme, die auf die Struktur und Organisation

der Praktika (Kapitel 3.2) zurückzuführen sind.
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Die Dezentralisierung der Laborpraktika auf unterschiedliche Fachbereiche

hat zur Folge, dass die einzelnen Praktika nicht aufeinander abgestimmt sind.

Aus Sicht der Studierenden wirken sie dadurch nicht wie ein einheitliches Ge-

samtkonzept, sondern wie voneinander unabhängige und zusammenhangslose

Einzelpraktika
6
. Während der Gespräche

7
im Juni 2016 und 2017 mit den invol-

vierten Personen
8
haben sich folgende Probleme herausgestellt:

• Inkonsistenz in den Vorbereitungsmaterialien: Sowohl der Umfang

als auch die Art des Materials variieren stark. Sie reichen von ganzen

Skripten mit bis zu 40 Seiten bis zu keinerlei Unterlagen. Zudem fehlt

eine einheitliche Gliederung der Materialien, die die Vorbereitung auf die

jeweiligen Experimente vereinfachen würde.

• UnterschiedlicheAnsprüche beiUmfang,AusgestaltungundDurch-
führung: Während einige Experimente sich auf das reine Aufnehmen

und Visualisieren von Messwerten beschränken, erfordern andere eine

eigenständige Planung und Durchführung. Dabei sind die Experimente

aber nicht im Sinne einer stufenweisen Kompetenzförderung aufeinander

abgestimmt. Vielmehr spiegeln die Unterschiede in den Anforderungen

vorwiegend die individuellen Ansprüche der Betreuenden wider. Dies

führt zu einem stark unterschiedlichen Vorbereitungs- und Durchfüh-

rungsaufwand.

• Unterschiede bei der Nachbereitung: Der Umfang der Nachbereitung

in Form von Praktikumsberichten variiert ebenfalls sehr stark zwischen

den einzelnen Fachbereichen. Bei einigen Versuchen müssen stark struk-

turierte Berichte mit vordefinierten Feldern für Messwerte und Grafiken

eingereicht werden, während die Berichtspflicht in anderen Fachbereichen

völlig entfällt. Dies führt zu einem variierenden (Mehr-)Aufwand für die

Studierenden und erschwert die Planung im Verlauf von Studium und

Prüfungen, was häufig Unzufriedenheit hervorruft.

• Heterogene Laborausstattung: In den Fachbereichen kommen zahlrei-

che Geräte verschiedener Hersteller und Modelle zum Einsatz. Obwohl

die Grundausstattung aus Vielfachmessgeräten und Oszilloskopen besteht,

erschwert die Vielfalt an Herstellern und Modellen den Einstieg in das

6 vgl. Protokoll mit allen beteiligten Akteuren vom 15.06.2015 im Anhang S. III

7 Interviewleitfaden im Anhang S. II

8 alle Betreuenden der Laborpraktika und Studierendenvertreter:innen aus der Fachschaft Elek-

trotechnik
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Praktikum, da die Bedienoberflächen und Bedienkonzepte stark variieren.

In einigen Fällen besteht ein Experiment ausschließlich aus Programmier-

aufgaben; in anderen wiederum werden vermeintlich komplexe Geräte

eingesetzt, deren Bedienung die Studierenden häufig vor Herausforderun-

gen stellt. Zudem haben die Studierenden nicht in allen Versuchen die

gleichen Freiheiten bei der Nutzung der Geräte, was zu einer Unsicherheit

oder Scheu vor der Bedienung führt.

• Fehlender „roter Faden“: Die Studierenden bemängeln, dass die Labor-

praktika, aber auch die einzelnen Versuche voneinander isoliert wirken

und nicht aufeinander aufbauen. ErlerntesWissenwerde in späteren Versu-

chen nicht wieder aufgegriffen, wodurch es leicht in Vergessenheit gerate.

Diese Wahrnehmung spiegelt sich auch in der tatsächlichen Ausgestaltung

und den Inhalten der einzelnen Versuche wider. Auch den Betreuenden

ist unklar, welche Kompetenzen sie aus vorherigen Praktika voraussetzen

können. Daher werden in vielen Versuchen grundlegende Kenntnisse, wie

die Bedienung eines Oszilloskops, häufig erneut vermittelt.

• Hoher Arbeitsaufwand: Der zeitliche und arbeitsbezogene Aufwand

steht oft in keinem Verhältnis zu den für die Praktika angesetzten ECTS-

Punkten. Diese Diskrepanz veranlasst viele Studierende, den Aufwand

gering zu halten, indem sie sich nicht oder nur unzureichend vorberei-

ten. Gleichzeitig werden die Laborpraktika aufgrund der geringen ECTS-

Punkte als weniger wichtig wahrgenommen, wodurch negative Leistungen

häufig durch bessere Ergebnisse in anderen Modulen kompensiert werden

sollen.

• Fehlende Transparenz bei der Bewertung: Ein weiteres zentrales Pro-

blem stellt die fehlende Transparenz bei der Bewertung dar. Für die Studie-

renden ist unklar, welche Arbeiten wie stark in die Gesamtnote einfließen.

Dies betrifft insbesondere die Gewichtung von Praktikumsberichten, Vor-

bereitungsaufgaben und der eigentlichen Versuchsdurchführung. Zusätz-

lich bleibt offen, wie Gruppen- und Individualleistungen bewertet werden,

was bei der Zusammenarbeit in Teams oft zu Unklarheiten, Frustration

und einer geminderten Motivation führt.
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3.4 Maßnahmen und Entwicklungen zu den
Laborpraktika

Vor dem Hintergrund der beschriebenen Probleme und der damaligen Ausgestal-

tung der Pflichtpraktika ist unter der Leitung des Fachgebiets Technikdidaktik

in Zusammenarbeit mit Vertreter:innen der Physikdidaktik eine interdiszipli-

näre Arbeitsgruppe entstanden. Diese setzt sich aus wissenschaftlichen Mit-

arbeitenden, Laboringenieuren, Vertreter:innen der Studierendenschaft sowie

Professor:innen der beteiligten Fachbereiche zusammen.

In regelmäßigen Workshops, die seit Dezember 2018 stattfinden, konkreti-

siert die Arbeitsgruppe die allgemeinen Ziele (Kapitel 3.1) und passt sie an die

Laborpraktika der Universität Paderborn an. Die daraus abgeleiteten Kompe-

tenzanforderungen sind für jedes Praktikum (A, B und C) sowie für die einzelnen

Experimente detailliert ausgearbeitet und im Anhang (S. IV) dokumentiert. Da-

durch wird ermittelt, welche Kompetenzen ausgelagert oder vorausgesetzt und

welche in den jeweiligen Phasen eines Praktikums entwickelt werden sollen.

Auf dieser Grundlage bilden sich mehrere kleinere Arbeitsgruppen, die an ver-

schiedenen Maßnahmen zur Restrukturierung der Laborpraktika arbeiten, wie

sie in der folgenden Abb. 3.2 veranschaulicht sind.

Vor-
praktikum

Versuch 0

Grundlagen-

praktikum

A B

C

Akteur*innen: Fachgebiet Technikdidaktik
Umsetzung: AR basiert
Ziel: Gerätebedienung

Akteure*innen: E-Labor (Fachscha Elektrotechnik)
Umsetzung: Real und z.T. Digital (z.B. Lernvideos)
Ziel: - Motivationsförderung

- Erste Experimentelle Aufgaben
- Vorbereitung auf Laborpraktika

Akteure*innen: Wissenschaliche Mitarbeiter
und Laboringenieure

Umsetzung: Real und z. T. Digital
Ziel: - Kompetenzorientierte Ausrichtung der Versuche

- Einheitliches Bewertungsschema
- Einheitliche Vorlage für Praktikumsberichte
- Einheitliche Vorbereitungsmaterialien

Freiwilliges
Zusatzangebot

Pflicht-

praktikum
2tes – 4tes
Semester

Abbildung 3.2:Arbeitsgruppenmit den jeweiligen Tätigkeitsschwerpunkten und Zielen

für die Neukonzeptionierung der Elektrotechnik-Laborpraktika
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Die Arbeitsgruppe, bestehend aus Laboringenieur:innen und wissenschaft-

lichen Mitarbeitenden der beteiligten Fachbereiche, konzentriert sich auf die

Umstrukturierung und Neugestaltung der Praktika A bis C, mit dem Ziel, diese

kompetenzorientiert auszurichten. Zu Beginn sollen grundlegende Kompetenzen

erlernt werden, die in späteren Versuchen vertieft und erweitert werden. Mit

jedem Versuch steigt nicht nur das geforderte Kompetenzniveau, sondern auch

der Grad an Eigenständigkeit bei der Planung, Durchführung und Bewertung

der Experimente. Im Rahmen der Workshops sind vereinzelte Experimente ge-

kürzt oder umstrukturiert worden, etwa die Vorverlagerung der Versuche zur

Energietechnik vom Laborpraktikum C in das Praktikum A, um die Motivation

der Studierenden für Experimente zu erhöhen.

Im ausgelagerten Grundlagenpraktikum, das auf freiwilliger Basis angeboten

wird, werden die grundlegenden Kenntnisse für das Experimentieren vermittelt.

In Zusammenarbeit mit dem Elektrotechnik-Labor (E-Labor) der Fachschaft
Elektrotechnik sind einheitliche Aufgaben und Vorbereitungsmaßnahmen ent-

standen, um den Studierenden das Arbeiten an den Laborgeräten zu vermitteln

bzw. aufzufrischen. Im Versuch 0 des E-Labors soll nicht nur die Motivation für

die Elektrotechnik allgemein gefördert, sondern die Freude am Experimentieren

im Speziellen geweckt werden. Zu diesem Zweck können Studierende in Zwei-

ergruppen aus je maximal drei Personen einfache Schaltungen aufbauen sowie

praktische Lötaufgaben und angeleitete Experimente durchführen.

Das Angebot wird von den Studierenden in Anspruch genommen, jedoch

stellen die Öffnungszeiten und der hohe Betreuungsaufwand große Hürden dar.

Besonders in den ersten Semestern können sie aufgrund dieser Einschränkungen

das Experimentieren im Labor nur schwer in ihren Studienalltag integrieren.

Daher ist im Rahmen dieser Dissertation das Vorpraktikum entstanden, das eben-

falls Teil des Grundlagenpraktikums darstellt und auf freiwilliger Basis erfolgt.

Es bietet den Studierenden die Möglichkeit, zeitlich und örtlich flexibel den Um-

gang mit Laborgeräten zu erlernen. Die Umsetzung als AR-App namens PEARL9

ermöglicht zudem eine intuitive und praxisnahe Einarbeitung in die Bedienung

der Geräte, was den Lernprozess realistischer und zugänglicher gestaltet.

In den Interviews und Workshops ist hauptsächlich das Oszilloskop als be-

sonders anspruchsvolles und weniger vertrautes Laborgerät genannt worden

(vgl. Anhang S. IV). Daher herrscht Konsens darüber, dass die Entwicklung und

Implementierung des Oszilloskops, wenn auch nicht ausschließlich, so doch

9 Paderborner Elektrotechnik AR Laborpraktikum
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vorrangig im Mittelpunkt des Vorpraktikums stehen sollten. Obwohl im ers-

ten Research Pentagon, dem didaktischen Konzept, weitere Laborgeräte und

Bauteile einbezogen sind, richtet sich der Fokus dieser Dissertation sowie der

Gesamtevaluation hauptsächlich auf das Oszilloskop. Es wird daher ab Kapitel 7

vertieft behandelt.

Bevor eine eigeneAR-basierte Lösung als Vorpraktikum entwickelt wird, gilt es

zu prüfen, welche Arbeiten und Anwendungen bereits vorliegen und in welcher

Form diese das Erlernen von Grundkompetenzen an Laborgeräten unterstützen.

Kapitel 4 widmet sich dieser Bestandsaufnahme auf Basis quantitativer und

qualitativer Literaturanalysen.
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4 Literaturauswertung:
AR Grundlagen

Nachdem im vorherigen Kapitel 3 die Problemstellung detailliert beschrieben ist,

konzentriert sich dieses Kapitel auf die aktuelle Forschungslage zu AR und VR im

Kontext von Laborpraktika. Nach einer Definition dieser Technologie wird durch

eine umfassende Literaturrecherche ermittelt, welche VR- und AR-Lösungen

bereits zur Unterstützung und Durchführung von Laborpraktika verfügbar sind.

Die Analyse erfolgt sowohl quantitativ als auch qualitativ, wobei letztere den

Einsatz zur Vorbereitung auf (elektro-)technische Laborpraktika fokussiert.

4.1 Definition und Geschichte zu AR

Nach Milgram und Kishino (1994) lässt sich Augmented Reality als Teil des

Reality-Virtuality-Continuums verstehen, bei dem die reale Umgebung durch

Einbettung virtueller Elemente erweitert wird. Dies geschieht entlang eines

Spektrums, das von der reinen physischen Realität bis zur vollständig virtuellen

Realität (VR) reicht (vgl. Abb. 4.1).

Reale
Umgebung

Virtuelle
Umgebung (VR)

Abnehmende Realität Abnehmende Virtualität

Mixed Reality

Augmented
Reality (AR)

Augmented
Virtuality (AV)

Hands-On 
Labore

PEARL
Remote 
Labore

Virtuelle 
Labore

Abbildung 4.1: Reality-Virtuality-Continuum mit der realen Umgebung links und der

vollständig virtuellen Umgebung rechts auf der Skala mit Fokus auf Laborpraktika.

Eigene Darstellung nach [MK94]
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Alle Ausprägungen zwischen den beiden Endpunkten werden als Mixed Rea-
lity (MR) bezeichnet. Die Integration virtueller Objekte in das reale Sichtfeld

charakterisiert AR, während sich Augmented Virtuality (AV) umgekehrt auf

virtuelle Umgebungen bezieht, die durch reale Elemente ergänzt werden.

Die Klassifikation der Labore entlang dieses Spektrums deckt sich mit Defini-

tionen von Online-Laboren, die Virtualisierungsgrad, didaktische Ausrichtung

sowie Zugänglichkeit der Ressourcen berücksichtigen [May+23]. Entsprechend

reicht die Einordnung von klassischen Hands-on-Laboren über AR- und Remote-

Labore bis hin zu vollständig simulationsbasierten Umgebungen (vgl. Abb. 4.2).

Abbildung 4.2:Modell zur Einordnung von Laboren entlang der Dimensionen Virtuali-

sierungsgrad, pädagogischer Ansatz und Zugänglichkeit. Quelle: [May+23, S. 528]

Die Definition nach Milgram und Kishino (1994) zeigt, dass die Idee und

das Konzept von AR und VR ebenso alt sind wie die Verbreitung erster Spiele-

konsolen und Computer und dass es bereits früh in der Pilot:innen- und Chir-

urg:innenausbildung zum Einsatz gekommen ist [Ola+15]. Trotz eines anfängli-

chen Höhenfluges konnte sich die Technologie wegen hoher Anschaffungskosten

für Geräte einerseits und fehlender Anwendungen andererseits nicht durchsetzen

und blieb ein Nischenprodukt. Erst der technologische Fortschritt, insbesondere

im Bereich von mobilen Endgeräten und dem damit verbundenen Zugang zu

preisgünstiger Hardware, hat AR wieder in das allgemeine Interesse gerückt

[Klö21].

Mit der Möglichkeit, komplexe AR-Anwendungen auf handelsüblichen mobi-

len Endgeräten auszuführen und damit wesentlich mehr potenzielle Nutzende
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anzusprechen, hat sich der Fokus stark zu einer anwendungsorientierten Sicht

gewandelt. Neben dem kommerziellen Einsatz (z. B. in der Unterhaltungsbranche

oder Marketing) ist der Anwendungsbereich insbesondere im Bildungswesen in

den vergangenen sechs bis zehn Jahren enorm gestiegen, wie zahlreiche Studien

und Publikationen verdeutlichen (vgl. z. B. [AA17]).

Die folgenden Kapitel bereiten diesen Entwicklungstrend auf quantitativer

(Kapitel 4.3) und qualitativer Ebene (Kapitel 4.4) auf.

4.2 Datenerhebung

4.2.1 Methodisches Vorgehen

Um den Trend in der AR-Entwicklung zu untersuchen, wird zunächst in einem

Mixed-Methods-Ansatz, bei dem quantitative und qualitative Forschungsme-

thoden kombiniert werden, eine umfassende Literaturrecherche durchgeführt

[Cre99]. Dies hilft, um ein ganzheitliches Bild der Nutzung von AR in naturwis-

senschaftlichen und technischen Laboren zu gewinnen. Der quantitative Teil

besteht aus einer bibliometrischen Analyse mit Entwicklungstrends von AR, wäh-

rend der qualitative Teil durch eine systematische Literaturanalyse gekennzeich-

net ist. Dazu werden Forschungspapiere (engl. Paper) und Projekte gesondert
betrachtet und qualitativ analysiert, die AR in (Elektrotechnik-)Laborpraktika

kontextualisieren. Der Fokus liegt in der Fragestellung, wie und in welchem

Rahmen die AR-Anwendungen implementiert sind und wie sie evaluiert und in

den wissenschaftlichen Publikationen reflektiert werden. Diese Vorgehensweise

wird gewählt, da eine Auswertung auf Basis einer reinen Metadatenanalyse, wie

bei einer bibliometrischen Analyse, nicht genügt, um genauere Erkenntnisse zu

den einzelnen Anwendungen von AR zu gewinnen. Den Abschluss der qualita-

tiven Analyse bildet die Untersuchung der Potenziale von AR und VR für den

Einsatz in Laborpraktika. Es ist bewusst, dass AR auch entscheidende Grenzen

und technische Probleme aufweist, wie z. B. das sogenannte cognitive overload
Problem (vgl. z. B. [DDM09], [Wu+13] und [Rad16]). Diese sind in der Publika-

tion auf der Ingenieurspädagogischen Wissenschaftstagung (IPW) im Mai 2017

herausgearbeitet und veröffentlicht worden (siehe hierzu [AT17]). Sie werden

bei der Entwicklung der Anwendung weitestgehend berücksichtigt, aber hier

nicht weiter erläutert.
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4.2.2 Quantitative Literatursammlung

Für die bibliometrische Analyse wird die Datenbank Lens mithilfe eines Web-
crawlers10 durchsucht und die Daten in einer CSV

11
-Datei abgelegt. Die Such-

parameter umfassen Artikel aus dem Zeitraum von 2010 bis 2023, wobei die

folgende Kombination aus Schlüsselwörtern verwendet wird:

(TITLE: augmented) OR (TITLE: mixed) AND (TITLE: reality) AND

(YEAR_PUBLISHED: [2010 TO 2023]) AND (TYPE: Book AND Book Chapter

AND Conference Proceedings AND Conference Proceedings Article AND

Journal Article)

Die erste Suche im Januar 2024 ergibt 42.845 Treffer aus Kategorien wie Buch,

Buchkapitel, Konferenzbeiträge und Fachartikel. Diese Einträge werden von

Duplikaten und solchen Papern bereinigt, die beispielsweise lediglich Zitationen

darstellen, sodass ein finaler Datensatz von 𝑁quantitativ = 27.249 entsteht. Der

Datensatz wird in zwei Gruppen aufgeteilt: Gruppe A umfasst alle Dokumente,

die keine expliziten Bildungsthemen behandeln, während Gruppe B solche bein-

haltet, die Bildungsaspekte wie „education“, „learn*“, „teach*“ oder „train*“ im
Titel tragen. Für eine detaillierte Analyse werden die am häufigsten verwendeten

Schlagwörter aus den Abstracts extrahiert, um die wichtigsten Kategorien der

AR-Anwendungen zu identifizieren. Die produktivsten Länder, Institutionen und

Autor:innen werden durch die Analyse von Zitationen und Anzahl Publikationen

ermittelt.

4.2.3 Qualitative Literatursammlung

Für die systematische Literaturanalyse nach Xiao u. a. (2019) wird Google Scholar
verwendet, da diese Plattform ohne die Verwendung eines Webcrawlers die

umfangreichste Sammlung an Forschungspapern bietet [XW19]. Die Suche nach

relevanten Studien mit AR im Laborkontext erfolgt unter Einsatz spezifischer

Suchbegriffe und deren Kombinationen im Titel:

allintitle: (augmented OR mixed) AND reality AND lab*[oratory/oratories]

10 Bezeichnet ein Programm, das automatisiert Webseiten durchsuchen und gewünschte Inhalte

extrahieren kann

11 Comma-Separated Values (CSV): Textform zur Speicherung tabellarischer Daten, bei der Werte

durch Trennzeichen wie Kommas oder Semikolons getrennt sind
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Die Abb. 4.3 veranschaulicht die einzelnen Schritte der Datenbereinigung und

die jeweils verbleibende Anzahl der Ergebnisse pro Schritt.

augmented
reality 
+ lab

mixed reality 
+ lab

augmented
reality 

+ laboratory

mixed reality 
+ laboratory

augmented
reality 

+ laboratories

mixed reality 
+ laboratories

374 Artikel

93 Artikel 27 Artikel 153 Artikel 40 Artikel 53 Artikel 8 Artikel

40 nicht öffentlich
zugänglich 170 ohne Studie

164 potenzielle Ergebnisse

18 nicht in Englisch 11 kein AR 44 kein Bezug zu
Laboren

41 kein Bezug zu
Bildung

50 Artikel

Suchparameter

Sichtung und
Eignungsprüfung

Berücksichtigte
Studien

Abbildung 4.3: Schritte zur Sammlung und Bereinigung qualitativer Daten von Google

Scholar mit der Anzahl der jeweiligen Datensätze. Datenerhebung im Januar 2024

Von insgesamt 374 Ergebnissen werden 164 Studien als potenziell relevant

eingestuft. Nach dem Entfernen von Duplikaten sowie nicht englischsprachigen

oder irrelevanten Publikationen verbleiben insgesamt 50 Studien für die weitere

Analyse.

Die ausgewählten Arbeiten werden hinsichtlich der verwendeten AR-Geräte,

der eingesetzten Technologien, der Art des Labors und der spezifischen An-

wendung von AR analysiert. Zusätzlich werden, sofern vorhanden, positive

und negative Ergebnisse der Studien dokumentiert, um ein umfassendes Bild

der Effektivität und der Herausforderungen von AR in Laborumgebungen zu

erhalten.
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4.3 Quantitative Analyse und Auswertung zu AR in
der Lehre seit 2010

Die quantitative Analyse verdeutlicht ein starkes Wachstum der AR-Forschung

in den vergangenen Jahren. Die Referenzgruppe, die allgemeine AR-Themen

abdeckt, erreicht im Jahr 2022mit 2.954 Publikationen ihrMaximum, während die

bildungsbezogene Forschung mit 1.137 Publikationen in 2023 ihren Höchstwert

verzeichnet (vgl. Abb. 4.4).
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Abbildung 4.4: Anzahl der Veröffentlichungen sowie durchschnittlicher Zuwachs zum

Vorjahr nach Jahr und Gruppe: allgemeine AR (Referenzgruppe) und bildungsbezogene

AR

Es ist unklar, wie die globale COVID-19 Panemie
12
Pandemie in den Jahren

2020 — 2022 diesen Trend beeinflusst hat. Einerseits kann die Notwendigkeit,

digitale Technologien in den Bildungsbereich zu integrieren, als starker Kataly-

sator für die Entwicklung von AR-Anwendungen fungieren. Dies ist besonders

für die Arbeit im Labor interessant, da der Zugang hierzu stark eingeschränkt

oder gänzlich unmöglich war. Andererseits erfordern AR-Anwendungen deutlich

längere Planungen und Entwicklungszyklen als andere Lehrformate, wie der

Flipped Classroom, die kurzfristig implementierbar sind.

12 Coronavirus Disease 2019 (COVID-19): Eine durch SARS-CoV-2-Virus verursachte Infektions-

krankheit
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Ungeachtet dieser temporären Einflussfaktoren verdeutlicht die geometrische
Durchschnittsrate des Wachstums13 über die Jahre, dass Publikationen zu AR im

Bildungsbereich deutlich stärker wachsen.

Die CAGR berechnet sich mit

CAGR =

(
𝑊Ende

𝑊Start

) 1

𝑛

− 1

wobei𝑊Start den Anfangswert,𝑊Ende den Endwert und 𝑛 die Anzahl der Jahre

bezeichnet (z. B. [Ole22] oder [Way25]). Für den Zeitraum 2010 bis 2023 ergibt

sich für die bildungsbezogene AR ein durchschnittliches jährliches Wachstum

von 27,35 %, während diese für allgemeine AR-Themen bei 17,19 % liegt. Gleich-

zeitig lässt sich anhand der jährlichen Wachstumsraten eine gewisse Sättigung

erkennen, insbesondere in der Referenzgruppe, die im Jahr 2023 erstmals einen

leichten Rückgang verzeichnet (vgl. Abb. 4.4).

Ein stetiges Wachstum zeigt sich auch in der Analyse der Autor:innen, die

in den jeweiligen Jahren an mindestens einer Publikation beteiligt waren. In

der bildungsbezogenen AR-Forschung erreicht die Beteiligung mit 4.464 Au-

tor:innen im Jahr 2022 ihr Maximum, während in der Referenzgruppe die Zahl

der Autor:innen in 2023 auf 10.201 ansteigt (vgl. Abb. 4.5).
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Abbildung 4.5: Anzahl der Autor:innen sowie durchschnittlicher Zuwachs zum Vor-

jahr nach Jahr und Gruppe, die über allgemeine AR-Themen (Referenzgruppe) und zu

bildungsbezogener AR veröffentlicht haben

13 Compound Annual Growth Rate (CAGR)
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Wie zuvor lassen sich deutliche Unterschiede in der CAGR erkennen: Mit

29,73 % wächst die Zahl der Autor:innen im bildungsbezogenen Bereich deutlich

stärker als in der Referenzgruppe, die einen Wert von 19,51 % aufweist. Trotz des

höheren absolutenWerts in der Referenzgruppe deutet das relativeWachstum auf

eine zunehmende Relevanz von AR im Bildungskontext hin. Gleichzeitig ist auch

hier eine Sättigung für beide Gruppen beobachtbar, wobei die bildungsbezogenen

Autor:innen sogar einen Rückgang aufzeigen. Dies kann darauf hindeuten, dass

ein vorläufiger Höhepunkt erreicht ist und sich das Forschungsfeld in eine Phase

der Konsolidierung oder inhaltlichen Spezialisierung bewegt.

Die Metadaten ermöglichen die Identifikation der Institutionen und Länder,

aus denen die Veröffentlichungen stammen, wie in Abb. 4.6 veranschaulicht.

Aus den 3.159 Einträgen lassen sich 101 verschiedene Länder identifizieren. Die

Vereinigten Staaten stehen mit 590 Publikationen an der Spitze, gefolgt von

Indonesien (339), China (202), Malaysia (188), Taiwan (185), Deutschland (161),

dem Vereinigten Königreich (160), Spanien (144), Australien (118) und Japan

(101).

11 599599

Abbildung 4.6: Geografische Verteilung der Länder mit der Häufigkeit der Veröffentli-

chungen seit 2010

Diese Ergebnisse unterstreichen die große Ungleichheit in der geografischen

Verteilung der Forschungsaktivitäten und deuten darauf hin, dass sich die For-
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schung auf einige wenige Länder konzentriert, was auch aus der Analyse der an

den Publikationen beteiligten Institutionen bestätigt wird (vgl. Tab. 4.1).

Tabelle 4.1: Institutionen mit den meisten Veröffentlichungsbeteiligungen

Institution Anzahl Publikationen

National Taiwan University of Science 2643

National Taiwan Normal University 1747

Harvard University 1451

Atatürk University 1062

University of Central Florida 872

Georgia Institute of Technology 772

Technische Universität München 702

University of Illinois at Urbana-Champaign 684

Arizona State University 671

University of Girona 632

Athabasca University 598

Charles III University of Madrid 593

Beijing Normal University 561

Radboud University Nijmegen 547

University of La Laguna 547

Universiti Teknologi Malaysia 521

National Taipei University of Education 514

University of California, Los Angeles 512

University of Alberta 451

University of the Aegean 425
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Aus Abb. 4.7 ist ersichtlich, dass der Anteil der Autor:innen, die in frühe-

ren Jahren bereits AR-bezogene Arbeiten veröffentlicht haben, im Vergleich zu

neu hinzukommenden Autor:innen sehr klein ist. Dies legt nahe, dass sich die

Forschungsaktivitäten auf eine begrenzte Gruppe von Wissenschaftler:innen

beschränken.
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Abbildung 4.7: Verhältnis zwischen neuen und bereits etablierten Autor:innen, die in

den Vorjahren mindestens eine AR-bezogene Arbeit veröffentlicht haben.

Werden in einemweiteren Analyseschritt die Anzahl Zitationen herangezogen,

lassen sich damit die wichtigsten Autor:innen im Bereich AR identifizieren (vgl.

Abb. 4.8). Zu den in den vergangenen Jahren (ab 2018) besonders häufig zitierten

und damit prominenten Forschenden zählen Iulian Radu, Mark Billinghurst,

Archana Mantri, Rabia Meryem Yılmaz und Juan Garzón.

Silvia Baldiris weist die höchste Netzwerkverflechtung auf. Ihre kontinuierli-

chen Publikationen in Kooperation mit verschiedenen Partner:innen über einen

längeren Zeitraum lassen auf eine zentrale Rolle in der wissenschaftlichen Ge-

meinschaft schließen. Rabia Meryem Yılmaz und Juan Garzón sind insbesondere

durch ihre hohe Publikationsaktivität im Zeitraum 2018 bis 2020 hervorzuheben.
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Aus den Metadaten lassen sich weiterführende Untersuchungen ableiten, etwa

eine Schlagwortanalyse zur Ermittlung potenzieller neuer Trends. Eine vertiefte

Analyse dieser Aspekte wird in der Publikation [AFT25] behandelt.

Abbildung 4.8: Netzwerk der am häufigsten zitierten Autor:innen, wobei die Knoten-

größe die Zitierhäufigkeit und die Farbskala das Jahr der Publikation repräsentiert.

Zusammengefasst bestätigen die Ergebnisse die globale Reichweite und das

breite Interesse an der AR-Forschung, zeigen jedoch gleichzeitig eine Konzentrati-

on der Forschungstätigkeit auf bestimmte Länder, Institutionen und Autor:innen.

Zudem verdeutlichen sie die Vielfalt der Anwendungsmöglichkeiten von AR in

verschiedenen Disziplinen und Kontexten [AFT25]).
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4.4 Qualitative Analyse und Auswertung zu AR in
technischen Laboren

4.4.1 AR-Anwendungen zur Nutzung während der Laborarbeit

Die Ergebnisse der qualitativen Analyse lassen sich in zwei Hauptkategorien

unterteilen: den technologischen Aspekt und den Anwendungsbereich. Erste-

res umfasst die eingesetzte Technologie in mobiler oder stationärer AR sowie

AR-Brillen (engl. HMD). Ergänzend dazu wird die Art der Augmentierung in mar-

kerlose (engl. marker-less AR (ml AR)), markerbasierte (engl. marker-based AR
(mb AR)) und ortsbezogene (engl. location-based AR (lb AR)) Ansätze unterteilt.

Der Anwendungsbereich klassifiziert die Arbeiten nach verschiedenen Labo-

ren, darunter Chemie (CH), Elektrotechnik (ET), Biologie (BIO), Physik (PHY)
und sonstigen technischen Fächern (STF). Zudem berücksichtigt er den Anwen-

dungszweck des jeweiligen Projekts, wie z. B. die Visualisierung mikroskopischer

Prozesse oder kontextabhängiger Materialien.

Im nächsten Schritt erfolgt eine systematische Untersuchung der Studien in

Bezug auf ihre Evaluationsmethodik. Analysiert wird dabei, ob und in welcher

Form die AR-Anwendungen evaluiert werden, einschließlich des Forschungsde-

signs mit Prä- und Posttests sowie des Einsatzes von Kontrollgruppen. Ergänzend

dazu werden die eingesetzten Messinstrumente, wie Wissenstests, Fragebögen

oder Interviews, und die dokumentierten Ergebnisse — sowohl positive als auch

negative — berücksichtigt. Das Resultat dieser beiden Analyseschritte ist in den

Tabellen 1 und 2 im Anhang (Kapitel I.6 ab S. VIII) übersichtlich dargestellt.

Es zeigt sich, dass die Forschung technologisch vorwiegend auf markerbasierte

mobile AR-Anwendungen setzt. Die Studien erheben häufig die Nutzendener-

fahrung und Motivation mithilfe von Umfragen und Interviews. Eine fundierte

Bewertung der Lerneffektivität von AR in Laborumgebungen gelingt jedoch

selten.

Einerseits zeigen Studien keine negativen Effekte oder Einschränkungen in

der Anwendbarkeit von AR-Anwendungen (z. B. [Fer+15]), während andere

Untersuchungen gegenteilige Effekte in Bezug auf die Lernwirksamkeit nach-

weisen (z. B. [TKS14]). In der Studie von Tanner et al. (2014) bevorzugten über

90 % der untersuchten Proband:innen klassische Lernmethoden gegenüber der

AR-Alternative. Ein wesentlicher Grund für die geringe Akzeptanz liegt in feh-

lenden oder unausgereiften didaktischen Gestaltungskonzepten sowie in der

mangelhaften Benutzerfreundlichkeit der Anwendungen [AA17; SA16]. Diese
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Defizite führen häufig zu einer mentalen Überforderung der Lernenden und

gelten, neben technischen Schwierigkeiten, als Hauptursachen für das Miss-

lingen von AR-Anwendungen (z. B. [Wu+13] und [Rad16]). Es bleibt zudem

unklar, ob verbesserte Lernergebnisse nicht vielmehr auf die Neuartigkeit der

Technologie zurückzuführen sind. Das damit einhergehende gesteigerte Interes-

se der Lernenden könnte dazu führen, sich intensiver mit den (Lehr-)Inhalten

auseinanderzusetzen [DIK13]. Tatsächlich zeigen Studien, dass die Lernenden

im Durchschnitt wesentlich mehr Zeit mit einer AR-Anwendung verbringen als

mit herkömmlichen Alternativmedien [Gav+15].

4.4.2 AR-Anwendungen zur Vorbereitung auf die Laborarbeit

Trotz der zahlreichen Studien und Forschungsarbeiten existieren zum Zeitpunkt

der Datenerhebung nur vereinzelte Vorhaben, die AR gezielt als Vorbereitungs-

und Ergänzungsmaßnahmen für Laborarbeiten untersuchen.

Ein Beispiel ist die von Akçayır et al. (2016) entwickelte AR-App, die Schü-

ler:innen bei der Vorbereitung auf das Laborpraktikum unterstützen soll. Sie

beschränkt sich jedoch auf die Erweiterung gedruckter Literatur durch statische

3D-Modelle und Links zu weiteren Materialien wie Videos oder Texten [Akç+16].

Ähnlich verhält es sich bei den Projekten ElectAR-notes und ELECT3D von

Martín-Gutiérrez et al. (2015). Während ersteres ebenfalls auf die Visualisierung

von 3D-Modellen auf gedrucktem Papier ausgelegt ist, setzt ELECT3D den Einsatz

komplexer Hardware und AR-Brillen voraus [Mar+15].

In dem Projekt Augmented Reality Learning Environment (ARLE) von Singh et

al. (2019) ist eine stationäre AR-Anwendung entstanden, die einen Funktionsge-

nerator und ein Oszilloskop auf Desktop-Computern mithilfe einer Webcam und

Markern visualisiert [Sin+19; Sin+21]. Die Wirksamkeit dieser Anwendung ist in

einer Vergleichsgruppenstudie mit Prä-Posttest-Design untersucht worden. Die

Studie berichtet von einem signifikant stärkeren positiven Effekt der Anwendung

auf die Laborfähigkeiten im Vergleich zur Kontrollgruppe (KG), was durch einen

Cohens d-Wert von 1,343 als sehr starker Effekt bewertet wird [Sin+19, S. 11].

Ähnliche positive Ergebnisse werden auch für die mentale Überforderung und

Motivation aufgezeigt.

Allerdings ist kritisch zu hinterfragen, dass alle Teilnehmer:innen vor dem

Prätest eine Einführung in die Laborgeräte erhalten, was die Sinnhaftigkeit der

anschließenden Aufteilung in Experimentalgruppe (EG) und KG infrage stellt.

Darüber hinaus verfügt die KG lediglich über ein Handbuch zur Vorbereitung
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auf den Test und entspricht damit nicht der realistischen Möglichkeit, wie sich

Studierende auf den Umgang mit Laborgeräten vorbereiten können. Der Test ist

an echten Laborgeräten durchgeführt und durch die Beobachtung eines Lehren-

den bewertet worden. Diese Bewertungsmethode birgt die Gefahr subjektiver

Einschätzung und ist besonders problematisch, wenn die Studie potenziell auch

der Legitimation oder der Akquise von Forschungsmitteln dient, wie aus der

Abschlussbemerkung der Autor:innen ersichtlich.

[...] the universities and academic institutions should provide support
to teachers in developing unique AR experiences for students which
will enhance the quality of education. [Sin+19, S. 14]

Zudem bleibt der Mehrwert einer funktional eingeschränkten AR-Simulation

von Laborgeräten an einem stationären Computer unklar, insbesondere ange-

sichts der Verfügbarkeit komplexer, voll funktionsfähiger und kostenlos zugäng-

licher Simulationen
14
. Denn die Interaktion ist in beiden Fällen identisch und

erfolgt durch Klicken und Scrollen mit der Maus. Gleichzeitig entstehen jedoch

höhere Hardwareanforderungen (z. B. Webcam) und eine Abhängigkeit von

äußeren Faktoren wie guten Lichtverhältnissen.

In einer Folgestudie haben G. Singh und F. Ahmad (2024) den Aufbau der

ARLE durch ein Arduino-Board15 erweitert, um Daten von realen Geräten in die

Anwendung zu integrieren [SA24]. Die Studie umfasst 80 Teilnehmende; gleich-

mäßig aufgeteilt in KG und EG. Ziel der Untersuchung ist es unter anderem, den

Einfluss der Anwendung auf die motorischen Fähigkeiten der Studierenden im

Umgang mit elektrotechnischen Laborgeräten zu analysieren. Beide Gruppen

erhalten zunächst eine Einführung und können mit den jeweils vorgesehenen

Materialien trainieren, was aus der ARLE-Anwendung für die EG und Handbü-

cher für die KG besteht. Beide Ansätze werden durch praktische Übungen an

realen Geräten ergänzt. Die Studie berichtet auch hier von einem signifikanten

Leistungsunterschied zwischen den beiden Gruppen. In dem Posttest wird ein

durchschnittlicher Punkteunterschied von 3,27 zwischen EG (31,72 von 40) und

KG (28,45 von 40) errechnet.

Obwohl die Anwendung laut der Autor:innen ursprünglich dazu entwickelt

wurde, Studierende auf den Umgang mit Laborgeräten vorzubereiten, beschränkt

sich die Übertragung von Messwerten realer Geräte in die ARLE-Anwendung

14 z. B. https://www.virtuelles-oszilloskop.de

15 Open-Source-Mikrocontroller-Plattform mit digitalen und analogen Ein- und Ausgängen
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deren praktischen Mehrwert. Die eigentliche Intention, eine orts- und zeitunab-

hängige Vorbereitungsmöglichkeit zu bieten, wird dadurch nicht erreicht.

Damit zeigt sich eine große Forschungslücke, da keine der in der qualitati-

ven Analyse untersuchten Arbeiten den Anforderungen einer kostenfreien
16
,

zeitlich flexiblen und realitätsnahen Vorbereitung auf den Umgang mit elektro-

technischen Laborgeräten erfüllt. Die Arbeiten verdeutlichen dennoch das große

Potenzial von AR zur Unterstützung praktischer Lernprozesse.

4.4.3 Potenziale von AR mit Fokus auf die Nutzung in Laboren

Aus der qualitativen Untersuchung lassen sich die folgenden Potenziale für den

Einsatz im Laborpraktikum identifizieren:

• Intuitive Bedienung: Im Gegensatz zu klassischen Medien wie dem

Computer, bei dem die Interaktion häufig über Maus und Tastatur erfolgt,

erlauben AR-Anwendungen, psychomotorische Fertigkeiten auf natürli-

che Weise zu üben und zu erlernen [Wu+13]. Studien zeigen, dass diese

Interaktionsform den Lernerfolg im Vergleich zu herkömmlichen Einga-

bemethoden steigert [Sku+16]. Neben der zeit- und ortsunabhängigen

Nutzung, die den meisten digitalen Medien gemein ist, ermöglicht AR

darüber hinaus ein intuitiveres Training im Umgang mit (virtuellem) La-

borequipment.

• Visualisierung „unsichtbarer“ Phänomene: Eine weitere Besonder-
heit von AR ist die anschauliche Darstellung unsichtbarer Phänomene wie

elektrischer oder magnetischer Felder, beispielsweise aus der Perspektive

eines Elektrons. Diese Form der Visualisierung erleichtert den Wissen-

stransfer und fördert ein tieferes Verständnis der Lerninhalte. Studien

belegen, dass solche emotional geprägten Lernmethoden effektiver sind

als konventionelle Ansätze wie Lernvideos [Göt+11].

• Wechselwirkung zwischen der realen Welt und virtuellen Infor-
mationen: Durch die Überlagerung virtueller Informationen auf reale

Objekte wird ein stärkerer Bezug zur physischen Umgebung geschaffen

[Arv+09]. Beispielsweise lassen sich während eines realen Praktikums

16 d. h. ohne zusätzliche Geräte
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Bedienhilfen oder Anleitungen an einem Oszilloskop visualisieren, um Stu-

dierende bei der Bedienung zu unterstützen. Die Besonderheit liegt dabei

in einer dynamischen Anpassung der Inhalte, etwa indem Fehleinstellun-

gen durch visuelle Hinweise korrigiert werden. Durch die Integration der

realen Umgebung in den Lernprozess werden die didaktische Gestaltung

und Struktur der Lernaktivitäten direkt beeinflusst [Her12].

• Kollaboration: Im Gegensatz zu VR, das eine geschlossene Lernumge-

bung bietet, bleibt die Umgebung in AR offen, was kollaborative Lernfor-

mate erleichtert. Dadurch können Gruppenarbeiten unterstützt werden,

bei denen Lernende Ergebnisse gemeinsam betrachten und diskutieren,

auch wenn individuelle Visualisierungen eingeblendet sind. Zudem ist

eine ortsunabhängige Zusammenarbeit möglich, indem Teilnehmende als

virtuelle Avatare im realen Raum erscheinen. So werden Gruppenprozesse

interaktiver gestaltet und der Wissensaustausch gefördert [RT06].

• Geringerer Betreuungsaufwand: Durch eine Vorbereitung mithilfe

von AR benötigen Studierende weniger direkte Betreuung und Beratung

während des Praktikums. Dies entlastet das wissenschaftliche Personal,

das sich stärker auf die Beobachtung und Bewertung der Lernfortschritte

der Studierenden konzentrieren kann (z. B. [Sin+19] und [SA24]).

• Erhöhte Motivation: Die innovativen Visualisierungsformen von AR

fördern bei Studierenden und Schüler:innen eine deutlich höhere Lern-

begeisterung und führen in der Folge zu einer gesteigerten Motivation,

die Lern-App weiterhin zu nutzen. Über 95 % der Studien zu AR, unabhän-

gig vom Kontext, heben diesen Effekt hervor, insbesondere im Rahmen

systematischer Literaturanalysen (z. B. [ÁV21] und [Avi+21]).

• Erhöhte Lernwirksamkeit: Viele Studien belegen außerdem eine gestei-

gerte Lernwirksamkeit durch den Einsatz vonAR-Lern-Apps (z. B. [Sin+19]

und [SA24]). Obwohl die genauen Methoden und Messinstrumente dieser

Untersuchungen häufig unklar sind, wird der hohe Immersionsgrad als

wesentlicher Faktor für die positive Wirkung von AR betrachtet. Immersi-

on beschreibt das Gefühl, in eine Umgebung einzutauchen, bei der reale

und virtuelle Elemente nahtlos miteinander verschmelzen [KMB22]. Die-

ser Effekt fördert ein tiefes Verständnis durch eine intensive und aktive

Auseinandersetzung mit dem Lernstoff. Emotionale und motivationale
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Elemente, wie Gamification, können diese Wirkung zusätzlich verstärken

(s. o.).

Aufgrund dieser Vorzüge eignet sich AR besonders gut für den Einsatz im

Vorpraktikum, damit Studierende den Umgang mit Laborgeräten erlernen.

Das folgende Kapitel stellt das erste Research Pentagon dar und beschreibt

ein fundiertes didaktisches Konzept für die Entwicklung der AR-App. Dabei

wird untersucht, wie Studierende grundlegende Kompetenzen im Umgang mit

Laborgeräten erlernen können, unabhängig von der eingesetzten Technologie,

sodass auch neue Formate wie AR nicht zum Selbstzweck werden, sondern in

ein tragfähiges Lehrkonzept eingebettet sind.
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5 Didaktisches Konzept

• Didaktisches Konzept mit angestrebten 
Lernzielen und mögliche Realisierung in der 
App

• Didaktische Gestaltung zur effektiven und 
technologieunabhängigen Vermittlung von 
Laborgeräten, um Überforderung bei neuen 
Formaten zu vermeiden

• F1: Wie kann die Handhabung von Laborgeräten didaktisch effektiv 
vermittelt werden?

• F2: Wie kann das Konzept an unterschiedliche didaktische 
Bedingungen angepasst werden?

• F3: Welche Ansätze eignen sich zur Gestaltung von AR-basierten 
Lernlösungen?

• Theoretische Analyse von Lerntheorien und 
Wissensmodellen (Constructive Alignment, Revised
Bloom’s Taxonomy)

• Konzeptentwicklung
• Expert*innen-Feedback und Präsentation auf Tagungen

• Theoretischer Hintergrund der Mediendidaktik und 
Lehr-Lerntheorien

• Herausforderungen bei der Einführung neuer 
Medienformate

Forschungsgegenstand

Forschungssituation

Forschungsziel

Forschungsmethode

Forschungsfrage

1

Abbildung 5.1: Research Pentagon zum didaktischen Konzept

5.1 Problemstellung, Forschungsfragen und -ziel

Empirische Erkenntnisse legen nahe, dass der Lernerfolg neuer Medien mitunter

sehr stark von einer soliden didaktischen Fundierung abhängt (vgl. [KSd03] und

[KOS11]).

„Letztlich — so die Annahme — wird der Erfolg des Mediums (und das
heißt in der ‚gestaltungsorientierten Mediendidaktik‘: Die faktische
Nutzung sowie die Nutzeffekte für Individuum und Organisation)
weniger durch das Medium selbst determiniert als durch die Passung
des Mediums zu den Bedingungen des didaktischen Feldes. “ [Ker99,
S. 1]

39



Didaktisches Konzept Chapter 5

Innovationen, die lediglich aufgrund ihrer Neuheit oder ihres vermeintlichen

Potenzials eingeführt werden, können bei den Lernenden zu Frustration führen,

was nicht selten in einer ökonomischen Ineffizienz resultiert, da ungenutzte

Geräte oder Materialien in Vergessenheit (und Abstellkammern) geraten (vgl.

[KSd03] und [KOS11]). Dies trifft insbesondere auf neue Gestaltungsformate wie

AR zu, da hierbei neben den Lerninhalten auch die ungewohnte Darstellungs-

und Interaktionsart schnell zu Überforderung bei Lernenden führen kann (vgl.

[TKS14] oder [Fer+15]).

Das didaktische Konzept bildet die Grundlage für die Machbarkeitsstudie in

Kapitel 6. Im Zentrum steht dabei die Frage, wie Studierende den Umgang mit

und die Handhabung von Laborgeräten wirksam erlernen können — unabhängig

vomMedium oder der eingesetzten Technologie (Forschungsfrage F1). Zusätzlich
wird betrachtet, inwiefern das Konzept flexibel an unterschiedliche didaktische

Rahmenbedingungen angepasst werden kann (F2) und welche Ansätze sich

speziell für die Gestaltung einer AR-basierten Lösung eignen (F3).
Aus diesen Fragestellungen ergibt sich das zentrale Ziel dieses Pentagons, ein

fundiertes didaktisches Konzept zu entwickeln, das sowohl für die praktische

Umsetzung im E-Labor der Elektrotechnik als auch für eine gleichwertige AR-

basierte Lösung dient.

5.2 Forschungsmethode

Um dieses Ziel zu erreichen, werden zunächst verschiedene Wissensmodelle und

Lerntheorien theoretisch untersucht. Dabei steht im Fokus, welche zentralen

Aspekte der jeweiligen Lerntheorien in der praktischen Anwendung berück-

sichtigt werden können. Das Constructive Alignment in Verbindung mit der

Revised Bloom’s Taxonomy dient als Grundlage für die didaktische Konzeption

des Forschungsgegenstands. Dies umfasst die Definition konkreter Lernziele,

die Gestaltung passender Lernaktivitäten sowie die Entwicklung geeigneter

Bewertungsmethoden. Angesichts der noch ausstehenden App-Entwicklung

in dieser Phase erfolgt die Evaluierung des didaktischen Ansatzes primär auf

einer theoretischen Ebene durch Expert:innen-Feedback aus der Physik- und

Chemiedidaktik sowie Wirtschaftspädagogik. Darüber hinaus wird das Konzept

auf wissenschaftlichen Tagungen wie der DigiSelF17 Klausurtagung oder dem Tag
der Lehre an der Universität Paderborn vorgestellt. Die gewonnenen kritischen

Rückmeldungen fließen in die schrittweise Optimierung und Verfeinerung des

Konzepts ein.

17 Digitalisierung als Herausforderung und Innovation in der Hochschullehre
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5.3 Forschungssituation: Lehr-Lern-Modelle und
-Theorien

5.3.1 Lerntheorien

Aus den Erkenntnissen der Psychologie lassen sich im Folgenden die wichtigsten

Lerntheorien ableiten, die die Lernprozesse sinnvoll erklären.

Behaviorismus

Der Behaviorismus betrachtet Lernen als eine Abfolge von Stimulus-Antwort-

Sequenzen und vernachlässigt interne kognitive Prozesse, da diese als nicht

direkt beobachtbar gelten und somit als „Black Box“ beschrieben werden [Für19;

Wat13]. Stattdessen liegt der Fokus auf äußerem Verhalten, das durch Beloh-

nung oder Bestrafung verstärkt oder abgeschwächt wird, um ein bestimmtes

Lernziel zu erreichen. Auf dieser Grundlage lassen sich didaktische Medien ent-

wickeln, die durch unmittelbares Feedback auf Lernaktivitäten einen positiven

Einfluss auf den Lernprozess haben [KW06]. In digitalen Lernumgebungen sollte

auf negative Verstärkung — also das Ausbleiben einer Bestrafung — verzichtet

werden, da die Auftrittswahrscheinlichkeit für das gezeigte Verhalten bestehen

bleibt. Positive Bestrafung hingegen führt dazu, dass die Wahrscheinlichkeit

eines unerwünschten Verhaltens sinkt, weil eine unangenehme Konsequenz

folgt, z. B. Verlust von Punkten. Ein wesentlicher Vorteil digitaler Lernformate

liegt darin, dass diese Maßnahmen ohne langfristige Konsequenzen erfolgen,

wodurch Lernende angstfrei experimentieren und gezielt Feedback einholen

können [Sch09]. Jedes digitale Lehrmedium konditioniert die Lernenden im

Sinne des Behaviorismus, da die weitere Nutzung des Mediums mit den zuvor

gemachten Erfahrungen geprägt wird.

Kognitivismus

Der Kognitivismus ist eine an den Erkenntnissen der Datenverarbeitung bei

Computern angelehnte Lerntheorie. In ihren Anfängen beruht sie auf einer

Analogie zwischen dem menschlichen Denken und dem Aufbau sowie der Funk-

tionsweise eines Computers [Pet20; Rei15]. Demnach kann das Gehirn — als

kognitive Maschine — Informationen aufnehmen, verarbeiten, speichern und

abrufen, ähnlich wie die Datenverarbeitung eines Computers. Informationen
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gelangen in Form von Reizen oder Inputs in das kognitive System und durchlau-

fen verschiedene Prozesse. Dazu zählen die Aufmerksamkeit, bei der relevante

Informationen selektiert werden, die Verarbeitung, bei der neue Inhalte mit

vorhandenem Wissen verknüpft werden, sowie das Gedächtnis, das für die Spei-

cherung verantwortlich ist. Das Ergebnis dieser Prozesse äußert sich schließlich

in Form von Verhaltensweisen, Antworten oder Lernergebnissen [Für19; NW14;

RW18]. Aus dem Kognitivismus haben sich zahlreiche weiterführende Theorien

und Strategien entwickelt, die das Lernen beeinflussen und begünstigen, unter

anderem die Überforderungstheorie (engl. Cognitive Load Theory), die sich mit

der kognitiven Belastung beim Lernen auseinandersetzt [Pet20; PRS03].

Auf dieser Grundlage lassen sich erste Empfehlungen für die Gestaltung von

Lernmaterial ableiten:

• Verknüpfung mit Vorwissen: Nach Seidel und Krapp (2014) ist der

Lernerfolg maßgeblich davon abhängig, ob neue Inhalte an bestehendes

Wissen angeknüpft werden können. Informationen werden schneller ver-

arbeitet und langfristig gespeichert, wenn sie in eine bereits vorhandene

kognitive Struktur eingebettet sind [SK14].

• Reduzierung der kognitiven Belastung: Die anfängliche intrinsische
kognitive Belastung, die durch die hohe Komplexität neuer Lerninhalte

entsteht, kann durch eine Aufteilung in kleinere Lerneinheiten reduziert

werden. Ein sukzessives Heranführen an komplexere Inhalte trägt zusätz-

lich zur Entlastung bei [PRS03].

• Optimierung der Darstellung von Lerninhalten: Ineffektive kogniti-
ve Belastung entsteht, wenn Lerninhalte gegen grundlegende Prinzipien

der Wahrnehmungsorganisation [GZ18] oder gegen gestalterische Gesetz-

mäßigkeiten verstoßen [Kor22]. Im Gegensatz dazu fördert eine effektive
kognitive Belastung den Lernprozess, da sie die aktive Auseinanderset-

zung mit den Inhalten anregt und den Aufbau neuer Wissensstrukturen

unterstützt [Pet20].

Konstruktivismus

Der Konstruktivismus betrachtet Lernen als einen individuellen und aktiven

Schöpfungsprozess [VC81]. Die zentrale Idee ist, dass Lernen nicht einfach

durch passives Aufnehmen von Informationen erfolgt, sondern eine aktive Wis-

senskonstruktion darstellt, die auf individuellen Einstellungen, Erfahrungen

und Vorwissen basiert. Ein Grundsatz konstruktivistischer Ansätze besagt, dass
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Realität nicht objektiv existiert, sondern immer in Abhängigkeit von der Wahr-

nehmung der lernenden Person konstruiert wird [BP99]. Lernprozesse entstehen

durch die Interaktion mit der Umwelt und die Entwicklung mentaler Modelle,

mit denen Lernende ihre Sicht auf die Welt strukturieren [Rei15]. Die Verarbei-

tung neuer Informationen erfolgt dabei auf zwei Wegen: Assimilation, also die

Einordnung in bestehende Wissensstrukturen, oder Akkommodation, d. h. die
Anpassung und Neustrukturierung kognitiver Modelle [Pet20]. Lernen führt

somit zur kontinuierlichen Erweiterung und Reorganisation des vorhandenen

Wissens.

Im Gegensatz zu angeleiteten Lehrmethoden lässt sich der Wissenserwerb

beim aktiven Erkunden, Experimentieren, Problemlösen und Reflektieren nur be-

grenzt steuern oder unterstützen [Pet20]. Aus konstruktivistischer Perspektive

sollten Lehrmaterialien daher so gestaltet sein, dass sie experimentelle Frei-

räume ermöglichen und selbstgesteuertes sowie entdeckendes Lernen fördern.

Dieser Lernansatz erfordert jedoch mehr Zeit, da keine festen Strukturen und

Zusammenhänge vorgegeben werden [Für19].

Der Sozialkonstruktivismus erweitert diesen Ansatz, indem er die Bedeu-

tung sozialer Interaktion und Kommunikation als zentrale Elemente des Lernens

betont [BCD89; Gre89]. Wissen entsteht demnach nicht isoliert, sondern in ge-

meinschaftlichen Prozessen durch Austausch, Diskussionen und den kulturellen

Kontext (vgl. [Gei17] und [Kön09]). Lehrmaterialien sollten daher gezielt kolla-

boratives Arbeiten und gemeinsames Experimentieren unterstützen, indem sie

interaktive Fragestellungen und kooperative Lernformen einbinden.

5.3.2 Constructive Alignment

Aus den vielen didaktischen Konzepten und Herangehensweisen zur Gestal-

tung von Lehr-Lern-Settings bietet sich das Constructive Alignment nach Biggs

(2012) aufgrund seiner systematischen Herangehensweise an (vgl. [Gle+15] und

[Big12]). Es umfasst drei zentrale Schritte, um eine kohärente Gestaltung von

Lehr-Lern-Prozessen zu gewährleisten: 1. die Festlegung klarer Lernziele, 2. die

Gestaltung passender Lehr- und Lernaktivitäten sowie 3. die Auswahl geeigneter

Bewertungsmethoden [Gle+15] (vgl. Abb. 5.2) .

Das Grundprinzip besteht darin, dass Lernende effektiver Wissen erwerben,

wenn alle Lehr- und Lernaktivitäten sowie die Prüfungsform direkt auf die

definierten Lernziele ausgerichtet sind. Damit stellt es sicher, dass das erworbene

Wissen nicht nur oberflächlich reproduziert, sondern aktiv angewendet und
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1. 
Lernergebnisse

definieren

2. 
Lehrveranstaltung

planen

3.
Prüfungsaurag

ableiten

Abbildung 5.2: Die drei Phasen des Constructive Alignment. Eigene Darstellung.

vertieft wird [Big12]. Durch den besonderen Fokus auf die Lernziele bietet

das Constructive Alignment einen fundierten theoretischen Rahmen für die

didaktische Planung und Entwicklung der AR-App.

5.3.3 Revised Bloom’s Taxonomy

Im Kontext verschiedener Lerntheorien lässt sich auch eine Differenzierung

der Wissenskategorien vornehmen. Benjamin S. Bloom veröffentlichte 1956 die

erste Lernziel-Taxonomie, die sechs hierarchische Stufen des kognitiven Lernens

beschreibt [Blo56]. Diese Stufen bauen aufeinander auf und nehmen hinsichtlich

ihrer Komplexität und Abstraktion zu (vgl. [Blo20]). Ein wesentlicher Kritikpunkt

dieser ursprünglichen Taxonomie liegt in der eindimensionalen Struktur, die

nur die kognitive Prozessdimension berücksichtigt und ihre Anwendung in

der Praxis erschwert [Gei17]. Um diese Einschränkung zu umgehen, haben

Anderson und Krathwohl (2001) eine überarbeitete Taxonomie (Revised Bloom’s
Taxonomy) entwickelt, welche die ursprüngliche eindimensionale kognitive

Prozessdimension um eine zusätzliche Wissensdimension erweitert und somit

ein zweidimensionales Modell darstellt (vgl. [Kra02] und [Wil16]).

Diese sind im Folgenden aufgelistet:

• Faktenwissen (Factual Knowledge): Informationen, Fakten und Begriffe

wissen und erinnern.

• Konzeptwissen (Conceptual Knowledge): Zusammenhänge zwischen

Ideen, Konzepten und Theorien verstehen.
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• Prozesswissen (Procedural Knowledge): Schritte, Methoden und Ver-

fahren anwenden können.

• Metakognitives Wissen (Metacognitive Knowledge): Das Wissen über

eigene Lernstrategien, Reflexion und Regulation des eigenen Lernprozes-

ses.

Die Konkretisierung der Wissensdimension nimmt von der untersten Ebe-

ne, dem Faktenwissen bis zur obersten Ebene, dem Metakognitiven Wissen ab.

Dadurch wird das Wissen nicht nur zunehmend abstrakter, sondern auch schwie-

riger zu vermitteln, da es aktiv von den Lernenden selbst konstruiert werden

muss.

Neben der Wissensdimension haben Anderson und Krathwohl zusätzlich

die kognitive Prozessdimension aktualisiert: Einzelne Kategorien tragen neue

Bezeichnungen, die Reihenfolge der letzten beiden Stufen ist vertauscht und

Substantive durch Verben ersetzt worden, um den Fokus stärker auf aktive

Lernprozesse zu legen [Wil16].

• Erinnern: Relevantes Wissen aus dem Langzeitgedächtnis abrufen

• Verstehen: Die Bedeutung von Unterrichtsbotschaften erfassen

• Anwenden: Verfahren aus bestimmten Situationen ausführen oder ver-

wenden

• Analysieren: Materialien in grundlegende Teile zerlegen und Interaktion

sowie Beziehung zur Gesamtstruktur analysieren

• Bewerten: Urteile auf Grundlage von Kriterien und Normen fällen (be-

werten, beurteilen, einschätzen)

• Erschaffen: Elemente zu einer kohärenten Einheit integrieren und dabei

ein neues Muster oder eine neue Struktur schaffen

Mit der Unterscheidung zwischen den beiden Dimensionen bietet die überar-

beitete Taxonomie eine differenziertere und umfassendere Perspektive auf die

kognitiven Fähigkeiten und Leistungen von Lernenden. Sie wird daher als Leitfa-

den für die Entwicklung und Zuordnung der Lernziele entlang der Dimensionen

verwendet.
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5.4 Forschungsgegenstand: Didaktisches Konzept

5.4.1 Lernziele

Auf Basis der allgemeinen Lernziele aus Kapitel 3.1 sowie der in den Workshops

erarbeiteten Zielsetzungen für das Grundlagenpraktikum (Anhang S. IV) werden

die Lernziele für das Vorpraktikum nun weiter konkretisiert. Anschließend

erfolgt eine systematische Zuordnung zur überarbeiteten Taxonomie nach Bloom

von Anderson und Krathwohl (vgl. Abb. 5.3).

Die numerische Kennzeichnung der Lernziele spiegelt unterschiedliche Hier-

archiestufen wider, während die Buchstaben die jeweiligen Schwerpunkte diffe-

renzieren: a bezieht sich auf die Laborgeräte, b auf elektrotechnische Kompo-

nenten und Elemente. Um die Praktikabilität zu erhöhen, werden die Kategorien

„Analysieren“ und „Auswerten“ zusammengeführt. Die folgende Abb. zeigt das

Gesamtergebnis dieses Prozesses (Abb. 5.3).

Kognitions-Verarbeitungs-Dimension

Erinnern Verstehen Anwenden
Analysieren &

Beurteilen
Erschaffen

W
is

se
n

s-
D

im
en

si
on

Faktenwissen
Lernziel 1a:
Laborgeräte

Konzeptwissen
Lernziel 1b:
Elektrotechnische
Bauelemente

Lernziel 2b:
Elektrotechnische
Bauelemente

Lernziel 3b:
Experimente

Prozedurales
Wissen

Lernziel 2a:
Laborgeräte

Lernziel 3a:
Messgeräte
Bedienung

Meta-
Kognitives
Wissen

Lernziel 4:
Daten Analyse und
Fehler Identifikation

Lernziel 5:
Schaltplanzeichnung;
Kreativität, Aus
Fehlern lernen

Abbildung 5.3: Angepasste Tabelle der überarbeiteten Taxonomie nach Bloom von

Krathwohl et al. mit Lernzielen für das Vorpraktikum, wobei a für Laborgeräte und b

für elektrotechnische Komponenten steht

Die einzelnen Lernziele sind nachfolgend in einer übersichtlichen Gliederung

dargestellt:

• Lernziele 1a und 1b: Die Studierenden sollen verschiedene Laborgeräte

(1a) sowie elektrotechnische Bauelemente (1b) anhand der bereitgestellten

Vorbereitungsmaterialien (wieder-)erkennen. Der Fokus liegt darauf, ein

grundlegendes Verständnis für unterschiedliche Modelle, Bauformen und

Bezeichnungen zu entwickeln. Gespräche mit Studierendenvertretenden

zeigen, dass viele zwar Schaltbilder der Bauelemente identifizieren kön-

nen, jedoch keine Vorstellung von deren physischer Erscheinung haben
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— etwa den verschiedenen Bauformen eines Widerstands. Hierfür eignet

sich die dreidimensionale Visualisierung bei AR, da Studierende die Bau-

elemente und Laborgeräte aus verschiedenen Perspektiven betrachten und

Erklärungen einblenden lassen können. Im Fall des Oszilloskops umfasst

dies zunächst ein grundlegendes Verständnis darüber, was ein Oszillo-

skop ist, in welchen Situationen es verwendet wird und welche zentralen

Funktionen im Praktikum A benötigt werden. Dazu gehören die vertikale

Skalierung zur Einstellung der Empfindlichkeit, die horizontale Skalierung

zur Festlegung der Zeitbasis sowie die Möglichkeit, das Signal entlang der

Achse zu verschieben, um beispielsweise einen Offset auszugleichen. Auch

die Zuordnung der Eingangskanäle und das Wiedererkennen relevanter

Messfunktionen zählen zu den Lernzielen.

• Lernziele 2a und 2b: Lernziel 2b behandelt die Unterschiede zwischen
idealen und realen elektrotechnischen Komponenten. In der Theorie wer-

den Bauteile, die keine Verluste oder Abweichungen aufweisen, oft als

ideal betrachtet. In der Praxis jedoch besitzen reale Bauelemente Toleran-

zen, parasitäre Effekte oder temperaturabhängige Eigenschaften, die das

Schaltungsverhalten beeinflussen. Diese Diskrepanzen lassen sich durch

gezielte Messungen und die Analyse von Messwerten sichtbar machen.

Studierende sollen erkennen, wie beispielsweise Widerstände von ihrem

Nennwert abweichen, Spulen und Kondensatoren Frequenzabhängigkeiten

aufweisen oder reale Dioden eine Durchlassspannung benötigen. Lern-

ziel 2a hingegen zielt auf den praktischen Umgang mit Laborgeräten ab.

Vielen Studierenden ist nicht bewusst, dass bestimmte Bedienelemente

mehrere Funktionen haben, etwa Drehregler, die gleichzeitig als Bestäti-

gungsknöpfe dienen. Solche Details sind jedoch essenziell für eine korrekte

Bedienung, beispielsweise bei der Nutzung der Messfunktion eines Oszil-

loskops. Dieses Wissen kann durch interaktive Bedienungshilfen, visuelle

Hinweise oder eine Einführung durch einen virtuellen Tutor vermittelt

und gefestigt werden.

• Lernziele 3a und 3b: Diese Stufe baut auf den zuvor erworbenen Kennt-

nissen aus 1a/b und 2a/b auf und überführt sie in die praktische An-

wendung. Die Studierenden sollen die virtuellen Laborgeräte und Kom-

ponenten gezielt einsetzen sowie deren Funktionen sicher und korrekt

nutzen. Der Fokus liegt darauf, erlernte Konzepte in realistischen Szena-

rien anzuwenden, beispielsweise durch das eigenständige Einstellen von

Messgeräten oder das Aufbauen von Schaltungen.
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• Lernziel 4: Hier geht das Verständnis über die reine Bedienung hinaus
und umfasst die Analyse und Interpretation von Messergebnissen. So kann

beispielsweise durch gezielte Messinstruktionen der Unterschied zwischen

spannungs- und stromrichtiger Messung evaluiert werden. Zudem erlaubt

die Manipulation virtueller Laborgeräte eine gezielte Untersuchung der

Unterschiede zwischen idealen und realen Bauelementen. Dies wird durch

die Möglichkeit veranschaulicht, wahlweise reale oder idealisierte Mess-

werte auszugeben und deren Einfluss auf das Messergebnis zu analysieren.

Weitere Aspekte wie Messfehler, Messunsicherheiten oder Ungenauig-

keiten lassen sich auf dieser Stufe analysieren und bewerten, wodurch

Studierende ein vertieftes Verständnis für experimentelle Messverfahren

erlangen.

• Lernziel 5: Dieses optionale Lernziel bietet einen offenen Experimentier-

raum für interessierte und kreative Studierende. Sie haben die Möglichkeit,

eigenständig mit virtuellen Laborgeräten und Komponenten zu arbeiten,

eigene Schaltungen zu entwerfen und Messungen durchzuführen. Der

Schwerpunkt liegt sowohl auf dem reflektierten Umgang mit Fehlern als

auch auf der Entwicklung gezielter Strategien zur Planung, Durchführung

und Auswertung experimenteller Versuche.

Eine detaillierte Ausformulierung der einzelnen Lernziele auf jeder Ebene

findet sich im Anhang ab S. XXII. Durch die Definition und Kategorisierung

dieser messbaren Lernziele lässt sich im nächsten Schritt gezielt ableiten, welche

Lernaktivitäten für die App entwickelt werden sollen. Zudem ermöglicht die

klare Zielsetzung eine fundierte Bewertung der Wirksamkeit der geplanten

Maßnahmen.

5.4.2 Lernaktivitäten

Die hierarchisch aufgebaute kognitive Prozessdimension nach Bloom dient als

Grundlage für die Gestaltung der App mit verschiedenen Leveln, die gleichzeitig

das Lernniveau repräsentieren (vgl. [Blo20], [FA05]). Abb. 5.4 veranschaulicht

diesen gestuften Lernprozess.

Nach dem Onboarding wird zwar Level 1 als nächster Schritt vorgeschla-

gen, doch besteht durchgehend die Möglichkeit, ein Level zu beenden, neu zu

beginnen oder ein beliebiges anderes auszuwählen.
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Level IV:
Sandbox
- Lernziel

4 & 5

Level 0: Onboarding

Level I:
Introduction 
- Lernziel 1

Level II:
Tutorial

- Lernziel 2

Level III:
iz

- Lernziel 3

Abbildung 5.4: Transformation der Taxonomie nach Bloom mit hierarchisch anstei-

genden Anforderungen an die Kognition als spätere Level in der App.

Wie in Kapitel 3.4 erläutert, steht im Vorpraktikum die Vermittlung praktischer

Kompetenzen im Umgang mit Laborgeräten im Vordergrund. Die Lernziele

sind zwar übergreifend formuliert, doch die im Folgenden beschriebenen Level

konzentrieren sich vorrangig auf das Oszilloskop als zentrales Laborgerät.

Level 0 — Einführung in die App (Onboarding):

DemKonzept wird ein zusätzlicher, vorgelagerter Startlevel (Level 0) hinzugefügt,

um die Nutzer:innen schrittweise an die App heranzuführen. Es ist als intuitiv

gestaltetes Onboarding umgesetzt und zielt auf zwei wesentliche Aspekte hin:

erstens die Einführung in die Funktionen der App und zweitens die Vermittlung

grundlegender AR-Konzepte sowie Interaktionsmöglichkeiten, etwa die Instruk-

tion das Smartphone oder Tablet zu bewegen, um ebene Flächen im Raum zu

detektieren (vgl. Abb. 5.5). Dadurch lassen sich die kognitive Überlastung und

die Frustration der Nutzer:innen im Umgang mit der Anwendung minimieren

(z. B. [AT17] und [TW13]). Ein solches Vorgehen entspricht kognitivistischen

Annahmen, nach denen eine gezielte Reduktion der Belastung wesentlich zur

Förderung des Lernerfolgs beiträgt (siehe Kapitel 5.3.1).

Das Onboarding wird typischerweise einmalig nach der Installation und dem

ersten Start der App präsentiert, um den Einstieg zu erleichtern und eine wieder-

holte Darbietung bereits erlernter Instruktionen im späteren Nutzungsprozess

zu vermeiden.
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(a) Einholen der nötigen Berechtigungen

und Überprüfen des AR-Supports

(b) Erläuterungen der Funktionen der App

(c) Instruktionen für die Platzierung von

virtuellen Objekten im Raum

(d) Direkte Überleitung zu Level 1 der App

Abbildung 5.5: Level 0 mit Onboarding, wobei zunächst technische Voraussetzungen

geprüft werden (5.5 (a)), gefolgt von Erläuterungen zur Benutzendenschnittstelle (engl.

User Interface —UI) der App (5.5 (b)), Instruktionen zur Nutzung der AR-Features (5.5 (c))
und Überleitung zum nächsten Level (5.5 (d)). Das Onboarding wird einmalig nach der

Installation und dem initialen Start der App ausgeführt und lässt sich später nur im

Menü wiederholen.

Level 1 — Erklärungen (Introduction):

Zunächst mag der Umgang mit einem Oszilloskop aufgrund der vielen und

unbekannten Bedienelemente als komplex wahrgenommen werden. Statt das

Oszilloskop allein durch Ausprobieren zu erlernen, ist es sinnvoll, Lernende

zunächst mit deklarativem Faktenwissen vertraut zu machen. Dazu zählen eine

allgemeine Einführung zur Nutzung sowie eine Erklärung der Bedienelemente

und Funktionen von Oszilloskopen, um ein fundiertes Verständnis der Steue-

rungsmechanismen zu schaffen (explizites Wissen). Hier zeigt sich der Bezug

zum Kognitivismus, der den Aufbau deklarativen Wissens und die Einbettung in

bestehende Wissensstrukturen betont (vgl. Kapitel 5.3.1).

In diesem Level erhalten die Studierenden einen Überblick über den grund-

legenden Aufbau des Oszilloskops sowie dessen zentrale Funktionen, darunter

Empfindlichkeit, Zeitbasis und das Display mit der zugehörigen Legende. Der
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(a) Animierte Erklärung zum Verwendungszweck von

Oszilloskopen

(b) Highlight der Funktionsbereiche und Buttons am Os-

zilloskop, zu denen Erklärungen vorliegen

Abbildung 5.6: Level 1 mit animierten Erklärungen der wesentlichen Funktionsbereiche

eines Oszilloskops (5.6 (a)). Die Informationen liegen in textueller und/oder auditiver

Form vor und lassen sich für jeden Bereich abrufen (5.6 (b)).

Handlungsspielraum bleibt dabei bewusst eingeschränkt. Statt eigenständiger

Interaktion können die Studierenden lediglich gezielt Funktionsbereiche des

Geräts auswählen und sich die relevanten Informationen über Animationen

sowie textuelle und auditive Erklärungen anzeigen lassen (vgl. Abb. 5.6). Da

die Vorkenntnisse variieren, ist dieser Einführungsschritt zwar essenziell (vgl.

Abb. 5.4), kann jedoch bei vorhandenem Wissen übersprungen werden.

Level 2 — Schritt-für-Schritt-Anleitungen (Tutorial):

In Level 2 erlernen die Studierenden den Umgangmit demOszilloskop durch eine

interaktive und schrittweise Anleitung, das sogenannte Tutorial. Jedes Tutorial ist
dabei auf ein bestimmtes Konzept ausgerichtet, das schrittweise erarbeitet wird.

Dies sind zunächst die Nutzung der grundlegenden Funktion eines Oszilloskops

im Anfänger:innen-Tutorial (vgl. Abb. 5.7 (a)) sowie das Verbinden und Einstellen

eines Funktionsgenerators mit dem Oszilloskop über ein Koaxialkabel im fortge-
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schrittenen Tutorial (Abb. 5.7 (b)). Dabei lernen die Studierenden, verschiedene

Signale darzustellen und verinnerlichen die erforderlichen Handlungsschritte.

Eine komplexere Anleitung führt die Nutzer:innen durch die verschiedenen

Messfunktionen des Oszilloskops (5.7 (c)). Dies geschieht anhand eines angeleg-

ten Signals, um die praktische Anwendung der Messfunktion nachvollziehbar

zu machen.

(a) Einfaches Tutorial: Instruktionen zur

Bedienung der grundlegenden Funktionen

des Oszilloskops

(b) Fortgeschrittenes Tutorial: Verbinden
und Einstellen eines Funktionsgenerators

mit einem Oszilloskop

(c) Experten Tutorial: Erläuterungen zur Nutzung der verschiedenen
Messfunktionen des Oszilloskops

Abbildung 5.7: Level 2 mit den unterschiedlichen Tutorials zur einfachen Bedienung

eines Oszilloskops (5.7 (a)), Verbindung und Einstellen eines Funktionsgenerators (5.7 (b))

und die Nutzung der komplexen Messmodi eines Oszilloskops (5.7 (c))

Dabei geht es nicht darum, wahllos Tasten zu betätigen, sondern gezielt zu

verstehen, welche Bedienelemente welche Funktionen steuern. Viele Steuerun-

gen sind nicht unmittelbar selbsterklärend — beispielsweise dienen Drehregler

gleichzeitig als Druckknöpfe. So lässt sich über den Messfunktionsregler zwi-

schen verschiedenen Messarten wechseln, während bei den Reglern für Emp-

findlichkeit und Zeitbasis die Messbereichseinheit
18
eingestellt wird. Die beiden

18 Skalierung der Einheiten in unterschiedlichen Größenordnungen, z. B. Milli (𝑚), Mikro (𝜇),

Nano (𝑛) oder Piko (𝑝)
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Tasten „Position“ setzen Verschiebungen (horizontal oder vertikal) des Signals

zurück und zentrieren es erneut auf dem Display. Um einen effizienten Lern-

prozess zu gewährleisten, geben die Instruktionen daher präzise Hinweise zur

erforderlichen Interaktionsart und dem zu erwartenden Effekt. Die Anleitungen

sind möglichst kompakt formuliert und komplexere Aufgaben, wie die Nutzung

der Messfunktionen, werden in überschaubare Teilschritte zerlegt, um Über-

forderung zu vermeiden. Zudem werden unwichtige Bereiche des Laborgeräts

ausgeblendet, während relevante Bedienelemente visuell hervorgehoben werden,

um den Fokus auf das Wesentliche zu lenken und die Orientierung zu erleichtern.

Die Kombination aus klarer Instruktion und unmittelbarem Feedback greift Prin-

zipien des Behaviorismus auf, während die schrittweise Entlastung zugleich mit

kognitivistischen Konzepten zur Steuerung von Lernprozessen übereinstimmt

(Kapitel 5.3.1).

Level 3 — Aufgaben (Quiz):

In dieser Stufe lösen die Studierenden eine konkrete Aufgabe selbstständig und

ohne Hilfestellung, basierend auf einer vorgegebenen Schaltung oder einem vor-

bereiteten Versuchsaufbau. Am Beispiel des Oszilloskops bedeutet dies, dass ein

zufälliges Signal angelegt wird, während die Geräteeinstellungen so verändert

sind, dass das Signal zunächst nicht sichtbar ist (siehe Abb. 5.8). Die Studie-

renden müssen durch gezielte Bedienung des Oszilloskops die erforderlichen

Signalparameter (Signalform, Amplitude und Frequenz) ermitteln.

Im Vergleich zu Level 2, in dem die Interaktion durch klare Instruktionen stark

eingeschränkt ist, bietet dieses Level deutlich mehr Handlungsspielraum. Dies

entspricht dem konstruktivistischen Lernansatz, nach dem Wissen durch aktive

Auseinandersetzung und Manipulation der Umwelt aufgebaut wird [Har14].

Studien zeigen, dass größere Freiheiten in der Aufgabenbewältigung zu besseren

Lernergebnissen führen (vgl. z. B. [Har14] und [NW06]), weshalb sämtliche

Funktionen des Oszilloskops uneingeschränkt nutzbar sind. Zusätzlich können

Beispielfragen und vertiefende Aufgaben in diesem Level neue Impulse für

weiterführende Herausforderungen in Level 4 liefern.

Level 4 — Freier Modus (Sandbox):

Dieses Level, bekannt als „Sandkasten“ (engl. Sandbox), bietet den Studierenden

uneingeschränkten Zugang zu allen verfügbaren Geräten und Komponenten,

um eigenständig Versuche zu gestalten, zu planen und durchzuführen (siehe

Abb. 5.9). Der Begriff „Sandbox“ bezeichnet in der Informatik eine isolierte

Testumgebung, in der Benutzer:innen frei experimentieren können, ohne das

zugrunde liegende System zu beeinflussen [Hor23]. Übertragen auf das Lern-
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(a) Zufällig angelegtes Signal am Kanal 1 des Oszilloskops

(b) Nutzung der Messfunktion zur Bestimmung der Am-

plitude

Abbildung 5.8: Level 3 und 4 mit einem Quiz zur Bestimmung der Signalparameter

(5.8 (b)) eines zufällig generierten und am Oszilloskop verstellten Signals (5.8 (a))

setting ermöglicht dieses Level eine spielerische Erkundung der Laborgeräte,

ohne das Risiko einer Beschädigung realer Hardware oder der App. Diese Stufe

fördert damit die eigenständige Planung und Durchführung von Experimenten

und eignet sich somit auch als Vorbereitung auf reale Laborversuche. Sie greift

den zentralen Gedanken des Konstruktivismus auf, wonach Lernen besonders

wirksam ist, wenn es selbstgesteuert, explorativ und praxisnah erfolgt. Durch die

freie Exploration entwickeln die Studierenden ein zunehmendes Verständnis für

die Laborgeräte und Bauelemente. Mit wachsender experimenteller Erfahrung

automatisieren sich wiederum die erlernten Fertigkeiten schrittweise [EW19].

Nach dem vollständigen Durchlaufen aller vorherigen Level — vom Onboarding

bis zum Quiz — wird die Sandbox zum Standardlevel der App. Um jedoch eine

Orientierungslosigkeit zu vermeiden, enthält die App einen sogenannten „Empty
State“ mit Hinweisen zu verfügbaren Funktionen der App (vgl. auch Abb. 7.9 in

Kapitel 7.4.1). Dadurch können die Studierenden entweder ein Level wiederholen
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oder direkt in der Sandbox arbeiten, indem sie virtuelle Geräte und Komponenten

im realen Raum platzieren (vgl. Abb. 5.9).

(a) Freier Modus in AR mit Steckbrett und

einem Vielfachmessgerät.

(b) Freier Modus in der 2D-Ansicht mit

komplexem Aufbau aus Oszilloskop, Funkti-

onsgenerator und Netzteil (Spannungsquel-

le) sowie Steckbrett.

Abbildung 5.9: Level 4 als Sandbox, indem Benutzer:innen beliebige Geräte einfügen

und uneingeschränkt nutzen können, entweder in der AR- (5.9 (a)) oder der 2D-Ansicht

(5.9 (b)).

5.4.3 Prüfungsmethoden

Im Gegensatz zu klassischen Ansätzen des Constructive Alignment, bei denen

Prüfungsformen eine gleichwertige Rolle neben Lernzielen und Lernaktivitä-

ten einnehmen, stehen sie in dieser Arbeit nicht im Zentrum. Der Fokus liegt

auf der Vorbereitung und Unterstützung des Lernprozesses, nicht auf formalen

Leistungsüberprüfungen. Stattdessen dienen die hier entwickelten „Quizze“ als
selbstgesteuerte Wissenstandsprüfungen, die Lernende zur Reflexion ihres ei-

genen Verständnisses anregen. Der Gedanke der Bewertung tritt zurück, die

Funktion der Unterstützung tritt in den Vordergrund.

Das erste Quiz in Level 3 ist eng an die Lernziele des Laborpraktikums A

angebunden (vgl. Anhang S. IV). Es umfasst grundlegende Handlungsschritte

wie die korrekte Einstellung von Empfindlichkeit und Zeitbasis sowie das Ablesen

zentraler Signalparameter, mit und ohne Messfunktion des Oszilloskops. Die

Lernenden können damit prüfen, ob sie die für das Praktikum notwendigen

Basiskompetenzen beherrschen.

Spätere Quiz-Sequenzen greifen weitere Lernziele auf, die für fortgeschritte-

ne Praktika entscheidend sind. Dazu zählen die Nutzung der Triggerfunktion

(Laborpraktikum C), der Aufbau von Schaltungen auf dem Steckbrett sowie das

strom- und spannungsrichtige Messen mit Vielfachmessgeräten. Auf diese Weise
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begleiten die Quizze den Lernprozess über mehrere Stufen hinweg. Gleichzeitig

ist die Umsetzung dieser zusätzlichen Funktionen technisch sehr anspruchsvoll

und mit erheblichem Entwicklungsaufwand verbunden. Die Lernziele sind be-

wusst umfassend formuliert, jedoch besteht in dieser Arbeit nicht der Anspruch,

sämtliche Inhalte vollständig zu realisieren. Vielmehr bilden sie eine Grundlage

für spätere Erweiterungen und Weiterentwicklungen der App.

Parallel zu diesen individuellen Wissenstandsprüfungen werden Aufgaben zur

Evaluation der späteren Wirksamkeit der Anwendung entwickelt (siehe Kapitel

9).

Die Prüfungsformen sind damit zwar Bestandteil des Gesamtkonzepts, ihr Stel-

lenwert liegt hier aber primär in der Lernunterstützung und in der empirischen

Evaluation der App.

5.5 Zusammenfassung und Reflexion

Zusammenfassung

In diesem Research Pentagon wird das didaktische Konzept vorgestellt, das so

allgemein wie nötig in Bezug auf das technische Medium, aber so konkret wie

möglich im Hinblick auf eine spätere Messbarkeit und Beurteilung der Zieler-

reichung gestaltet sein muss. Das Konzept basiert dabei auf dem didaktischen

Modell des Constructive Alignment. Dieses Modell stellt sicher, dass Lernzie-

le, Lehrmethoden und Prüfungsformen kohärent aufeinander abgestimmt sind.

Damit wird zugleich die Forschungsfrage F1 beantwortet, wie die Handhabung

von Laborgeräten didaktisch effektiv vermittelt werden kann, da das Konzept

eine systematische Verknüpfung von Lernzielen und Methoden sicherstellt. Zur

Strukturierung der Lernziele dient die überarbeitete Taxonomie nach Bloom von

Anderson und Krathwohl, die eine Einordnung entlang derWissens- und kogniti-

ven Prozessdimension ermöglicht. Diese Struktur macht das didaktische Konzept

zugleich flexibel (F2), da es präzise genug ist, um eine zuverlässige Überprüfung

der Zielerreichung zu ermöglichen, gleichzeitig aber offen bleibt für die Integra-

tion zusätzlicher Inhalte oder neuer Geräte, die in späteren Praktika relevant

werden. Die Lernziele sind hierarchisch aufgebaut und ermöglichen eine schritt-

weise Vertiefung von der reinen Wissensaufnahme bis hin zur eigenständigen

Problemlösung.
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In Lernziel 1a und 1b sollen Studierende Laborgeräte sowie elektrotechni-

sche Bauelemente identifizieren und deren Bauformen sowie Bezeichnungen

verstehen. Das Verständnis der Wirkungsweise dieser Komponenten und ihrer

Anwendung in Schaltungen steht im Fokus von Lernziel 2a und 2b. In 3a und

3b wird das erworbene Wissen angewendet, indem Studierende Messgeräte

und Schaltungen gezielt nutzen. Lernziel 4 erweitert dies um die Analyse und

Interpretation von Messergebnissen, insbesondere hinsichtlich Messfehlern und

Bauteiltoleranzen. Schließlich bietet Lernziel 5 einen freien Experimentierraum,

in dem Studierende eigenständig Schaltungen entwickeln und Experimente

planen und durchführen können.

Die Umsetzung erfolgt entsprechend ebenfalls in mehreren didaktischen Stu-

fen. Das Onboarding (Level 0) führt in die grundlegende Bedienung der App und

die AR-Interaktion ein, um Einstiegshürden zu reduzieren. Level 1 vermittelt die

zentralen Funktionen und Bedienelemente des Oszilloskops sowie dessen An-

wendungsbereiche. In dieser Stufe bleiben die Studierenden zunächst passiv und

nehmen grundlegende Informationen über Laborgeräte und elektrotechnische

Komponenten auf. Auf der nächsten Stufe (Level 2) können sie anhand einer

schrittweisen Anleitung verschiedene Funktionen selbst testen. Dabei wird in

jeder dieser Anleitungen der Fokus immer auf ein bestimmtes Konzept gelegt,

etwa das Verbinden eines Oszilloskops mit einem Funktionsgenerator oder die

Nutzung der Messfunktion. Zur Wissensüberprüfung fordert ein Quiz (Level 3)

dazu auf, die Kenngrößen eines zufällig angelegten Signals korrekt zu bestimmen.

In dieser Phase müssen Studierende ihr Wissen aktiv anwenden, um eine klare

Aufgabenstellung zu lösen. In der letzten Phase (Level 4) steht schließlich eine

explorative Umgebung zur Verfügung, die uneingeschränkten Zugang zu allen

virtuellen Laborgeräten und Komponenten bietet.

Dieser Aufbau fördert sowohl die Motivation als auch die Experimentierfreude

und senkt zugleich mögliche Ängste vor den späteren Laborpraktika.

Im Kontext von AR zeigt sich darin ein tragfähiger Ansatz zur Gestaltung der

App, da das Lernen in aufeinanderfolgenden Stufen — von passiver Informati-

onsaufnahme über aktive Anwendung bis zu explorativem Experimentieren —

geführt wird (F3).

Reflexion

Ein gutes didaktisches Konzept ist essenziell, um Lernprozesse gezielt zu steuern

und den Erwerb von Kompetenzen zu unterstützen. Ohne eine Abstimmung
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der Lehrmethoden an die Lernziele besteht die Gefahr, dass Inhalte unstruktu-

riert erlernt werden oder die kognitive Belastung für Lernende zu hoch ausfällt.

Besonders in technologiegestützten Lernumgebungen — wie der entwickelten

AR-App — ist eine klare didaktische Strukturierung entscheidend. Interaktive

Elemente können Lernprozesse unterstützen, aber auch ablenken oder überfor-

dern, wenn sie nicht sinnvoll integriert sind. Die hier gewählte Struktur, die

von geführten Anleitungen über schrittweise Wissensanwendung hin zu freiem

Experimentieren reicht, ermöglicht ein gezieltes und progressives Lernen. Sie

stellt zudem sicher, dass Lernende nicht nur passiv Inhalte konsumieren, sondern

aktiv in den Lernprozess eingebunden werden.

Fehlt eine theoretisch fundierte Herangehensweise, können Lernende sich in

der Anwendung verlieren und keine gezielten Kompetenzen aufbauen. Dieser

theoretische Teil steht daher vor der eigentlichen Entwicklung der AR-App, die

im nächsten Research Pentagon (Kapitel 6) anhand verschiedener Prototypen in

der Machbarkeitsstudie behandelt wird.
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6 Machbarkeitsstudie

2
• AR-/ VR-Prototypen in unterschiedlichen 

Phasen des (Elektrotechnik-) 
Laborpraktikums

• Evaluierung von AR- und VR-Potenzialen 
für Laborpraktika auf praktischer Ebene

• Identifikation von Herausforderungen
• Auswahl geeigneter Tools für die 

Entwicklung

• F1: Wie lässt sich die Funktionsweise eines Oszilloskops 
softwaretechnisch umsetzen?

• F2: Welche AR/VR-Anwendungen sind in den Laborphasen sinnvoll?
• F3: Welche Potenziale und Herausforderungen zeigen die 

entwickelten Prototypen?

• Prototypenentwicklung in Unity3D mithilfe 
verschiedener SDKs

• Evaluation durch Fachkolleg*innen

• (software-) technische Funktionsweise eines 
Oszilloskops

• Verschiedene Prototypen für unterschiedliche Phasen 
eines Laborpraktikums

Forschungsgegenstand

Forschungssituation

Forschungsziel

Forschungsmethode

Forschungsfrage

Abbildung 6.1: Research Pentagon zur Machbarkeitsstudie

6.1 Forschungsfragen und -ziel

Im Anschluss an die theoretische Analyse von AR-Potenzialen (vgl. Kapitel 4 und

die Festlegung didaktischer Zielstellungen im vorherigen Research Pentagon

(Kapitel 5) richtet sich der Fokus dieses Kapitels auf die praktische Erprobung.

Ziel ist es, durch die Entwicklung erster Prototypen sowohl die technische

Umsetzbarkeit als auch den pädagogischen Mehrwert von AR-Anwendungen

im Kontext elektrotechnischer Laborpraktika zu untersuchen.

In diesem Research Pentagon wird die Lehrinnovation weiter konkretisiert,

indem die Lernziele zur Bedienung des Oszilloskops ins Zentrum gestellt werden.

Untersucht wird nicht nur, welche Technologien und Entwicklungsumgebungen

dafür geeignet sind, sondern auch, in welchen Phasen eines Laborpraktikums
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sich bestimmte Lernziele besonders gut mit AR- oder VR-Unterstützung fördern

lassen. Zugleich gilt es, technische Herausforderungen frühzeitig zu identifizie-

ren.

Zur Beantwortung dieser Zielsetzung dienen die folgenden Forschungsfragen:

• F1:Wie funktioniert ein Oszilloskop technisch, und wie lässt sich diese

Funktionsweise abstrahiert und softwaretechnisch umsetzen?

• F2: Inwelchen Phasen eines Laborpraktikums sindAR- undVR-Anwendungen

didaktisch sinnvoll und technisch umsetzbar?

• F3: Welche Entwicklungsumgebungen und Werkzeuge bieten sich für die

Realisierung solcher Anwendungen an?

• F4:Welche Potenziale und Herausforderungen ergeben sich aus der pro-

totypischen Umsetzung?

Die systematische Beantwortung dieser Fragen soll eine fundierte Einschät-

zung zur Machbarkeit und zum pädagogischen Nutzen immersiver Technologien

in der Laborvorbereitung ermöglichen.

6.2 Forschungsmethode

Um die verschiedenen Prototypen zu entwickeln, sind zunächst grundlegende

Voraussetzungen zu schaffen, die als Forschungssituation im folgenden Kapi-

tel 6.3 beschrieben werden. Dazu gehören eine Einführung in die Entwicklungs-

umgebung Unity3D und ein Verständnis der objektorientierten Softwareentwick-

lung.

Der Forschungsgegenstand in diesem Research Pentagon beschreibt zunächst

den technischen Aufbau und die Funktionsweise eines Oszilloskops. Auf dieser

Grundlage lassen sich dessen Baugruppen in zwei unterschiedlichen Abstrakti-

onsstufen softwaretechnisch modellieren. Darüber hinaus werden die verschie-

denen Prototypen unter Zuhilfenahme unterschiedlicher Software Development
Kits (SDKs19) in Unity3D entwickelt und untersucht. Außerdem wird analysiert,

welche Anwendungen in welcher Phase eines Laborpraktikums — vor oder wäh-

rend der Durchführung — sinnvoll eingesetzt werden können. Die entwickelten

Prototypen werden anschließend unter Studierenden sowie Fachkolleg:innen

vorgestellt, evaluiert und kritisch diskutiert.

19 Sammlung von Werkzeugen, Bibliotheken und Dokumentationen, die zur Entwicklung von

Software für eine bestimmte Plattform oder Technologie erforderlich sind
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6.3 Forschungssituation: Grundlagen für die
Entwicklung der Prototypen

6.3.1 Entwicklungsumgebung Unity3D

Unity3D ist eine plattformübergreifende Spiel-Engine20 und eine integrierte

Entwicklungsumgebung (Integrated Development Environment — IDE). Mit ihr

lassen sich Videospiele, Simulationen und andere interaktive 3D-, 2D- und AR-/

VR-Anwendungen für eine Vielzahl von Betriebssystemen und Plattformen er-

stellen, darunterWindows,macOS, Linux,Android, iOS,Web, Xbox, Playstation etc.
Unity3D nutzt die Skriptsprache C#, unterstützt auch JavaScript und bietet eine

visuelle Editor-Oberfläche für die Nutzung von 2D- und 3D-Grafiken, Anima-

tionen und Audio [The23]. Speziell für die Entwicklung von AR-Anwendungen

bietet es AR-Werkzeuge
21
sowie SDKs z. B. Vuforia22, wikitude23, ARKit24 und

ARCore25. Diese Werkzeuge (engl. tools) ermöglichen es Entwickler:innen, 3D-

Objekte in der realen Welt zu platzieren sowie deren Skalierung, Rotation und

Positionierung präzise zu steuern. Zudem bieten die verfügbaren AR-Features
aus den SDKs, wie Kamera-Überlagerung (engl. camera overlay), Bilderkennung
und Bewegungsverfolgung, um eine nahtlose und realistische Integration der

Objekte in der physischen Umgebung zu realisieren.

6.3.2 Objektorientierte Softwareentwicklung

In der objektorientierten Softwareentwicklung werden komplexe Gegenstände

oder Sachverhalte auf das Wesentliche abstrahiert, indem aus realen Objekten

Modelle mit den für Entwickler:innen relevanten Charakteristika erstellt werden

[For02]. Diese Charakteristika umfassen Attribute und Methoden eines Objekts.

Attribute sind Daten oder Eigenschaften, die dessen Zustand definieren, wäh-

rend Methoden als Funktionen das Verhalten und die Fähigkeiten des Objektes

beschreiben. Objekte mit gleichen Attributen und Methoden werden zu einer

20 Engines stellen grundlegende Funktionen für die Spieleentwicklung bereit, darunter z. B. Grafik-

Rendering, Physiksimulation und Audioverarbeitung

21 https://unity.com/unity/features/ar

22 https://www.ptc.com/de/about

23 https://www.wikitude.com/about/

24 https://developer.apple.com/augmented-reality/

25 https://developers.google.com/ar
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Klasse zusammengefasst und können, ähnlich wie in der Biologie, diese an Un-

terklassen (Kinder) vererben oder von Oberklassen (Eltern) erben. Eine Instanz
der Klasse bezeichnet ein Objekt mit konkreten Attributwerten und Methoden.

Es hat sich die Unified Modeling Language (UML) Notation für die objektori-

entierte Spezifikation als Standard etabliert, die in der breiten Industrie und

Wissenschaft Akzeptanz findet [For02]. Ein UML-Klassendiagramm visualisiert

die wesentliche Abstraktion und Modellierung eines Objekts (vgl. z. B. Abb. 6.6).

Im oberen Rechteck werden die Attribute mit dem jeweiligen Typ (z. B. Ganz-

zahl (int), Gleitkommazahl (float), Text (String) etc.) notiert. Im unteren

Rechteck stehen alle Methoden mit den zu übergebenden Parametern und dem

Ausgabetyp (z. B. void bei einer Methode ohne Ausgabe) (vgl. [For02]). Das

Vorzeichen Minus (-) oder Plus (+) gibt die Sichtbarkeit eines Attributs oder

einer Methode an. Private Attribute oder Methoden werden mit einem Minus

gekennzeichnet und sind nur innerhalb der eigenen Klasse zugänglich, während

öffentliche Elemente — markiert mit einem Plus — hingegen von jeder Stelle

außerhalb der Klasse aufgerufen werden können.

6.4 Forschungsgegenstand: Entwicklung der
Prototypen

6.4.1 Das Oszilloskop — Technischer Aufbau und Funktionsweise

Ein Oszilloskop dient nicht nur dazu, den zeitlichen Verlauf einer Spannung𝑈

über die Zeit 𝑡 (𝑈 (𝑡)) aufzuzeichnen und zu visualisieren, es kann auch eine Span-
nung𝑈1 in Abhängigkeit einer weiteren Spannung𝑈2 (𝑈1 = 𝑓 (𝑈2)) darstellen.
Als vielseitiges Messinstrument wird es oft auch eingesetzt, um nicht-elektrische

Messgrößen, wie z. B. mechanische - und Schallschwingungen oder Kräfte darzu-

stellen, wenn diese zuvor durch geeignete Wandler in proportionale elektrische

Spannungen umgewandelt werden. Aufgrund sinkender Entwicklungskosten bei

gleichzeitig performanterer Elektronik und gesteigerter Auflösung haben moder-

ne digitale Speicheroszilloskope (DSO) die klassischen analoge Oszilloskope (AO)
nahezu vollständig abgelöst. DSOs bieten zudem erweiterte Signalverarbeitungs-

und -analysefunktionen durch das Vorhalten der Messwerte im Speicher [EKS16].

Trotz grundlegender Unterschiede in der Funktionsweise von AO und DSO sind

die Bedienelemente weitgehend identisch geblieben.
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Für das Verständnis der Funktionsweise eines Oszilloskops und dessen spätere

Abstraktion sowie Programmierung ist es notwendig, die zugrunde liegenden

Baugruppen und deren Zusammenwirken zu verstehen. Dies lässt sich leich-

ter anhand eines AOs nachvollziehen, da dessen Aufbau und Funktionsweise

weniger komplex sind.

Die folgende Abb. 6.2 stellt vereinfacht den schematischen Aufbau eines Ana-

logoszilloskops dar, mit den dahinterliegenden, grundlegenden physikalischen

Prinzipien.

Kathode Anode

Glühwendel
Y-Ablenkung X-Ablenkung

Leuchtschirm

dA

UH

UA

UF

Fokussiereinheit

UY

UY

Abbildung 6.2: Schematischer Aufbau mit dem grundlegenden physikalischen Funkti-

onsprinzip. Quelle: Eigene Darstellung, angelehnt an https://www.oszilloskope.net

Im linken Teil der Röhre befindet sich ein Glühwendel innerhalb des Wehnelt-

zylinders, der als Kathode fungiert und auf Massepotenzial liegt. Der Glühwendel

wird durch Anlegen einer Heizspannung 𝑈𝐻 elektrisch beheizt, um Elektronen

durch Glühemission aus der Anode freizusetzen [EKS16]. Im Abstand 𝑑𝐴 zur

Kathode befindet sich die positiv geladene Anode, die in der Mitte durchbohrt ist.

Durch Anlegen einer hohen Spannung (𝑈𝐴 = 1000𝑉 ) zwischen der Kathode und

der Anode wird ein elektrisches Feld 𝐸𝐴 =𝑈𝐴/𝑑𝐴 erzeugt. Auf die freigesetzten

Elektronen wirkt damit eine Kraft 𝐹𝐴, die proportional zur Elektronenladung 𝑒

und der Stärke des elektrischen Feldes 𝐸𝐴 ist (𝐹𝐴 = 𝑒 ∗ 𝐸𝐴), sodass sie durch die

Bohrung der Anode hin zum Bildschirm des Oszilloskops beschleunigt werden.

Beim Auftritt an den phosphoreszierenden Leuchtschirm wird ein sichtbarer

Punkt erzeugt, dessen Größe durch eine Spannung𝑈𝐹 an der Fokussiereinheit

eingestellt werden kann (vgl. [EKS16] und [Oss19]). Im mittleren Teil, zwischen

der Anode und dem Leuchtschirm, befinden sich je ein Paar aus horizontal und
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vertikal angeordneten Plattenkondensatoren, die eine X- bzw. Y-Ablenkung des

Elektronenstrahls je nach angelegter Spannung ermöglichen. Ebenso wie für die

Beschleunigung der Elektronen wirkt hier ebenfalls eine vertikale bzw. horizon-

tale Kraftwirkung 𝐹𝑌 = 𝑒 ∗ 𝐸𝑌 = 𝑒 ∗𝑈𝑌 /𝑑𝑌 bzw. 𝐹𝑋 = 𝑒 ∗ 𝐸𝑋 = 𝑒 ∗𝑈𝑋 /𝑑𝑋 mit

𝑈𝑌 für die Spannung an den Y-Ablenkplatten und 𝑑𝑌 den Abstand der Platten

zueinander. Beim XY-Betrieb wird der Spannungsverlauf eines Signals in Abhän-

gigkeit eines zweiten Eingangssignals visualisiert, d. h.𝑈𝑌 (𝑈𝑋 ). Im 𝑌 (𝑡)-Betrieb
wird die angelegte Spannung aus Kanal 1 (CH1) bzw. Kanal 2 (CH2) des Oszillo-
skops als Funktion der Zeit 𝑡 dargestellt, d. h. 𝑈𝑌1(𝑡) bzw. 𝑈𝑌2(𝑡) [Oss19]. Um
dies zu erreichen, wird über einen Kippgenerator eine Sägezahnfunktion mit

einer Periodendauer 𝑡𝑑 an die X-Ablenkplatten gelegt (siehe Abb. 6.3).

Abbildung 6.3: Sägezahnfunktion des Kippgenerators als Eingangsspannung𝑈𝑋 für

die X-Ablenkplatten. Quelle: überarbeitete Darstellung aus [Oss19]

Im Zeitintervall 𝑡𝑑 bewegt sich der Elektronenstrahl gleichförmig von der

linken zur rechten Seite des Bildschirms. Während der Zeit 𝑡𝑟 kehrt er von

der rechten zur linken Seite zurück. Durch Anlegen eines großen negativen

Potenzials an den Wehneltzylinder wird beim Rücklauf der Elektronenstrahl

unterdrückt, sodass kein Leuchtfleck am Schirm erzeugt wird [EKS16].

6.4.2 Das Oszilloskop — Softwaretechnischer Aufbau und
Funktionsweise in Kombination mit dem
Funktionsgenerator

Abstraktionsstufe 1: Pseudocode

Wie in der schematischen Darstellung in Abb. 6.2 gezeigt, lässt sich das grund-

legende Prinzip eines Oszilloskops nachvollziehen, ohne die zugrunde liegen-

de notwendige physikalische Funktionsweise vollständig erfassen zu müssen.

Aufbauend darauf können nun diese zuvor identifizierten und beschriebenen
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Eigenschaften und Funktionen der jeweiligen Baugruppen eines Oszilloskops

abstrahiert und in einemUML-Klassendiagrammmodelliert werden. Dieses UML-

Klassendiagramm dient wiederum als Grundlage für die spätere Programmierung

des Oszilloskops. Die Entwicklung ist hier beispielhaft in der Programmierspra-

che Python realisiert. Für ein besseres Verständnis wird auch das Signal mittels

eines Funktionsgenerators im Modell abgebildet (Abb. 6.4). Denn während für

die technische Erläuterung des Oszilloskops das Signal und die Signalquelle von

geringer Bedeutung sind, ist der Funktionsgenerator bei der Abstraktion im

UML-Diagramm erforderlich, um die Signalquelle korrekt zu modellieren und

die Interaktionen innerhalb des Systems darzustellen.

sendet

benutzt

Oszilloskop

- Zeitbasis
- Empfindlichkeit
- Einheit_Frequenz
- Einheit_Amplitude

+ Zeitbasis_ändern
+ Empfindlichkeit_ändern
+ Signal_empfangen
+ Signal_anzeigen

Funktionsgenerator

- Signaltyp
- Frequenz
- Amplitude
- Einheit_Frequenz
- Einheit_Amplitude

+ Frequenz_ändern
+ Amplitude_ändern
+ Signaltyp_ändern
+ Signal_generieren
+ Signal_senden

Abbildung 6.4: UML-Klassendiagramm eines Oszilloskops und eines Funktionsgenera-

tors auf niedrigster (erster) Abstraktionsebene.

Ein Funktionsgenerator kann ein Signal erzeugen, das über die Eigenschaften

Signaltyp, Frequenz und Amplitude verfügt. Die Frequenz wird entweder in Hz

oder alternativ als Periodendauer in s bzw. ms angegeben; die Amplitude in

V oder mV. Über entsprechende Bedienelemente lassen sich diese Parameter

individuell anpassen und das erzeugte Signal senden.

Ein Oszilloskop besitzt eine Empfindlichkeit und eine Zeitbasis mit den ent-

sprechenden Einheiten. Es empfängt Signale von einem Funktionsgenerator und

stellt sie anhand der zuvor festgelegten Parameter dar. Analog zum Funktionsge-

nerator lassen sich Empfindlichkeit und Zeitbasis anpassen. Jede Änderung einer

Eigenschaft am Funktionsgenerator erfordert das erneute Senden des Signals,

damit das Oszilloskop die aktuellen Werte erfassen und entsprechend anzeigen

kann.
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Abstraktionsstufe 2: Einfache Klassen in Python-Code

Im nächsten Detaillierungsgrad werden die Eigenschaften und Funktionen des

Funktionsgenerators und Oszilloskops näher spezifiziert. Dabei wird festgelegt,

welche Datentypen die Attribute besitzen, welche Parameter an die Methoden

der jeweiligen Klassen übergeben werden und welche Rückgabewerte diese

liefern. Abb. 6.5 zeigt das detaillierte Klassendiagramm beider Geräte auf der

zweiten Abstraktionsstufe.

FunctionGenerator

- frequency: float
- amplitude: float
- signal_type: String
- freq_scale: String
- amp_scale: String
- scope: Oscilloscope

+ __init__(scope): None
+ setup_ui(): None
+ update_frequency(frequency, freq_scale):
None
+ update_amplitude(amplitude, amp_scale):
None
+ update_signal_type(signal_type): None
+ generate_signal(t:np.array): np.array
+ send_signal(): None

Oscilloscope

- time_base: float
- sensitivity: float
- time_scale: String
- sens_scale: String
- func_gen: FunctionGenerator

+ __init__(func_gen): None
+ set_func_gen(func_gen): None
+ setup_ui(): None
+ update_time_base(time_base, time_scale)
+ update_sensitivity(sensitivity,  sens_scale):
None
+ get_signal(t:np.array, y:np.array): None
+ display_signal(): None

Abbildung 6.5: UML-Klassendiagramm eines Oszilloskops und Funktionsgenerator auf

zweiter Abstraktionsstufe

Es ist erkennbar, dass sich sowohl die Attribute als auch die Methoden der

Laborgeräte aus Abb. 6.4 in dieser Phase exakt wiederfinden lassen. Allerdings

müssen zusätzliche Attribute und Methoden implementiert werden, um eine

Funktionsfähigkeit des Codes sicherzustellen. Eine zentrale Ergänzung in beiden

Klassen ist die Methode __init__(), der sogenannte Konstruktor, der in allen

objektorientierten Sprachen eine spezielle Funktion erfüllt [For02].

Beim Aufruf der Klasse mit den entsprechenden Parametern wird durch den

Konstruktor ein Objekt erstellt und seine Attribute mit initialen Werten be-

legt, wodurch eine konkrete Instanz der Klasse entsteht. Beispielsweise setzt

__init__ im FunctionGenerator die Attribute wie signal_type und spei-

chert eine Referenz (mit dem Übergabeparameter scope) zur Oscilloscope-
Klasse. Konstruktoren werden im UML-Klassendiagramm üblicherweise nicht

aufgelistet, sind jedoch für ein besseres Verständnis des Konzepts in Abb. 6.5

exemplarisch dargestellt [For02; MH08].
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Außerdem verfügen beide Klassen über die Methode setup_ui(), um die Be-

dienelemente in Python zu generieren. Zwischen denKlassen FunctionGenera-
tor und Oscilloscope herrscht eine zirkuläre Aggregationsbeziehung, die

im UML-Diagramm durch eine Linie mit einem Diamantende gekennzeichnet

ist [Nis22a; Nis22b]. Dies bedeutet, dass beide Klassen jeweils eine Instanz

der anderen enthalten, was zu einem „Henne-Ei-Problem“ führt: Denn eine

Oscilloscope-Instanz benötigt eine Referenz auf einen FunctionGenerator
und umgekehrt. Um dieses Problem zu lösen, wird in der Oscilloscope-Klasse
die Hilfsmethode set_func_gen(func_gen) definiert (vgl. Anhang S. XIV).

Dadurch entsteht zunächst eine Instanz scope mit einem leeren Parameter, die

anschließend für die Instanziierung von FunctionGenerator dient. Mit dem

späteren Aufruf von set_func_gen(func_gen) wird das zuvor leere Attribut

func_gen in der Oscilloscope-Klasse gesetzt.
Die konkrete Umsetzung des UML-Klassendiagramms in Python ist imAnhang

S. XIV der Arbeit dokumentiert und wird hier nicht weiter erläutert. Bereits auf

dieser Abstraktionsstufe ist ersichtlich, dass mit wachsender Funktionalität und

einer zunehmenden Anzahl an Geräten auch die Klassen zunehmend komplexer

und unübersichtlicher werden. Besonders problematisch ist dies, wenn sich

Methoden wie setup_ui() in mehreren Klassen wiederholen, wodurch der

Code an Klarheit verliert [For02].

Abstraktionsstufe 3: Modularität durch abstrakte Klassen in
Python-Code

Um die Komplexität eines Programms zu reduzieren, seine Modularität zu er-

höhen und damit auch die Wartbarkeit zu verbessern, sollte eine strikte Tren-

nung der Verantwortlichkeiten zwischen den Klassen herrschen [For02]. Da-

her wird im nächsten Abstraktionsschritt die Hilfsklasse Display eingeführt,

die für die Darstellung der Bedienelemente und des Signals zuständig ist. Zu-

sätzlich dient die abstrakte Klasse MainApp als zentrale Steuerungseinheit für

die Anwendung (vgl. Abb. 6.6). Im Konstruktor von MainApp werden Instan-

zen von FunctionGenerator, Oscilloscope und Display erzeugt. Die In-

stanz von Display erhält als Parameter die zuvor erstellten Objekte scope
und func_gen, wodurch eine klare Trennung zwischen Steuerungslogik und

Darstellung gewährleistet wird. Das folgende UML-Klassendiagramm in Abb. 6.6

visualisiert diesen Abstraktionsschritt.

Die Attribute der Klassen FunctionGenerator und Oscilloscope bleiben
unverändert. Allerdings entfällt die direkte Instanziierung der jeweils anderen

Klassen, da sie — wie zuvor erwähnt — in die Hauptklasse MainApp ausgelagert
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FunctionGenerator

- frequency: float
- amplitude: float
- signal_type: String
- freq_scale: String
- amp_scale: String

+ generate_signal(t:np.array): np.array

MainApp

- func_gen: FunctionGenerator
- scope: Oscilloscope
- display: Display

+ run(): None

Oscilloscope

- time_base: float
- sensitivity: float
- time_scale: String
- sens_scale: String

Display

- func_gen: FunctionGenerator
- scope: Oscilloscope

+ update_display(...): None
+ setup_ui(): None

Abbildung 6.6: UML-Klassendiagramm eines Oszilloskops und Funktionsgenerators

mit der abstrakten Klasse MainApp und Display

werden. Dadurch herrscht zwischen FunctionGenerator und Oscilloscope
keine direkte Beziehung mehr. Stattdessen weist nun jede Klasse eine Komposi-

tionsbeziehung zur MainApp-Klasse auf. Das bedeutet, dass sie ein fester Be-

standteil davon ist und ohne diese nicht existieren kann. Die Beziehung folgt dem

Ist-Teil-von-Prinzip, wodurch beim Löschen einer MainApp-Instanz auch alle zu-

gehörigen Objekte entfernt und der Speicher freigegeben wird [MH08]. Die Klas-

se Display steht hingegen in einer Aggregationsbeziehung zu Oscilloscope
und FunctionGenerator, da sie Instanzen beider Klassen enthält [Nis22a;

Nis22b]. Dies ermöglicht den Zugriff auf deren Attribute über die Methode

update_display, ohne dass eine wechselseitige Abhängigkeit entsteht.
Die Methode generate_signal bleibt in der Klasse FunctionGenerator

erhalten, da sie für die Erzeugung des Signals verantwortlich ist.
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1 def generate_signal(self, t):
2 if self.freq_scale == 's':
3 frequency = 1 / self.frequency
4 else:
5 frequency = self.frequency
6

7 if self.amp_scale == 'mV':
8 amplitude = self.amplitude / 1000
9 else:
10 amplitude = self.amplitude
11

12 if self.signal_type == 'Sinus':
13 return self.amplitude * np.sin(2 * np.pi *

self.frequency * t)↩→

14 elif self.signal_type == 'Rechteck':
15 return self.amplitude * np.sign(np.sin(2 * np.pi *

self.frequency * t))↩→

16 elif self.signal_type == 'Dreieck':
17 return self.amplitude * 2 * np.arcsin(np.sin(2 * np.pi *

self.frequency * t)) / np.pi↩→

18 elif self.signal_type == 'Saegezahn':
19 return self.amplitude * 2 * (t * self.frequency -

np.floor(0.5 + t * self.frequency))↩→

Aus dem obigen Code geht hervor, dass die Methode den Parameter t entge-

gennimmt, was eine Liste
26
von Zeitpunkten repräsentiert (Zeile 1). Zunächst

erfolgt eine Überprüfung der eingestellten Einheit für das Signal mittels zweier

if-else-Anweisungen (Zeile 2–5). Bei einer Änderung der Einheit rechnet

der Code automatisch um, beispielsweise von Hz in s durch 1/Hz oder von

V nach mV durch Multiplikation mit 1.000 (Zeile 7–10). Die nachfolgenden

if-Anweisungen (Zeile 12–19) generieren mithilfe der mathematischen Biblio-

thek NumPy die entsprechenden Signale basierend auf dem gewählten Signaltyp.

Anstatt die einzelnen Funktionen manuell zu berechnen, lassen sich die vorde-

finierten Signalformen der scipy-Bibliothek direkt nutzen. Die Methode gibt

schließlich ein Array als Rückgabewert zurück, das die berechneten Werte für

die jeweiligen Zeitpunkte 𝑡 enthält (entweder Zeile 13, 15, 17 oder 19).

26 in der Programmierung als Array bezeichnet
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1 from scipy import signal
2 ...
3 ...
4 return self.amplitude * signal.sawtooth(2 * np.pi *

self.frequency * t)↩→

Die Aktualisierung (update) des Signals, also die Übergabe der Benutzereinga-

ben über die bereitgestellten Bedienelemente, erfolgt in der Klasse Display.

1 def update_display(self, signal_type='Sinus', frequency=1.0,
freq_scale='Hz', amplitude=1.0, amp_scale='V',
sensitivity=1.0, sens_scale='V', time_base=1.0,
time_scale='s'):

↩→

↩→

↩→

2 self.func_gen.signal_type = signal_type
3 self.func_gen.frequency = frequency
4 self.func_gen.freq_scale = freq_scale
5 self.func_gen.amplitude = amplitude
6 self.func_gen.amp_scale = amp_scale
7

8 self.scope.sensitivity = sensitivity
9 self.scope.sens_scale = sens_scale
10 self.scope.time_base = time_base
11 self.scope.time_scale = time_scale
12

13 # Zeitvektor basierend auf der Zeitbasis und deren Skala
14 if time_scale == 'ms':
15 t_max = 10 * time_base / 1000 # Konvertierung von

ms in s↩→

16 else:
17 t_max = 10 * time_base
18 t = np.linspace(0, t_max, 1000)
19

20 # Signal generieren
21 y = self.func_gen.generate_signal(t)
22

23 # Sensibilitaet und deren Skala beruecksichtigen
24 if sens_scale == 'mV':
25 y = y / (sensitivity * 1000) # Konvertierung von mV

in V↩→
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26 else:
27 y = y / sensitivity
28

29 # Darstellung des Plots
30 plt.figure(figsize=(10, 6))
31 plt.plot(t, y)
32 plt.grid(True, which='both', linestyle='--',

linewidth=0.5)↩→

33 plt.title(f'{self.func_gen.signal_type}-Signal')
34 plt.xlabel('Time')
35 plt.ylabel('Voltage')
36 plt.ylim(-5, 5)
37 plt.legend([f'{self.scope.time_base}

{self.scope.time_scale}/Div,
{self.scope.sensitivity}
{self.scope.sens_scale}/Div'], loc='lower right')

↩→

↩→

↩→

38 plt.show()

Die Methode update_display empfängt alle relevanten Attribute aus den

Klassen Oscilloscope und FunctionGenerator als Parameter und visua-

lisiert das Signal mit der Bibliothek matplotlib (Zeile 1 und 30–38). Dazu

werden zunächst die Attribute func_gen und scope mit den aktuellen Werten

aus MainApp belegt (Zeile 2–11). Anschließend wird die Einheit für die Zeitba-

sis des Oszilloskops überprüft (Zeile 14 bzw. 16) und der Zeitvektor t mit t =
np.linspace(0, t_max, 1000) entsprechend umgerechnet (Zeile 15 bzw.

17). Die Funktion np.linspace aus der NumPy-Bibliothek erzeugt ein Array von
gleichmäßig verteilten Werten über ein spezifiziertes Intervall; von 0 bis t_max
unterteilt in 1.000 gleich große Abschnitte (Zeile 18). Im nächsten Schritt werden

die Y-Werte des Signals berechnet, indem die Methode generate_signal die

Zeitwerte t als Übergabeparameter aufruft und den Rückgabewert in das Array y
schreibt (Zeile 21). Wie zuvor beschrieben, erfolgt eine Anpassung der Einheiten

für die Empfindlichkeit des Oszilloskops, um die entsprechenden Y-Werte zu

konvertieren (Zeile 24–27).

Für die Visualisierung des Signals kommt wieder die Bibliothek matplotlib.
pyplot zum Einsatz. Da der Code zur Darstellung hier nicht im Fokus steht,

wird auf die offizielle Dokumentation
27
verwiesen. Auch die Methode setup_ui

ist nicht weiter erläutert, da sie lediglich mit der Bibliothek ipywidgets die

Bedienelemente für die jeweiligen Attribute generiert und zugehörige Werte

direkt an die update_display-Methode übergibt.

27 siehe https://matplotlib.org/stable/api/pyplot_summary.html

71

https://matplotlib.org/stable/api/pyplot_summary.html


Machbarkeitsstudie Chapter 6

Der fertig kompilierte Code ist in der folgenden Abb. 6.7 im Jupyter Note-
book28 dargestellt. Die Bedienelemente, die über ipywidgets generiert werden,

erlauben eine direkte Anpassung der Parameter, während die Visualisierung des

Signals in Echtzeit aktualisiert wird.

Signalart: Rechteck

Frequenz: 0.50

Freq Einheit: Hz

Amplitude: 1.00

Amp Einheit: V

Empfindlich… 1.00

Sens Einheit: V

Zeitbasis: 1.00

Zeit Einheit: s

Abbildung 6.7: Echtzeit-Visualisierung von Signalen am Oszilloskop-Display mit inter-

aktiven Bedienelementen für das Oszilloskop und den Funktionsgenerator in Jupyter

Notebook

6.4.3 AR-Prototypen

Die Übersicht in Abb. 6.8 zeigt die in diesem Research Pentagon entwickelten

AR- und VR-Prototypen, gegliedert nach Darstellungs- bzw. Nutzungsform,

eingesetzten SDKs und Fokus der Anwendung. Eine Übersicht des gesamten

Entwicklungsprozesses befindet sich in Anhang S. XXI. Alle Versionen und

das zugehörige Änderungsprotokoll (change.log) sind im digitalen Anhang

enthalten.

Im folgenden Kapitel 6.4.3 wird näher auf diese Prototypen eingegangen und

untersucht, wie sie sich sinnvoll in den verschiedenen Phasen eines Laborprakti-

kums einsetzen lassen — etwa zur Vorbereitung oder während des Praktikums.

28 Eine Open-Source-Webanwendung, die das Erstellen und Teilen von Dokumenten ermöglicht,

welche Code, Gleichungen, Visualisierungen und Markdown-Texte enthalten. https://jupyter.

org
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Darstellung: Google Cardboard
SDK: Google VR
Prototyp: A.0.1

Fokus: Visualisierung und 
Arbeit im Labor sowie
Erklärungen zum Oszilloskops

Darstellung: Markerbasiert
SDK: Vuforia &Wikitude

Darstellung: Markerlos
SDK: Vuforia & Wikitude
Prototyp: C.0.1

Fokus: Schaltungsaufbau und 
-test

Prototyp: B.0.2.1 & B.0.2.2

Fokus: Visualisierung von 
Geräten

Prototyp: B.0.1.1 & B.0.1.2

Fokus: Erklärungen und iz zum
Oszilloskop während des
Praktikums

VR-App

AR-App Darstellung: Markerlos
SDK: Wikitude
Fokus: Erklärungen und

iz zu Oszilloskopen
Prototyp: V0.17.01

2017 Feb. Apr. Aug. Dez.Jun. Okt. 2018 Feb. Apr.

Abbildung 6.8: Überblick über Darstellungs- bzw. Nutzungsform, genutzte SDKs und

Schwerpunkt der entwickelten Prototypen

Vor dem Praktikum

Visualisierung und Arbeit im Labor: Zu Beginn ist die Einführung in die

Bedienung der Laborgeräte sowohl als AR- als auch als VR-App umgesetzt

worden. Letztere ist so konzipiert, dass sie mithilfe des Google Cardboard29

Projektes kostenlos nutzbar ist, indem eine Halterung aus Pappe (Cardboard)
gedruckt und ausgeschnitten wird. Eine stereoskopische Kamera in Unity3D

sorgt dafür, dass das Smartphone als Ausgabegerät innerhalb des Cardboard
Viewers funktioniert (vgl. Abb. 6.9 (a)).

(a) Aufbau und Funktion von Google Card-

board

(b) Ansicht in der VR-App (Prototyp: A.0.1)

Abbildung 6.9: Ansicht aus der VR-App mittels eines Google Cardboards

Der große Vorteil der VR-Variante liegt darin, dass sich Ablenkungen aus

der realen Umgebung ausschließen und die Aufmerksamkeit gezielt auf die

Inhalte oder relevanten Bereiche im virtuellen Labor lenken lässt. Um jedoch

auch die Ablenkung innerhalb der App gering zu halten, ist sie bewusst mini-

29 https://arvr.google.com/cardboard/
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malistisch konzipiert. Ein virtueller Tutor liefert relevante Informationen zu

den dargestellten Laborgeräten, sobald ein entsprechender Bereich fokussiert

wird (vgl. Abb. 6.9 (b)) und kann darüber hinaus auch auf sicherheitsrelevante

Aspekte im Labor hinweisen. Allerdings hat sich bereits hier gezeigt, dass die

Interaktionsmöglichkeiten mit der App stark eingeschränkt sind. Das Cardboard

verfügt lediglich über einen seitlichen Button, der eine Berührung auf dem

Bildschirm im Fokuspunkt der Kamera auslöst. Zusätzlich treten Probleme wie

Übelkeit (motion sickness) auf, was durch die häufigen Kopfbewegungen oder

die Diskrepanz zwischen den visuellen Eindrücken und dem fehlenden körperli-

chen Bewegungsgefühl ausgelöst wird
30
. Weitere Einschränkungen umfassen

unscharfe Darstellungen durch fehlende Linsen im Cardboard sowie fehlenden

Tragekomfort, insbesondere für Brillenträger:innen. Diese Nachteile überwiegen

den erhofften Motivations- und Wissenszuwachs durch die Nutzung der App,

weshalb die Weiterentwicklung der VR-Version eingestellt wird.

Visualisierung und Bedienung von Laborgeräten: Die für diese Phase des
Praktikums entwickelten Prototypen (Prototyp B.0.1.x) konzentrieren sich aus-

schließlich auf die Visualisierung von Laborgeräten im realen Raum. Sie dienen

dazu, die Performance und Stabilität der beiden zu dem Zeitpunkt verfügbaren

SDKs (Wikitude und Vuforia) in Verbindung mit verschiedenen Markertypen zu

prüfen (vgl. Abb. 6.10 mit Vuforia).

(a) Detailliertes 3D-Modell eines Oszillo-

skops ohne Textur und Funktion auf ei-

nem Bild des Gerätes als Marker (Prototyp:

B.0.1.1)

(b) Visualisierung eines Vielfachmessgeräts

mit Textur, ohne Funktion auf einem kon-

trastreichen Marker (Prototyp: B.0.1.2)

Abbildung 6.10: Visualisierung von Laborgeräten (Vielfachmessgerät 6.10 (b) und

Oszilloskop 6.10 (a)) auf Markern mit dem Vuforia-SDK.

30 https://virtualspeech.com/blog/motion-sickness-vr
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In einemWorst-Case-Szenario mit einem detaillierten 3D-Modell und einem

Gerätemarker mit wenigen erkennbaren Features (vgl. Abb. 6.10 (a)), erweist sich

die Visualisierung sowohl mit Wikitude als auch mit Vuforia als sehr instabil.

Selbst unter optimalen Bedingungen mit einem einfachen 3D-Modell, einer Tex-

tur und einem kontrastreichen Marker (vgl. Abb. 6.10 (b)) flackert das 3D-Objekt

auf dem Smartphone, wodurch eine Interaktion mit den Bedienelementen am La-

borgerät nicht zuverlässig möglich ist. Trotz dieser Einschränkungen eignen sich

solche Prototypen gut, um theoretisches und praktisches Wissen zu verknüpfen.

Die Überlagerung abstrakter Schaltsymbole mit virtuellen Darstellungen realer

elektrotechnischer Komponenten kann helfen, Verständnisschwierigkeiten zu

überwinden. Ein häufig genanntes Problem besteht darin, dass Studierende zwar

Schaltsymbole kennen, jedoch keine Vorstellung von der konkreten physischen

Erscheinungsform der entsprechenden Geräte oder Bauteile haben — etwa einer

Diode. Zudem zeigt sich in der späteren Evaluation, dass Vuforia eine besse-

re Performance bei der markerbasierten Augmentierung bietet, während sich

markerlose Darstellungen mit Wikitude einfacher realisieren lassen. Aufgrund

dieser Erkenntnisse wird für die weitere Entwicklung, u. a. das Onboarding (vgl.

Kapitel 7), das Wikitude-SDK verwendet.

Schaltungsaufbau und Experimentieren: AR-Apps können die Planung

und digitale Erprobung von Schaltungen bereits vor dem eigentlichen Praktikum

ermöglichen. Die Grundidee besteht darin, vorab einen möglichen Versuchsauf-

bau zu konzipieren und zu skizzieren (vgl. Abb. 6.11 (a)). Anschließend wird die

Schaltung mithilfe passender Marker so ausgelegt, dass sie in einer passenden

AR-App visualisiert und getestet werden kann (vgl. Abb. 6.11 (b) und 6.11 (c)).

Durch interaktive Elemente oder Hinweise innerhalb der App kann vali-

diert werden, ob ein geschlossener Stromkreis entstanden ist. Dies geschieht

beispielsweise durch das Betätigen eines Schalters oder das Einschalten der

Spannungsquelle.

In der ersten Version des Prototyps B.0.1.1 sowie B.0.2.1 besitzen die Bilder

nicht ausreichend Merkmale, um virtuelle Objekte stabil darauf zu platzieren.

Daher sind in der nachfolgenden Version B.0.2.2 QR-Codes
31
als Marker zum

Einsatz gekommen, die in der Mitte eine kleine Abbildung des jeweiligen Geräts

sowie ein kontrastreiches Muster enthalten. Dieser Prototyp ist in Abb. 6.12 dar-

gestellt und verdeutlicht, dass selbst für eine einfache Schaltungen, bestehend aus

einem Verbraucher (Glühlampe), einer Spannungsquelle und den zugehörigen

Leitungen, insgesamt sechs Marker erforderlich sind.

31 Quick Response Code (QR-Code)
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(a) Planung und Skizze einer Schaltung (b) Durchführung mittels Marker

(c)Möglicher Test in AR

Abbildung 6.11: Die Idee: Planung und Skizze einer Schaltung (6.11 (a)), Durchfüh-

rung durch passendes Auslegen von Markern (6.11 (b)) und Test in der möglichen

AR-Anwendung (6.11 (c)) (Prototyp: B.0.2.1).

(a) Aufbau und Visualisierung eines einfa-

chen Schaltkreises mit Markern

(b) Test der Schaltung in AR

Abbildung 6.12: Die Realisierung: Aufbau einer einfachen Schaltung mittels QR-Codes

als Marker mit ausgeschaltetem (6.12 (a)) und aktivem Netzteil (6.12 (b)) (Prototyp:

B.0.2.2)
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Bereits an diesem Punkt zeigt sich, dass die App-Performance mit jedem zu-

sätzlichen Marker spürbar abnimmt. Der hohe rechnerische Aufwand der SDKs

zur Identifizierung der Marker und Platzierung der entsprechenden 3D-Modelle

stellt dabei die Hauptursache dar. Zudem führt die steigende Anzahl an Mar-

kern zu einer zunehmenden Instabilität des Gesamtsystems, was durch häufige

Abstürze der App bemerkbar ist. Auch können einige Marker nicht zuverlässig

erkannt werden, etwa wenn sie sich außerhalb des begrenzten Schärfebereichs

der Kamera des mobilen Endgerätes befinden. Die Unsicherheit darüber, ob

eine fehlerhafte Schaltung auf eine falsche Platzierung der Marker oder auf

ein Systemversagen durch mangelnde Markererkennung zurückzuführen ist,

kann aus der Studierendensicht sehr demotivierend wirken und den Lernprozess

erschweren. Folglich wird auch die Weiterentwicklung der Prototypen B.0.2.x

eingestellt.

Während des Praktikums

Während des Praktikums kann eine passende AR-App den Studierenden durch

Hinweise und Tipps sowohl bei der Durchführung des Experiments, als auch

bei der Gerätebedienung Hilfestellung geben. Im hier gezeigten Prototyp C.0.1

(siehe Abb. 6.13) kommt die markerloste bzw. merkmalbasierte Augmentierung

zum Einsatz, indem verschiedene Bilder des Oszilloskops vom Hersteller UNI-T
dem SDK als Identifikator übergeben werden. Auf diese Weise können dann

Hinweise an den relevanten Stellen des realen Gerätes im Labor eingeblendet

werden. Die Interaktion mit der App kann entweder über UI-Elemente auf dem

Smartphone-Bildschirm erfolgen oder, wie in diesem Prototyp, mithilfe eines

Markers am Finger, der als Interaktionselement fungiert.

Der Prototyp C.0.1 lässt sich nur in Kombination mit realen Laborgeräten

nutzen und eignet sich für die Nutzung während des Praktikums oder beim

Versuch 0 des E-Labors. Er ist auf die Erkennung von größeren Geräten und

eine grobe Merkmalsidentifikation der Trainingsbilder beschränkt. Zustands-

änderungen am realen Gerät, wie Verkabelungen oder falsche Einstellungen,

lassen sich folglich innerhalb der SDK nicht erfassen. Da den Studierenden nach

wie vor der Zugang zu echten Laborgeräten fehlt, ist eine frühzeitige Vorberei-

tung vor dem eigentlichen Praktikum mit dieser App nicht möglich. Die aus

dieser Arbeit hervorgehende Lehrinnovation soll als Vorpraktikum und ohne

finanzielle Kosten für Studierende konzipiert werden, weshalb die Weiterent-

wicklung des Prototypen C vorerst ebenfalls verworfen wird. Im Hinblick auf die
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(a) Virtuelles „Einschalten“ (b) Informations-Modus

(c) Quiz-Modus

Abbildung 6.13: Augmentierte Echtzeithinweise an einem realen Oszilloskop mit

allgemeinen Erklärungen zur Bedienung (6.13 (a)) und Informationen (6.13 (b)) sowie

einem kurzen Quiz (6.13 (c)) (Prototyp: C.0.1)

Machbarkeitsstudie stellt dieser Prototyp allerdings eine interaktive und leicht

zugängliche Alternative zu herkömmlichen Benutzerhandbüchern dar. Mit ihr

könnte der Erklärungs- und Unterstützungsaufwand der Laboringenieur:innen

verringert und gleichzeitig das selbstregulierte Lernen im individuellen Tempo

der Studierenden gefördert werden.

DieWeiterentwicklung führt die in den Prototypen B.0.1.x und C erprobten An-

sätze zusammen. Die merkmalbasierte Augmentierung mit dem Wikitude-SDK

(Prototyp C) wird mit der in B.0.1.x realisierten Visualisierung und Interaktion

virtueller Laborgeräte verknüpft.

Auf die Planung und Darstellung kompletter Schaltungen (B.0.2.x) wird zu-

nächst verzichtet, da dies die Komplexität deutlich erhöhen und den Fokus auf

grundlegende Bedienungskompetenzen von Laborgeräten verwässern würde.
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6.5 Zusammenfassung und Reflexion

Zusammenfassung

Die Machbarkeitsstudie untersucht die Entwicklung eines digitalen Oszilloskops

und dessen Integration in AR- und VR-Umgebungen für den Einsatz in elektro-

technischen Laborpraktika. Zunächst erfolgt die schrittweise softwaretechnische

Abstraktion des Oszilloskops, um eine klare Struktur und Wartbarkeit der An-

wendung zu gewährleisten. Damit ist auch die technische Funktionsweise erfasst

und in einem UML-Diagramm modelliert, sodass sich die Kernmechanismen

eines Oszilloskops abstrahiert implementieren lassen (Forschungsfrage F1). Die
Einführung separater Klassen für Visualisierung und Steuerung verringert Red-

undanzen und erleichtert die Erweiterbarkeit. Durch objektorientierte Prinzipien

wie Kapselung
32

und Modularität
33

entsteht eine Architektur, die flexibel an

neue Anforderungen angepasst werden kann.

Aufbauend hierauf zeigt die Untersuchung, dass der Übergang von einer rein

softwarebasierten Simulation zur VR- bzw. AR-Integration sowohl technische

als auch konzeptionelle Herausforderungen mit sich bringt. Die anfängliche Um-

setzung einer VR-Anwendung mit Google Cardboard (Prototyp A.0.1) erweist

sich als unpraktikabel. Begrenzte Interaktionsmöglichkeiten, visuelle Unschär-

fen und motion sickness führen dazu, dass VR als Entwicklungsrichtung nicht

weiterverfolgt wird. Im Gegensatz dazu erweist sich AR als praktikabler Ansatz,

sowohl zur Vorbereitung vor als auch während des eigentlichen Laborprakti-

kums. In der vorbereitenden Phase lassen sich grundlegende Gerätefunktionen

(Prototyp B.0.1.x) und einfache Schaltungen (Prototyp B.0.2.x) erlernen. Wäh-

rend des Praktikums lassen sich durch visuelle Overlays am realen Oszilloskop

(Prototyp C.0.1) zusätzliche Hinweise, Erklärungen und interaktive Bedienhilfen

in Echtzeit einblenden (Forschungsfrage F2).
Während Vuforia eine stabile Darstellung mit Markern ermöglicht, überzeugt

Wikitude durch größere Flexibilität bei markerlosen Visualisierungen. Marker-

basierte Systeme sind jedoch fehleranfällig, insbesondere bei komplexen Schal-

tungen oder unzureichender Markererkennung, was ihre praktische Nutzbarkeit

einschränkt. Markerlose Ansätze wiederum erfordern eine leistungsfähigere

32 Trennung der internen Implementierung einer Klasse von deren äußeren Zugriffsmöglichkeiten,

sodass der direkte Zugriff von außen eingeschränkt oder kontrolliert erfolgt.

33 Unterteilung eines Systems in kleinere, unabhängige und wiederverwendbare Einheiten (Mo-

dule), wobei jedes Modul eine klar definierte Aufgabe erfüllt.
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Hardware und zeigen bei begrenzten Ressourcen mitunter eine eingeschränkte

Stabilität. Zusammen mit der Wahl geeigneter Entwicklungsumgebungen wie

Unity3D sowie Werkzeugen zur Versionsverwaltung (Git) und Projektsteue-

rung (Kanban-Board) kann abgeleitet werden, welche Softwarearchitekturen

und Tools sich für die spätere Anwendung als geeignet erweisen (F3).
Die prototypische Umsetzung zeigt damit vielversprechende Ergebnisse, ver-

deutlicht aber auch Herausforderungen der AR-Technologie. Sie ermöglicht eine

anschauliche Visualisierung komplexer Laborgeräte und motiviert gleichzeitig

zu aktiver Auseinandersetzung. Zugleich entstehen aber Schwierigkeiten durch

technische Limitierungen, Stabilität der Systeme und den hohen Entwicklungs-

aufwand (F4).

Reflexion und Schlussfolgerung

Mit Blick auf den aktuellen und perspektivisch wachsenden Funktionsumfang

erfolgt eine gezielte Neustrukturierung der bestehenden Softwarearchitektur und

des Entwicklungsworkflows (Abb. 6.14), um die App modularer und nachhaltiger

gestalten zu können (Abb. 6.15).

Logik

Android-App

Oszilloskop …Funktions-
generator

Onboarding Erklärungen Tutorial …

User Interface User Interface

Level als in sich 
abgeschlossene, 
getrennte Packages

Gamification

Native 
(Java)

Native 
(Swi)

Unity3D

iOS-App

Gamification

WikitudeWikitude

Abbildung 6.14:Modularer Aufbau der App zu Beginn mit der Wikitude-SDK

Ein Rückblick auf die frühere Implementierung der Prototypen verdeutlicht

zentrale Entwicklungsentscheidungen: Die App muss zunächst separat für An-

droid und iOS umgesetzt werden, da jede Plattform eine eigene native An-

wendung mit spezifischer Benutzeroberfläche erfordert (siehe Abb. 6.14). Dies
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geschieht mithilfe der jeweiligen Programmiersprachen (Java bzw. Swift) und
Entwicklungsumgebungen. Parallel entstehen in Unity3D einzelne, geschlossene

Pakete (Packages), die die Logik der Laborgeräte abbilden und jeweils einen Level

in der App (Introduction, Tutorial, Quiz und Sandbox) repräsentieren. Nach ihrer

Fertigstellung müssen diese Packages exportiert und separat in die nativen Apps

integriert werden.

Diese Vorgehensweise erweist sich im Verlauf der Entwicklung als zunehmend

hinderlich, da sie nicht nur tiefgehende Kenntnisse mehrerer Sprachen und

Umgebungen erfordert, sondern auch zu einem hohen Aufwand bei Pflege,

Anpassung und Weiterentwicklung führt. Selbst kleinere Änderungen müssen

wiederholt als Packages exportiert und manuell eingebunden werden, was sich

langfristig als ineffizient und fehleranfällig herausstellt.

Logik

User Interface

Oszilloskop …Funktions-
generator

Onboarding Erklärungen Tutorial …

Android-App iOS-App

Gamification

ARCore ARKit

Unity3D

Level

Abbildung 6.15: Umstieg und Weiterentwicklung mit AR Foundation von Unity3D

Als Reaktion auf diese Erfahrungen wird die Architektur grundlegend über-

arbeitet (siehe Abb. 6.15). Die zuvor getrennten Packages werden nun in ein

einheitliches System überführt, das alle Level der App bündelt. Es ermöglicht

einen zentralisierten Datenzugriff sowie eine flexible Steuerung über die in Uni-

ty3D entwickelte Benutzeroberfläche. Entscheidend ist dabei, dass die gesamte

Entwicklung fortan vollständig innerhalb von Unity3D erfolgt, was die Wartung

und Erweiterung erheblich erleichtert. Änderungen, beispielsweise am Funk-

tionsumfang der Geräte oder an der Abfolge der Tutorials, müssen nur noch

einmal vorgenommen werden und gelten sofort für alle Zielplattformen.

Diese Umstellung erhöht die Modularität deutlich und verbessert dadurch die

Flexibilität, Skalierbarkeit und Wartbarkeit der Anwendung. Zusätzlich kommen

nun plattformspezifische SDKs wie ARCore für Android und ARKit für iOS zum
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Einsatz, die eine stabilere Performance sowie eine präzisere Verankerung virtu-

eller Objekte ermöglichen. Durch den zentralen Entwicklungsansatz in Unity3D

lassen sich zudem aus derselben Codebasis Anwendungen für unterschiedliche

Endgeräte erstellen, etwa mittels des Meta SDK für die Meta Quest oder des XR
SDK für die Apple Vision Pro.

Im frühen Stadium entsteht die Anwendung zunächst in einem kleinen Rah-

men und wird von einer einzelnen Person entwickelt. Mit dem Ausbau der

Funktionalitäten und der Einbindung weiterer Entwickler:innen verändert sich

jedoch die Arbeitsweise spürbar. Die zunehmende Komplexität bringt neue An-

forderungen an Nachvollziehbarkeit, Transparenz und Abstimmung mit sich.

Eine gemeinsame Reflexion der bisherigen Entwicklungspraxis macht deutlich,

dass informelle Absprachen und manuelle Dateiverwaltung den steigenden

Koordinationsbedarf nicht mehr abdecken. Um diesen Herausforderungen syste-

matisch zu begegnen, wird im weiteren Verlauf das Versionsverwaltungssystem

Git eingeführt. Diese Entscheidung stellt keine rein technische Maßnahme dar,

sondern folgt dem Ziel, die Zusammenarbeit effizienter zu gestalten und eine

verlässliche Dokumentation der Entwicklungsschritte zu gewährleisten.

Git erlaubt es, den Entwicklungsprozess strukturiert zu organisieren, indem

Änderungen nachvollziehbar dokumentiert werden. Ferner lassen sich frühere

Versionen wiederherstellen und parallele Entwicklungsstränge unabhängig von-

einander bearbeiten [BDW16; Kel24]. Der zentrale Hauptzweig (main branch)
fungiert dabei als stabile Referenz, in die ausschließlich überprüfte und freigege-

bene Änderungen einfließen. Neue Funktionen entstehen in separaten branches,
die unabhängig entwickelt und getestet werden können (vgl. Abb. 6.16).

main

develop

breadboard

socket

bugfix

detachment

trasient_simulation

current_measure

measurement

release 1.0.0 release 1.2.0

Abbildung 6.16: Das Versionsverwaltungssystem Git für die AR-App mit dem

Hauptzweig und den Nebenzweigen, z. B. für bugfixes oder Integration neuer Funktionen

wie dem Steckbrett.
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Erst nach erfolgreicher Validierung werden diese über einen sogenannten

merge in den Hauptzweig integriert. Ein Review-Prozess stellt dabei sicher, dass

jede Änderung vorab von einem Moderator geprüft und freigegeben wird. Diese

Vorgehensweise erhöht die Transparenz und Sicherheit bei der Entwicklung und

schafft auch die Voraussetzung für eine effiziente Zusammenarbeit im Team.

Gleichzeitig wird zur weiteren Optimierung und Koordination ein Git- bzw.
Issue-Board genutzt, das nach dem Prinzip eines Kanban-Boards arbeitet. Die-
ses visuelle Werkzeug strukturiert Aufgaben entlang festgelegter Kategorien

etwa Priorität oder Prozessschritte (z. B. „To Do“, „In Progress“ und „Done“) (vgl.

Abb. 6.17). Auf diese Weise unterstützt es die Aufgabenverteilung und ermög-

licht die transparente Nachverfolgung des Fortschritts. Zudem hilft es dabei,

potenzielle Engpässe frühzeitig zu erkennen [CP13], die Aufgabenlast sowie

-priorisierung in der Übersicht zu überwachen und zu steuern.

Abbildung 6.17: Das Git-Board für die Strukturierung der Aufgaben und Überwachen

des Entwicklungsfortschritts.

Basierend auf den Ergebnissen der Machbarkeitsstudie und den Erkenntnis-

sen der Reflexionsphase wird die Weiterentwicklung mit dem Wikitude-SDK

fortgesetzt. Anders als im vorherigen Prototyp, bei dem Hinweise direkt auf

reale Laborgeräte projiziert wurden, liegt der Schwerpunkt nun auf einer ge-

zielten Einführung in die Bedienung des Oszilloskops. Die zuvor getroffene

Entscheidung für eine spezifische Softwarearchitektur und einen optimierten

Entwicklungsworkflow bildet dabei die Grundlage für die Umsetzung eines

geeigneten Onboardings im folgenden Kapitel 7.
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7 Onboarding

• Onboarding-Verfahren zur Verbesserung 
des ersten Eindrucks und der langfristigen 
Nutzungsmotivation

• Gestaltung eines effektiven Onboardings, 
das Nutzende in AR-Grundfunktionen 
einführt und so den Einstieg erleichtert und 
die Motivation fördert

• F1: Welchen Einfluss hat der erste Eindruck einer App auf das 
Nutzungsverhalten?

• F2: Welche Onboarding-Arten verbessern den ersten Eindruck?
• F3: Wie kann ein gutes Onboarding in der AR-App realisiert werden?
• F4: Was sind die Vor- und Nachteile von Onboarding?
• F5: Wie wird der Onboarding-Nutzen und -Erfahrung wahrgenommen?

• Analyse bestehender Onboarding-Methoden
• Auswahl und Implementierung in die App
• Evaluation mit Usability- und UX-Fragebögen

• Theoretische Grundlagen und aktuelle Forschung zu 
Onboarding-Methoden und deren Einfluss auf 
Nutzungsverhalten

Forschungsgegenstand

Forschungssituation

Forschungsziel

Forschungsmethode

Forschungsfrage

3

Abbildung 7.1: Research Pentagon zum Onboarding in der App

7.1 Problemstellung, Forschungsfragen und -ziele

Eine fundierte didaktische Grundlage (Kapitel 5) und die gezielte Weiterentwick-

lung und Konkretisierung der App entlang klar fokussierter Lernziele (Kapitel 6)

sind notwendig, aber nicht hinreichend, damit sie langfristig genutzt wird.

Viele Apps werden nach einmaliger Installation nicht weiterverwendet oder

direkt gelöscht [Sig+16]. Die Vielzahl an Einflussfaktoren, die dieses Verhalten

bestimmen, ist ein eigenständiges Forschungsfeld und wird hier nicht weiter

vertieft. Stattdessen konzentriert sich dieses Research Pentagon auf das Onboar-

ding in der App und den damit verbundenen ersten Eindruck der Nutzer:innen.

Die zentralen Forschungsfragen in diesem Zusammenhang lauten:
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• F1: Welchen Einfluss hat der erste Eindruck einer App auf das Nutzungs-

verhalten?

• F2: Welche Onboarding-Arten eignen sich, um diesen ersten Eindruck

positiv zu gestalten?

• F3:Wie lässt sich ein „gutes“ Onboarding in der AR-App realisieren?

• F4: Welche Vor- und Nachteile ergeben sich durch den Einsatz von On-

boarding?

• F5:Wie wird das Onboarding in der aktuellen AR-App wahrgenommen,

und welchen Nutzen bietet es?

Das vorrangige Ziel besteht also darin, ein geeignetes Onboarding-Konzept zu

entwickeln und umzusetzen, das Nutzer:innen die grundlegenden Funktionen

sowie fundamentalen Bedienkonzepte von AR vermittelt und den Einstieg in die

App erleichtert.

7.2 Forschungsmethode

Zunächst erfolgt eine detaillierte Analyse wissenschaftlicher und praxisorientier-

ter Onboarding-Arten, um deren Einfluss auf die Erstwahrnehmung zu bewerten.

Basierend auf dieser Untersuchung wird ein geeignetes Verfahren ausgewählt

und in die App-Version 0.17.01 integriert.

Die Evaluation der App basiert auf dem in Abb. 7.2 dargestellten Forschungs-

design und kombiniert sowohl quantitative als auch qualitative Ansätze.

Mit einer kurzen Einführung in die Studie erhalten die Teilnehmenden an-

schließend die Möglichkeit, die App in einem Zeitraum von ca. 5min mit den

bereitgestellten Smartphones eigenständig zu testen. Bereits während der Nut-

zung werden auffällige Verhaltensweisen beobachtet und dokumentiert. Nach

der Nutzung beantworten die Teilnehmenden einen strukturierten Fragebogen,

der sich in drei Abschnitte gliedert (siehe Kapitel 7.4.1).

Ergänzend zum Fragebogen kann je nach Bedarf
34
ein offenes Interview statt-

finden, um aufkommende Fragen zu klären oder ein weiterführendes Feedback

zu erhalten. Diese qualitative Erhebung ermöglicht eine detailliertere Analyse

individueller Nutzungserfahrungen und liefert Kontextinformationen, die über

die standardisierten Fragen hinaus wertvolle Erkenntnisse für die Optimierung

der App bieten.

34 abhängig von beobachtetem Verhalten oder dem Wunsch der Teilnehmenden
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Erläuterungen
zur Studie

Onboarding und freies 
Testen der App

Fragebogen: Vorerfahrung AR Apps;
User Experience Questionnaire (UEQ)

Ggf. Feedback Gespräch

LG G5
Smartphone

Schriftlich

Mündlich

~ 5 Min

> 5 Min

10 Min

> 10 Min

Abbildung 7.2: Forschungsmethode zum Onboarding

Vor der Hauptstudie ist eine Pilotstudie mit acht Studierenden aus der Fach-

schaft Elektrotechnik durchgeführt worden, um die Verständlichkeit des Fragebo-

gens sowie der Antwortoptionen zu überprüfen und auf Basis dieser Ergebnisse

Verbesserungen vorzunehmen. Eine wesentliche Änderung beinhaltet die Einfüh-

rung in den User Experience Questionnaire (UEQ) [Sch18], um die Teilnehmenden

auf das unkonventionelle Format des Fragebogens vorzubereiten. Die eigent-

liche Studie hat im Mai 2019 im Rahmen eines Elektrotechnik-Tutoriums mit

Studierenden der Universität Paderborn stattgefunden.

7.3 Forschungssituation: Stand der Forschung zu
Onboarding

7.3.1 Definition von Onboarding

Allgemein bezeichnet OnboardingMaßnahmen, die neueMitarbeiter:innen dabei

unterstützen, sich in ein Unternehmen oder eine Organisation einzuarbeiten

und schnell zu produktiven Mitgliedern zu werden [Chi20; Hes10]. Im Kontext

von Gamification ist ein anderes Verständnis von Onboarding vorherrschend.

Hier umfasst es unterstützende Mechanismen, um anfängliche Misserfolge der

Spielenden in komplexen Spielsystemen zu minimieren und Demotivation zu

verhindern. Darüber hinaus werden Nutzer:innen während des Onboardings in

die Hintergrundgeschichte und die Spieler:innen-Rolle eingeführt [ZC11].
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Diese Praxis hat sich auch in einer Vielzahl von Web- und mobilen Anwen-

dungen etabliert, einschließlich produktiver und sozialer Medienplattformen

sowie zunehmend in Bildungskontexten. Bei digitalen Produkten stellt das On-

boarding die erste von insgesamt drei Phasen der Benutzendenunterstützung

dar [Ren+14]. Es erfüllt mehrere essenzielle Funktionen, darunter das Einholen

notwendiger Genehmigungen für Dienste und Hardware, die Unterstützung bei

der Personalisierung und Konfiguration der Anwendung sowie die Bereitstellung

von Orientierungshilfen bei der erstmaligen Nutzung. Für die vorliegende Arbeit

wird die Definition nach [Ren+14] herangezogen, die Onboarding als Gesamtheit

der Elemente und Techniken beschreibt, die dazu dienen, neuen Anwender:innen

den Umgang mit einem Produkt zu erleichtern, sodass sie es (effizienter) nutzen

können. Ähnliche Definitionen finden sich auch in anderen wissenschaftlichen

Arbeiten und bei UI-Expert:innen, beispielsweise in [Hes10]:

„Onboarding is the process by which you can help users overcome the
cold-start problem — a blank profile, an unfamiliar interface [...]“
[Hes10].

Zusätzlich existieren in der Literatur und in Entwicklungsumgebungen ver-

schiedene Begriffe für Onboarding, darunter „new user experience“ oder „first
use experience“ [MD14], „(Inline-)Tutorial“ [Ren+14] und „(initial) Walkthrough“
[Sat14].

7.3.2 Bedeutung des ersten Eindrucks und des Onboardings

In vielen Forschungsbereichen spielt die Bildung des ersten Eindrucks eine zen-

trale Rolle (z. B. [Tuc+12]). Forschende untersuchen, wie dieser im Einzelnen

entsteht und welche Faktoren ihn beeinflussen. Studien aus der Emotionsfor-

schung zeigen, dass sich der erste Eindruck zwischen Menschen innerhalb von

nur 39ms bildet, zeitlich persistent ist und einen erheblichen Einfluss auf das

Vertrauen, die Attraktivität und die Leistungsbewertung des Gegenübers hat

[BNL06; RS99]. Besonders in der Software- und Webseitenentwicklung ist der

erste Eindruck von entscheidender Bedeutung [Tuc+12]. Durchschnittlich ver-

weilen Nutzer:innen nur drei Sekunden auf einer Webseite, wenn sie nicht die

gewünschten Informationen finden [Lin+06; Tuc+12]. Ein vergleichbares Verhal-

ten tritt auch bei mobilen Apps auf. In einer großangelegten Studie von Böhmer

et al. (2011) ist das Nutzungsverhalten von 4.100 Android-Nutzer:innen unter-

sucht worden [Böh+11]. Die Ergebnisse verdeutlichen, dass die durchschnittliche
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Interaktionsdauer mit einer App unter einer Minute liegt, wobei in etwa 50 % der

Fälle die Nutzung bereits nach fünf Sekunden beendet wird. Ähnliche Befunde

finden sich auch in anderen Studien etwa [MD14]. Sie belegen, dass visuelle Reize

schnell wahrgenommen und unmittelbar bewertet werden, um ihre persönliche

Relevanz einzuschätzen.

Die Gestaltung eines ansprechenden UIs stellt im Kontext mobiler Apps ei-

ne besondere Herausforderung dar. Aufgrund der begrenzten Displaygröße

steht weniger Raum für die Darstellung von Inhalten zur Verfügung [MD14].

Zudem erfolgt die Interaktion über die Fingersteuerung, die ungenauer und

fehleranfälliger ist als die Maussteuerung am Computer. Dies erfordert größere

Interaktionselemente und eine optimierte Benutzendenführung, da viele Inhalte

erst bei richtiger Menüwahl in den Vordergrund rücken. Um den Nutzer:innen

dennoch die vielen Vorteile und Funktionen einer App zu präsentieren, wird

auf das Onboarding zurückgegriffen, das i. d. R. beim initialen Start einer App

erscheint.

„The first few minutes that a user installs and launches the app can
determine whether they will be repeat users or if they’ll immediately
uninstall and keep searching the app store for something else.“ [Ech14].

„With 26% of users deleting an app after first use, the first time use
scenario is your only opportunity to give them a reason to return.“
[Sai13].

Folglich ist das Onboarding ein wichtiger Einflussfaktor für den ersten Ein-

druck und die erste Nutzendenerfahrung von (mobilen) Anwendungen.

7.3.3 Arten von Onboarding

Das Interesse am Onboarding ist insbesondere unter Entwickler:innen und De-

signer:innen groß, weshalb sich Empfehlungen zur Gestaltung vorrangig in

diesen Fachkreisen und weniger in der wissenschaftlichen Literatur finden las-

sen [SGV18]. Es existiert daher kein einheitlicher Konsens über die optimale

Klassifikation von Onboarding-Prozessen, und die vorgeschlagenen Arten sind

oft nicht klar abgegrenzt. Dennoch lassen sich in denmeisten Orientierungshilfen

mindestens drei Hauptformen des Onboardings identifizieren: das nutzenori-

entierte, das funktionsorientierte und das progressive Onboarding (vgl. z. B.

[Hes10], [Cha19] oder [Str22]). Diese werden im Folgenden detailliert erläutert.
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Nutzenorientiertes Onboarding

Beim nutzenorientierten Onboarding (engl. benefit-oriented onboarding) steht
die Vermittlung des Mehrwerts einer Anwendung für die Nutzer:innen im Mit-

telpunkt. Es beantwortet die Frage, welchen konkreten Nutzen die App bietet

und wie Anwender:innen davon profitieren können [Por].

„People don’t care what your app does. They only care about what it
can do for them.“ [Str22]

Um eine kognitive Überlastung zu vermeiden, sollten im Onboarding maximal

drei zentrale Vorteile präsentiert werden. Die Darstellung folgt der „one slide,

one concept“-Regel: Nach einer Priorisierung der wichtigsten Vorteile wird pro

Seite jeweils nur ein Hauptnutzen visualisiert (vgl. Abb. 7.3)[Sat14]. Dabei ist

eine knappe und prägnante Formulierung entscheidend, um die Inhalte leicht

verständlich und schnell erfassbar zu gestalten. Zudem sollte das Onboarding

vor der Anmeldung oder dem Login erfolgen. Dadurch erhalten Nutzer:innen

bereits vorab einen Einblick in die Vorteile der App und die damit verbundenen

Dienste.

Abbildung 7.3: Beispiel für ein nutzenorientiertes Onboarding. Quelle: [Cha19]

Funktionsorientiertes Onboarding

Beim funktionsorientierten Onboarding (engl. function-oriented onboarding)
hingegen stehen — wie der Name bereits andeutet — die zentralen Funktionen
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der App im Vordergrund. Häufig findet es im leeren Zustand (engl. empty state)
Einsatz, wenn die Anwendung nach der Installation noch keine Inhalte enthält,

etwa eine leere Aufgabenliste. Hierbei sollten ausschließlich die wichtigsten

Funktionen erläutert werden, etwa die zentralen Interaktionsgesten, die für eine

effiziente Nutzung der App erforderlich sind. Die Erklärungen beinhalten, wo

sich diese Funktionen befinden und mit welcher Geste sie verwendet werden

können. Auf die Beschreibung allgemein bekannter UI-Elemente, wie das Stift-

Piktogramm für Bearbeitungen oder den Teilen-Button, kann verzichtet werden.

Generell sollte sich das Onboarding an gängigen UI-Mustern (engl. UI Pattern)
orientieren, die in den Design-Richtlinien (engl. Design Guides) von Google

35

und Apple
36
sowie von UI- und UX

37
-Expert:innen vorgeschlagen werden. Da

viele Anwendungen ähnliche Muster nutzen, reduziert sich die Einarbeitungszeit

für Nutzer:innen erheblich. Auch hier folgt die Gestaltung der „one slide, one

concept“-Regel mit maximal drei zu erklärenden Funktionen [Sat14]. Abb. 7.4

veranschaulicht dies am Beispiel der Kamera-App Halide Mark II 38.

Abbildung 7.4: Beispiel für ein funktionsorientiertes Onboarding. Quelle: [Str22]

35 https://developer.android.com/design

36 https://developer.apple.com/design/human-interface-guidelines/designing-for-ios

37 User Experience (UX)
38 https://halide.cam
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Progressive Onboarding

Besonders im Bereich digitaler Spiele kommt das progressive Onboarding (pro-
gressive onboarding) häufig zum Einsatz. Es basiert auf der Annahme, dass Men-

schen neue Funktionen am besten erlernen, indem sie aktiv damit interagieren

[Ech14; Sat14].

Typischerweise erfolgt die Einführung als interaktives Tutorial, bei dem Nut-

zer:innen schrittweise bestimmte Aktionen ausführen. Die Anweisungen geben

genau an, was mit welcher Geste wo erreicht werden kann. Diese Methode eignet

sich besonders für Anwendungen mit komplexen Workflows oder gestenbasier-

ter Steuerung (vgl. Abb. 7.5).

Im leeren Zustand stehen zwei Möglichkeiten zur Verfügung: Entweder er-

halten Nutzer:innen Beispieldaten, mit denen erste Instruktionen ausprobiert

werden können, oder das System generiert durch die durchgeführten Aktionen

eigene Beispielinhalte. Diese Methode erleichtert die Einarbeitung und schafft

eine strukturierte Einführung und Orientierung in die Anwendung [Ech14].

Abbildung 7.5: Beispiel für ein progressives Onboarding im empty state mit Beispielin-

halten in der App Clear Lists. Quelle: [Ben15]

Auch hier empfiehlt es sich, das Onboarding möglichst kompakt zu halten.

Statt jede einzelne Aktion aufzudrängen, sollte Nutzer:innen größtmöglicher

Freiraum gelassen werden, um die App individuell zu erkunden und sich mit

ihr vertraut zu machen. Offensichtliche Funktionen bedürfen keiner expliziten

Erläuterung. Stattdessen sollten sich Entwickler:innen auf die Gestaltung von

Anleitungen konzentrieren, unter der Annahme, dass bekannte Gestaltungsmus-

ter aus anderen Anwendungen bereits vertraut sind.
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Aufgrund der hohen Komplexität der virtuellen Laborgeräte und der unge-

wöhnlichen Interaktionsart in AR-Anwendungen kombiniert diese Arbeit funkti-

onsorientiertes und progressives Onboarding. Letzteres ist dabei als interaktives

Tutorial gestaltet, das jederzeit im Hauptmenü abrufbar bleibt. Diese Kombina-

tion soll den Einstieg erleichtern und eine effiziente Nutzung der Laborgeräte in

der Anwendung unterstützen.

7.3.4 Vor- und Nachteile von Onboarding

Der Einsatz von Onboarding und App-Anleitungen ist jedoch sowohl in der

Forschung als auch in der Praxis umstritten [Joy+16]. Ein zentraler Kritikpunkt

besteht darin, dass eine App intuitiv bedienbar sein sollte und eine (Bedienungs-)

Anleitung diesem Paradigma widerspricht (z. B. [Ech14] und [Joy+16]). Zudem

empfinden viele Nutzer:innen App-Unterstützung als zeitintensiv [Ech14] oder

störend [ILM09].

Untersuchungen zum Lernverhalten auf Touchscreens zeigen, dass ein er-

heblicher Teil der Nutzer:innen (44,4 %) Onboarding-Anleitungen ignoriert und

stattdessen direkt mit der App interagiert. Die Mehrheit (65,7%) bevorzugt es,

Funktionen eigenständig durch Ausprobieren zu erschließen [TW13]. Dies liegt

daran, dass das Hauptinteresse weniger auf systemischen Aspekten der App

als vielmehr auf der schnellen Erledigung einer spezifischen Aufgabe liegt, für

die die App installiert wird [TW13]. Andere Studien betonen hingegen, dass

Benutzendenunterstützung in bestimmten Situationen unverzichtbar ist (z. B.

[Sat14] und [Har14]); aufgrund der begrenzten Bildschirmgröße mobiler Endge-

räte müssen viele Informationen im Hintergrund gehalten werden, die nur durch

spezifische Gesten oder Interaktionen abrufbar sind [TW13]. Mit zunehmender

Funktionalität einer App steigt ihre Bedienkomplexität, was die Notwendigkeit

gezielter Unterstützung verstärkt [ILM09]. Die aktive Hilfe wird besonders rele-

vant — so die Studien — da Nutzer:innen selten proaktiv nach Hilfestellungen

suchen [ILM09] oder kaum Dokumentationen konsultieren [NW06]. Dies führe

in Folge oft zu Frustration oder zur Deinstallation der App [ILM09].

Studien zu mobilen Anwendungen zeigen, dass Usability-Probleme hauptur-

sächlich für das Löschen einer App sind [Ber+06; Ino+13]. Weitere Ursachen sind

die Diskrepanz zwischen den Erwartungen der Nutzer:innen und den tatsäch-

lichen Funktionen sowie Schwierigkeiten bei der Bedienung [ILM09; Ino+13].

Diese Faktoren verdeutlichen die Erwartung an eine gewisse Form der Unter-

stützung innerhalb der App.
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Die Wahrnehmung von Benutzendenunterstützung hängt maßgeblich von der

Präsentationsform
39
, der Aufgabenkomplexität und der aktuellen Tätigkeit ab

[Ber+06]. Während dringend benötigte Informationen als hilfreich empfunden

werden, gelten weniger relevante Hinweise schnell als störend. Gleichzeitig trägt

ein schneller und effizienter Einstieg in ein neues System positiv zur Nutzenden-

erfahrung bei [PRS15].

Trotz der bestehenden Debatte sprechen mehrere Gründe für den Einsatz von

Onboarding in dieser Arbeit. Hess (2010) identifiziert vier Szenarien, in denen

Onboarding entweder notwendig oder vorteilhaft ist [Hes10]:

1. beim Empty oder Blank State, wenn die App zu Beginn keine Inhalte

enthält

2. wenn persönliche Informationen wie Alter, Geschlecht oder Gewicht er-

forderlich sind

3. wenn die App Teil eines umfangreicheren Softwarepakets ist

4. bei der Implementierung neuer oder unkonventioneller Interaktionssche-

mata

Zwei dieser Szenarien treffen auf die AR-Anwendung zu: Erstens startet die

App im empty state, da zu Beginn weder Inhalte noch ein sichtbares Laborgerät

vorhanden sind. Stattdessen sehen die Nutzer:innen lediglich ein Menü, aus

dem sie ein gewünschtes Level starten können. Zweitens unterscheidet sich die

Interaktion mit virtuellen Objekten in AR von klassischen Bedienkonzepten.

Gestenwie Pinch-to-Zoom40
sind nicht anwendbar, da die Objekte im realen Raum

verankert sind. Eine Vergrößerung erfolgt daher durch physische Annäherung

an das Objekt.

Zusätzlich erschwert die hohe Detailgenauigkeit der virtuellen Laborgerä-

te den Einstieg. Die Vielzahl an Knöpfen und Bedienelementen kann kognitiv

überfordern, insbesondere wenn Nutzer:innen parallel andere Aufgaben bewälti-

gen müssen, wie die korrekte Ausrichtung des Smartphones oder die Naviga-

tion in der AR-Umgebung. Diese spezielle mentale Belastung in AR-basierten

Lernanwendungen ist in der Forschung gut dokumentiert und wird als häufige

Herausforderung beschrieben (z. B. [Wu+13] und [DDM09]).

39 Hilfe anbieten (push support) vs. Hilfe anfordern (pull support)
40 bei mobilen Endgeräten etablierte Geste, bei der zwei Finger auf dem Bildschirm zusammen-

oder auseinandergezogen werden, um Inhalte zu verkleinern oder zu vergrößern
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Ein gezielt eingesetztes Onboarding kann dieser anfänglichen Überforderung

entgegenwirken, indem es die Aufmerksamkeit auf wenige, essenzielle Infor-

mationen lenkt. Bei einer geeigneten Gestaltung unterstützt es nicht nur das

Verständnis für die AR-Anwendung, sondern vermittelt gleichzeitig auch grund-

legende Kenntnisse im Umgang mit den Laborgeräten selbst.

7.4 Forschungsgegenstand: Entwicklung und
Auswertung des Onboardings in der AR-App

7.4.1 Verwendete Materialien

Messinstrument: Fragebogen

Es existieren zahlreiche standardisierte Fragebögen zur Bewertung der Benut-

zungsoberfläche und Nutzendenerfahrung von Softwareprodukten [SL16]. Die-

se dienen dazu, subjektive Eindrücke der Anwender:innen zu sammeln und

Schwachstellen aufzudecken. Zu den etablierten Instrumenten zählen unter an-

derem AttrakDiff 41
, UEQ, ISONORM 9241-110-S42, QUIS43, SUMI 44, SUS45 und

WAMMI 46.
Der UEQ hat sich aufgrund seiner weiten Verbreitung und schnellen Durch-

führbarkeit als besonders nützlich erwiesen. Dieser Fragebogen ist um zwei

Abschnitte erweitert worden (vgl. Anhang S. XXVI): Der erste Abschnitt erfasst

demografische Daten sowie die Vorerfahrung mit Smartphones im Allgemeinen

und AR-Anwendungen im Speziellen, um Unterschiede in der Nutzung abhän-

gig von technischen Vorkenntnissen berücksichtigen zu können. Danach folgt

ein Abschnitt mit teils offenen Fragen zum Onboarding, in dem die Teilneh-

menden in Freitextform ihre subjektiven Eindrücke zur Verständlichkeit und

Nutzendenführung der App schildern können. Hier liegt der Fokus auf dem

wahrgenommenen Mehrwert des Onboardings sowie auf möglichen Defiziten

und Verbesserungsvorschlägen für die Weiterentwicklung.

41 Attraktivität Differenzial [HKB08]

42 International Organization for Standardization Norm 9241-110-S [WKS09]

43 Questionnaire for User Interaction Satisfaction [CDN88]

44 Software Usability Measurement Inventory [Kir96]

45 System Usability Score [BKM08]

46 Website Analysis and MeasureMent Inventory: [KC98]
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Abschließend kommt der UEQ zum Einsatz, der 26 Items mit je einem Gegen-

satzpaar umfasst. Die Paare beschreiben jeweils zwei gegensätzliche Eigenschaf-

ten, aus denen die Befragten das zutreffendere Adjektiv bestimmen müssen. Die

Bewertung dieser Paare basiert auf einer 7-stufigen Likert-Skala und dient als

Grundlage für die spätere Transformation in eine Skala von -3 bis +3. Die Items

3, 4, 5, 9, 10, 12, 17, 18, 19, 21, 23, 24 und 25 müssen für eine korrekte Berechnung

umkodiert werden, da die positiven Adjektive links, die negativen rechts auf der

Skala angeordnet sind. Für die weitere Analyse lassen sich die Items in sechs

Dimensionen unterteilen, wie in Abb. 7.6 dargestellt.

Die Skalen lassen sich nach dem UEQ-Handbuch wie folgt definieren [Sch18]:

• Attraktivität: Bewertet den Gesamteindruck der Software

• Effizienz: Beurteilt, wie schnell und mit welchem Aufwand Nutzer:innen

ihre Ziele mit der Software erreichen

• Durchschaubarkeit: Misst die Einfachheit und Schnelligkeit, mit der

Nutzer:innen die Software verstehen und nutzen können

• Steuerbarkeit: Bewertet die Kontrollierbarkeit und Vorhersagbarkeit der

Interaktion mit der Software

• Stimulation: Misst das Potenzial der Software, Nutzer:innen zu motivie-

ren und zu fesseln

• Originalität: Beurteilt den Innovationsgrad und die Kreativität der Soft-

ware

Die Skalen Effizienz, Steuerbarkeit und Durchschaubarkeit bilden pragmati-

sche Qualitätsaspekte, während Stimulation und Originalität hedonische Quali-

täten darstellen. Die Attraktivität kombiniert beide Qualitätsarten [Sch18] (siehe

Abb. 7.6).

Smartphones und App-Version 0.17.01

Um eine Vergleichbarkeit der Studienergebnisse sicherzustellen und gerätespe-

zifische Einflüsse wie unterschiedliche Displayqualität, Prozessorleistung oder

Betriebssystemversion auszuschließen, stehen zwei identische Smartphones (LG
G5) mit der Android-Version 7.0 (Nougat) zur Verfügung. Das LG G5, das im April

2016 eingeführt wurde, zählt zum Zeitpunkt der Studiendurchführung zur Mittel-

klasse von Smartphones, was sich aus dem Update-Zyklus für Android-Versionen

ergibt [Dev18].
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Abbildung 7.6: Organisation der 26 Items, 6 Skalen und 3 Qualitätsaspekte des UEQ.

Eigene Darstellung nach [Sch18]

Die App in der Version 0.17.01 enthält zwei Oszilloskop-Modelle der Hersteller

Rhode & Schwarz und UNi-T, sowie einen Funktionsgenerator von Rhode &

Schwarz (siehe Abb. 7.7 (a)). Die logische Funktionalität dieser Geräte ist bereits

in den jeweiligen virtuellen Modellen implementiert (siehe Abb. 7.7 (b)).
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(a) Verfügbare Geräte in der App-Version

0.17.01

(b) Verbindung des virtuellen Funktionsgene-

rators mit dem Oszilloskop

Abbildung 7.7: Version 0.17.01 der App, die für die Onboarding-Studie genutzt wird,

mit den verfügbaren Geräten (7.7 (a)) und Ausschnitt aus dem Onboarding-Prozess

(7.7 (b))

Die Bedienung der virtuellen Geräte folgt einer logischen Abfolge, die sich an

realen Laborgeräten orientiert. Bestimmte Funktionen werden erst zugänglich,

sobald alle erforderlichen Voraussetzungen erfüllt sind. Beispielsweise lässt sich

der „COURSE“ -Regler des Oszilloskops erst bedienen, wenn zuvor die Messfunk-

tion aktiviert ist. Nach der Aktivierung eines Kanals können Nutzer:innen die

Empfindlichkeit oder Zeitbasis des dargestellten Signals mithilfe der entspre-

chenden Drehregler anpassen. Damit verhält sich jedes virtuelle Gerät mit den

bisher implementierten Funktionen analog zu seinem realen Gegenstück. Dies

trägt einerseits zu einem authentischen Bedienungslebnis bei, erhöht jedoch

auch die Komplexität der Anwendung.

7.4.2 Entwicklung: Implementierung des progressiven
Onboardings

Die App ist so angepasst, dass sie ausschließlich aus dem Onboarding besteht,

welches als schrittweises Tutorial umgesetzt und im Ablaufdiagramm in Abb. 7.8

veranschaulicht wird. Denn — wie eingangs erläutert — liegt der Fokus dieses

Research Pentagons auf einem positiven ersten Eindruck und einem gelungenen

Einstieg durch das Onboarding. Des Weiteren sind in der vorliegenden Version

weder zusätzliche Funktionen noch ein erweitertes Menü integriert.

Folglich besteht der leere Zustand wieder aus dem Startmenü im Onboarding-

Prozess, bei dem die Nutzer:innen aufgefordert werden ein Oszilloskopmodell

auszuwählen (siehe Abb. 7.9). Dieses Startmenü dient sowohl als Ausgangspunkt
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für das Onboarding als auch als leerer Zustand der Anwendung. Der Aufbau des

Onboardings im Ablaufdiagramm mag auf den ersten Blick unnötig komplex

erscheinen, ermöglicht jedoch durch die modulare Struktur und die Abkapselung

einzelner Bereiche eine flexible und effiziente Erweiterung der App in späteren

Entwicklungsphasen (vgl. Abb. 7.13 im Reflexionskapitel 7.5.2).

OnboardingOnboarding

Nein Ja
Erster Start?

Leerer Zustand

UNI-T Rohde & Schwarz

Wähle ein
Oszilloskop

Drücke den "Positioning"
Button um zu starten

Schalte das
Oszilloskop ein

Platziere den
Funktionsgenerator

Schalte den
Funktionsgernator ein

Stelle ein
Rechtecksignal ein

Reduziere die
Amplitude

Verbinde beide Geräte
mit einem Kabel

Aktiviere den ersten
Kanal am Oszilloskop

Passe die Frequenz-
skalierung an

Passe die Amplituden-
skalierung an

Onboarding
abgeschlossen

Abbildung 7.8: Ablaufdiagramm zum Onboarding in der App-Version 0.17.01

Nach Auswahl eines Oszilloskops projiziert das System ein Gitter in die Umge-

bung in der aktivierten Kameraansicht, um eine Platzierungsfläche für virtuelle

Objekte zu schaffen. Diese Funktion basiert auf dem Wikitude-SDK, dessen

kostenlose Version jedoch eingeschränkte Tracking-Funktionen bietet. Dadurch

werden die Geräte in manchen Fällen nicht auf einer stabilen Fläche, sondern

scheinbar schwebend in den Raum gesetzt.

Mit dem erscheinenden „Positioning“-Button lässt sich das zuvor ausgewählte

Oszilloskopmodell auf dem Gitter platzieren. Nach Einschalten des Oszilloskops

muss der Funktionsgenerator hinzugefügt und ein Rechteckssignal mit einer

Amplitude von 0,5V eingestellt werden. Durch das Verbinden des Ausgangs

des Funktionsgenerators mit dem Eingangskanal des Oszilloskops sowie das

Aktivieren von Kanal 1 (CH1) erscheint das Signal auf demDisplay des virtuellen

Oszilloskops. Anschließend folgen Instruktionen zu den zentralen Reglern eines
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Oszilloskops, darunter die Einstellung der Zeitbasis für die horizontale Skalierung

und der Empfindlichkeit für die vertikale Skalierung.

(a) Leerer Zustand in der App-Version

0.17.01 für Android

(b) Leerer Zustand in der erweiterten App-

Version 0.17.07 für mobile Endgeräte

Abbildung 7.9: Leerer Zustand in der AR-App mit einem Hinweistext und einer Aus-

wahlmöglichkeit der verfügbaren Oszilloskopmodelle (7.9 (a)) und der verfügbaren

App-Funktionen (7.9 (b)) in der späteren Version.

Um neuen Nutzer:innen den Einstieg zu erleichtern, setzt das Onboarding auf

eine visuelle Führung, bei der nur relevante Bedienelemente des Oszilloskops

hervorgehoben werden. Weniger wichtige Funktionen, wie das Trigger-Menü,

bleiben deaktiviert. Der Bildschirm ist ausgegraut, während wichtige Schaltflä-

chen beleuchtet und durch Pfeile markiert sind — eine Technik, die häufig in

interaktiven Lernanwendungen oder Spielen verwendet wird. Diese schrittweise

Fokussierung stellt sicher, dass die Aufmerksamkeit gezielt auf zentrale Funktio-

nen gelenkt wird, was die Einarbeitung in die Arbeitsabläufe der Laborgeräte

erleichtert. Gleichzeitig reduziert sie eine kognitive Überlastung durch die rea-

listische 3D-Darstellung des Oszilloskops mit seinen vielen Bedienelementen

(siehe Abb. 7.10).

Die Instruktionen im Tutorial orientieren sich an den in der Literatur und

Praxis empfohlenen Prinzipien der Klarheit und Prägnanz, wie z. B. von Portman

und Hess (2010) beschrieben [Hes10; Por]. Dabei liegt der Fokus auf einer konsis-

tenten, direkten und verständlichen Ausdrucksweise. Jeder Schritt der Anleitung

vermittelt das „Was“, „Wie“ und „Warum“ einer Aktion, beispielsweise: „Halte
und drehe den Finger (wie), um die Signalamplitude (was) auf 0,5 V zu reduzieren
(warum).“ (siehe Abb. 7.10).

Gemäß der Selbstbestimmungstheorie von Deci und Ryan (2000) [DR00] soll-

ten Nutzer:innen in jeder Phase die Kontrolle über die App erhalten. Daher sollte

das Onboarding optional sein und jederzeit übersprungen oder beendet werden

können, auch wenn es für das Verständnis der Anwendung essenziell ist [Ech14].

Da in der aktuellen Version V0.17.0.1 noch keine konkreten Aufgaben mit den

Geräten vorgesehen sind, bleibt das Onboarding jedoch verpflichtend.
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Abbildung 7.10: Schritt-für-Schritt-Anleitung mit Fokus auf jeweils einer Handlung.

7.4.3 Teilnehmende der Studie

An der Umfrage im Dezember 2018 beteiligten sich insgesamt 44 Studierende,

darunter 36männliche. Aufgrund unvollständiger oder inkonsistenter Antworten

können nur 41 Proband:innen für den ersten und 39 für den zweiten Abschnitt

des Fragebogens herangezogen werden (vgl. Tabelle 7.1).

Tabelle 7.1: Geschlechterverteilung sowie Vorerfahrung mit AR-Apps

Geschlecht AR Vorerfahrung

m w Ja Nein

33 8 18 23

41 41

Etwa 70% der Teilnehmenden sind Bachelor-Studierende aus den Fachbe-

reichen Maschinenbau und Wirtschaftsingenieurwesen mit dem Schwerpunkt

Maschinenbau (vgl. Tab. 7.2). Die durchschnittliche Nutzungsdauer von Smart-

phones oder Tablets unter den Befragten liegt bei 6,9 Jahren, mit einer Standard-

abweichung von 2,7 Jahren.

Eine Mehrheit von 88% der Studierenden nutzt ihr Smartphone häufig oder

sehr häufig (Tab. 7.2), hauptsächlich für Kommunikation (92 %), Organisation

(73 %) und Unterhaltung (80 %). Trotz dieser regelmäßigen Nutzung und Er-
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Tabelle 7.2: Häufigkeitsverteilung nach Studiengang und Smartphone-Nutzung. CIW

= Chemieingenieurwesen; ET = Elektrotechnik; MB = Maschinenbau; Wing MB =

Wirtschaftsingenieurwesen Maschinenbau.

Studiengang Häufigkeit Smartphone Nutzung Häufigkeit

CIW 1 Sehr selten 1

ET 8 Eher selten 0

MB 17 Teils teils 4

Technomathematik 3 Eher häufig 8

Wing MB 12 Sehr häufig 28

Gesamt 41 Gesamt 41

fahrung mit Smartphones sind AR-Anwendungen weniger als der Hälfte der

Studierenden (44 %) bekannt (Tab. 7.1).

7.4.4 Ergebnisse zum UI und UX

Reliabilitätsanalyse

Die Analyse der verbleibenden 39 Studierenden ergibt anhand des Cronbachs-
Alpha-Koeffizient hohe Werte interner Konsistenz für die Skalen Attraktivität

(𝛼 = 0, 89), Durchschaubarkeit (𝛼 = 0, 84), Stimulation (𝛼 = 0, 89) und Ori-

ginalität (𝛼 = 0, 79). Dagegen fallen die Werte für Effizienz (𝛼 = 0, 63) und

Steuerbarkeit (𝛼 = 0, 55) niedriger aus, was vermutlich auf Missverständnisse

bei einzelnen Items zurückzuführen ist. Laut dem UEQ-Handbuch beeinflussen

mehrere Faktoren die Reliabilitätswerte. Eine geringe Stichprobengröße mit 39

Teilnehmenden kann ebenso eine Rolle spielen wie die eingeschränkte Anwend-

barkeit bestimmter Items auf das getestete Produkt. Begriffe wie „sympathisch“

oder „freundlich“ passen möglicherweise nicht in den spezifischen Nutzungs-

kontext. Auch kontextabhängige Interpretationen führen zu Abweichungen,

etwa wenn „Sicherheit“ als Datenschutz oder als Bediensicherheit verstanden

wird [Sch18]. Der UEQ ist in zahlreichen wissenschaftlichen Studien mit großen

Stichproben validiert und weist eine hohe Reliabilität sowie Konstruktvalidität

auf. Trotz einzelner niedriger Reliabilitätswerte in dieser Untersuchung werden

daher alle Daten in die Auswertung einbezogen.
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Auswertung der Skalen und derQualitätsaspekte

Die Mittelwert-Analyse der einzelnen Skalen verdeutlicht eine insgesamt neutra-

le Haltung der Studierenden gegenüber der App (vgl. Abb. 7.11). Ein möglicher

Grund könnte in den unterschiedlichen Vorerfahrungen mit AR-Anwendungen

liegen. Die Vermutung liegt nahe, dass erfahrene Teilnehmer:innen die App

aufgrund höherer Erwartungen kritischer beurteilen, während Personen oh-

ne vorherige Berührungspunkte mit AR-Apps tendenziell positiver reagieren.

Diese These lässt sich jedoch angesichts der geringen Stichprobengröße für

eine Korrelationsanalyse nicht validieren. Die Werte für Effizienz (0,11) und

Zuverlässigkeit (0,17) — jeweils auf einer Skala zwischen -3 und +3 — fallen sehr

niedrig aus, was durch Nutzendenfeedback zu Interaktionsproblemen bestätigt

wird. Zudem weisen die Skalen eine hohe Standardabweichung auf, etwa 1,5

bei Durchschaubarkeit und 1,3 bei Stimulation. Diese Streuung könnte eben-

falls auf das variierende Erfahrungsniveau der Teilnehmenden mit AR-Apps

zurückführbar sein.
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Abbildung 7.11: Gesamtergebnis des UEQ hinsichtlich der verschiedenen Skalen und

Qualitätsaspekte

Die Werte für Attraktivität sowie pragmatische und hedonische Qualität

der App bewegen sich zwischen niedrig und mittel (vgl. Abb. 7.11). Besonders

die pragmatische Qualität erreicht mit einem Mittelwert von 0,21 einen sehr

niedrigen Wert, was auf Instabilitäten und Interaktionsprobleme der App zu-

rückzuführen ist. Dies beeinträchtigt auch die Gesamtattraktivität, die einen

Mittelwert von 0,56 aufweist.

Im Gegensatz dazu fällt die hedonische Qualität mit einemMittelwert von 1,04

positiver aus. Die wahrgenommene Neuartigkeit motiviert viele Studierende,

die App über die vorgesehenen fünf Minuten hinaus zu nutzen.
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Auswertung der Items und Benchmark-Test

Bei der Analyse einzelner Items stechen insbesondere Item 8 (unvorhersehbar
— vorhersehbar) und Item 9 (schnell — langsam) mit Mittelwerten von -0,4 bzw.

-0,8 negativ hervor. Dies lässt sich durch lange Reaktionszeiten der App und die

Notwendigkeit mehrerer Berührungen erklären, bis eine Eingabe korrekt erfasst

wird. Die Verzögerungen führen zu erhöhter Frustration bei den Teilnehmenden,

was sich sowohl in Gesprächen als auch durch beobachtetes Nutzungsverhalten

widerspiegelt (siehe Kapitel 7.4.5).

Der UEQ ermöglicht den Vergleich der Ergebnisse mit Daten aus anderen

Studien. Zum Zeitpunkt der Evaluation umfasst die Benchmark-Datenbank
47

401 Untersuchungen mit über 18.483 Teilnehmenden. Die folgende Abb. 7.12

zeigt die App im direkten Vergleich zu diesen Referenzwerten.
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Abbildung 7.12: Benchmark der AR-App im Vergleich zu anderen Studien, die mit dem

UEQ erfasst wurden

Auch hier zeigt sich, dass die App insgesamt mittel bis schlecht abschneidet

und lediglich bei der Originalität punktet. Besonders kritisch im Vergleich sind

die Effizienz und Steuerbarkeit der App.

47 Benchmark bezeichnet einen Referenzpunkt oder Vergleichsstandard, der als Kriterium zur

Bewertung und zum Vergleich von Leistungen, Eigenschaften oder Qualitätsmerkmalen dient

[LP95].
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7.4.5 Ergebnisse zum Onboarding

Die Ergebnisse aus Tabelle 7.3 verdeutlichen, dass das Onboarding der AR-App

hinsichtlich der Verständlichkeit der Instruktionen mit einem Mittelwert von

𝑀 = 3,85 (von 5) insgesamt positiv bewertet wird. Auch die Selbsterklärungsfä-

higkeit der Funktionen schneidet mit𝑀 = 3,15 tendenziell gut ab. Schwächen

zeigen sich hingegen bei der Übersichtlichkeit der Funktionen (𝑀 = 2,83), der

Reaktionsgeschwindigkeit auf Nutzendeneingaben (𝑀 = 2,66) und insbesondere

bei der Stabilität und Zuverlässigkeit der Anwendung, die mit einem Mittelwert

von𝑀 = 2,34 am niedrigsten bewertet wird.

Tabelle 7.3: Häufigkeitsverteilung, Mittelwerte (𝑀) und Standardabweichungen (𝑆𝐷)

der Bewertung für die Fragen 2.1 bis 2.5 im Abschnitt 1 des Fragebogens mit 1 = „trifft

gar nicht zu“ und 5 = „trifft voll zu“.

ID Frage 1 2 3 4 5 𝑴 𝑺𝑫

2.1 Die Instruktionen der App fand ich

hilfreich.

1 3 5 24 8 3,85 0,9

2.2 Ich hatte schnell einen Überblick

über die verschiedenen Funktionen

der App.

4 14 11 9 3 2,83 1,1

2.3 Die Funktionen der App sind

selbsterklärend.

2 11 12 11 5 3,15 1,09

2.4 Die App reagiert schnell auf

Eingaben.

9 13 6 9 4 2,66 1,3

2.5 Die App läuft stabil und zuverlässig,

ohne Abstürze oder

Eingabeverzögerungen.

10 15 10 4 2 2,34 1,1

Diese Ergebnisse decken sich mit Beobachtungen während der App-Nutzung

sowie den Feedbackgesprächen und den insgesamt 12 Freitextantworten. Die

qualitative Analyse dieser Rückmeldungen ergibt vier thematische Cluster, die

in Tabelle 7.4 zusammengefasst sind.

Am häufigsten kritisieren die Teilnehmenden die Interaktion mit der App,

insbesondere im Hinblick auf die Reaktionsgeschwindigkeit und die Empfindlich-

keit gegenüber Eingaben. Schwierigkeiten bei der Positionierung der virtuellen

Geräte sowie bei der Steuerung von Bedienelementen, etwa an Drehreglern,

treten mehrfach auf. Aussagen wie „Drehregler des Oszilloskops ungenau zu be-
dienen“ oder „Sensitivität auf Toucheingabe nicht sehr hoch“ verweisen auf eine
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Tabelle 7.4: Clusterbildung der Freitextantworten mit Häufigkeiten

Cluster Häufigkeit

Interaktion (Reaktionszeit, Sensitivität, Bedienung,

Positionierung etc.) 10

Mehrwert von AR 6

Verständnis von AR 5

Performance (Stabilität) 4

eingeschränkte Bedienbarkeit. Diese Rückmeldungen spiegeln sich im niedrigen

Mittelwert zur Reaktionsgeschwindigkeit (𝑀 = 2,66) wider.

Auch die allgemeine Performance der Anwendung wird negativ beurteilt.

Verzögerte Reaktionen, lange Ladezeiten und Instabilität während der Nutzung

führen bei den Teilnehmenden zu Frustration. Aussagen wie „App sehr lang-
sam“ oder „reagiert nicht immer auf Berührungen“ belegen die wahrgenommene

Instabilität, was sich mit dem geringen Mittelwert zur Systemzuverlässigkeit

(𝑀 = 2,34) deckt.

Darüber hinaus scheint weder das Konzept von AR, noch dessen didaktischer

Mehrwert den Teilnehmenden verständlich zu sein. Erstere wird durch Irritation

darüber, dass die Kamera immer aktiv im Hintergrund läuft, ersichtlich. Ebenfalls

zurückzuführen auf die erschwerte Interaktion äußerten viele Teilnehmende

den Wunsch einer Zoom-Funktion. Dieser steht jedoch dem grundlegenden

Interaktionsprinzip in AR entgegen, da hier die virtuellen Objekte im realen

Raum verankert sind und erst durch eine Annäherung mit dem Smartphone

vergrößert werden.

Der vermeintlich nicht vorhandene Mehrwert der AR-Technologie spiegelt

sich in Aussagen wie „Vielleicht wäre eine normale App nützlicher“ oder „Ich
kann keinen zusätzlichen Nutzen durch die Verwendung von AR erkennen“. Einige
Teilnehmende betrachten herkömmliche Apps oder eine Kombination aus virtu-

ellen und realen Laboren, wie das myDAQ von National Instruments, als besser
geeignet für die Vorbereitung auf Laborpraktika. Dies deutet darauf hin, dass

der Zweck und die Vorteile der AR-Anwendung einigen Teilnehmenden nicht

verständlich sind.

Neben den Schwierigkeiten bei der Bedienung zeigt sich in den Feedback-

gesprächen, dass die Instruktionen im Tutorial zu kleinschrittig sind. Einige

Proband:innen folgen den Anweisungen mechanisch, ohne den Inhalt vollstän-

dig zu erfassen. Ein Teilnehmer äußerte sich mündlich, er hätte „keine Ahnung
[gehabt], was [...] [er] da gerade mache“. Dies unterstreicht die Notwendigkeit,
den einzelnen Instruktionen klarere inhaltliche Bezüge zu den jeweiligen Funk-

tionsbereichen des Oszilloskops zuzuordnen.
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7.5 Zusammenfassung und Reflexion

7.5.1 Zusammenfassung

In der Softwareentwicklung, insbesondere für mobile Apps, ist der erste Kontakt

von hoher Bedeutung, da Nutzer:innen oft bereits nach wenigen Sekunden

entscheiden, ob sie eine Anwendung weiterverwenden oder löschen. Besonders

bei komplexen Anwendungen wie AR-Lernumgebungen kann eine fehlende oder

unzureichende Einführung zu kognitiver Überlastung und Frustration führen.

Das Onboarding, das in den meisten Fällen den ersten Begegnungspunkt der

Anwender:innen mit einer App darstellt, spielt daher eine zentrale Rolle für den

ersten Eindruck und beeinflusst maßgeblich, ob eine Anwendung langfristig

genutzt wird (Forschungsfrage F1).
Es existieren drei gängige Onboarding-Formen: nutzenorientiertes Onboar-

ding hebt zentrale Vorteile der Anwendung hervor, funktionsorientiertes Onboar-

ding erklärt wesentliche Bedienelemente und progressives Onboarding integriert

die Einführung direkt in die Nutzung.

Die hier entwickelte AR-App kann durch ihren empty state, die teils ungewohn-

te Interaktionsweise und die detailgetreue Darstellung der Laborgeräte kognitive

Überlastung verursachen. Vor diesem Hintergrund eignen sich insbesondere ein

funktionsorientiertes Onboarding (Einführung zentraler Bedienelemente) und

ein progressives Onboarding (schrittweise Anleitung während der Nutzung),

womit sich die zweite Forschungsfrage (F2) beantworten lässt.

Die App-Version 0.17.01 konzentriert sich ausschließlich auf das Onboar-

ding, um den Einfluss auf den ersten Eindruck gezielt zu untersuchen. Daher

besteht die gesamte App-Nutzung aus einer klar strukturierten Abfolge von

Erklärungen und Instruktionen: Die Nutzer:innen platzieren zunächst ein virtu-

elles Oszilloskop im Raum, koppeln es mit einem Funktionsgenerator und lernen

die zentralen Bedienelemente der virtuellen Geräte kennen (F3).
Die Kombination beider Onboarding-Formen und die visuellen Hilfen ermögli-

chen eine schrittweise Einführung sowohl in die App, als auch in die Laborgeräte

selbst und erleichtern den Einstieg. Um die Aufmerksamkeit gezielt zu lenken,

werden ausschließlich relevante Bedienelemente hervorgehoben, während we-

niger wichtige Funktionen deaktiviert bleiben. Auf diese Weise wird der Fokus

geschärft und gleichzeitig kognitive Belastung reduziert (F3 und F4).
Aus didaktischer Sicht trägt das Onboarding zu einer schnelleren Orientierung

und einem motivierenden Einstieg bei. Gleichzeitig zeigen sich jedoch auch

mögliche Nachteile. Beispielsweise kann eine zu starke Anleitung eigenständiges

Erkunden behindern, während sehr kleinschrittige Instruktionen dazu führen,
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dass Nutzer:innenAufgabenmechanisch ausführen, ohne ein tieferes Verständnis

zu entwickeln. Aus technischer Perspektive wirken sich ungenaue Erkennungen

oder verzögerte Reaktionen negativ auf die Nutzererfahrung aus und können

Frustration hervorrufen, womit Forschungsfrage F4 zu den Vor- und Nachteilen

des Onboardings beantwortet wird.

Zur Beantwortung der Forschungsfrage F5 wird das entwickelte Onboar-

ding mithilfe des UEQ evaluiert. Ergänzend werden Angaben zur technischen

Vorerfahrung sowie Freitextantworten zu Verständlichkeit und Nutzerführung

erhoben.

Die Studie umfasst 41 Studierende, die die Anwendung auf identischen LG

G5 Smartphones testen, um gerätespezifische Unterschiede auszuschließen. Die

Evaluation zeigt, dass das Onboarding-Konzept überwiegend positiv wahrgenom-

men wird, während die konkrete Umsetzung Verbesserungspotenzial bietet. So

bewerten 3/4 der Teilnehmenden die Anleitung als hilfreich, jedochwerden insbe-

sondere die Steuerung und Reaktionsgeschwindigkeit der App kritisch gesehen.

Verzögerungen und fehlerhafte Eingabeerkennungen führen zu Frustration und

beeinträchtigen die Interaktion. Dies spiegelt sich auch in den UEQ-Skalen für

die Qualität wider: Die pragmatische Qualität fällt mit einem Mittelwert von 0,21

erwartungsgemäß niedrig aus und beeinflusst die Gesamtattraktivität der App

(0,56) negativ. Gleichzeitig zeigt die hohe Bewertung der hedonischen Qualität

(1,04), dass die Neuartigkeit der Anwendung motivierend wirkt. Dies zeigt sich

auch darin, dass viele Teilnehmende die App über die geplante Zeit hinaus nut-

zen. Dennoch äußern einige Teilnehmende Skepsis gegenüber dem praktischen

Nutzen von AR und bevorzugen herkömmliche Anwendungen. Die Ergebnisse

bestätigen bereits im Vorfeld bekannte Einschränkungen des Wikitude-SDK

und unterstreichen die Notwendigkeit technischer Optimierungen sowie einer

klareren Vermittlung des Mehrwerts der AR-Technologie.

Durch die Gespräche und die Freitextkommentare können gemäß des Usability-

Engineering-Lebenszyklus für die Entwicklung von UIs [MM99] zahlreiche nütz-

liche Informationen gewonnen werden, um die App weiter zu optimieren. Diese

Optimierungen sind in der App umgesetzt und werden nachfolgend in der Refle-

xionsphase näher erläutert.
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7.5.2 Reflexion: Erweiterung des Onboardings

Mit der Weiterentwicklung der App steigt auch deren Komplexität, insbesondere

durch die Integration neuer SDKs mit veränderten Methoden zur Erkennung ebe-

ner Flächen. Das neue Onboarding ist im folgenden Ablaufdiagramm dargestellt

(siehe Abb. 7.13):

OnboardingOnboarding

Einfaches Tutorial
Oszilloskop

Einfaches Tutorial
Oszilloskop

Einfaches Tutorial Oszilloskop

-> Schritt-für-Schritt-Tutorial analog zum Onboarding in
Version 0.17.1

Einfaches Tutorial Oszilloskop

-> Schritt-für-Schritt-Tutorial analog zum Onboarding in
Version 0.17.1

Erklärung OszilloskopUI Einführung

Erklärung OszilloskopUI Einführung

Ja

Ja

Nein

Nein

AR Unterstützung?

AR-Sicht2D-Sicht

Erster Start?

UI Einführung Erklärung Oszilloskop

Quiz zum Oszilloskop

UI Einführung

weiter

Hinweis: Hauptmenü um Modus zu starten oder
Einstellungen zu ändern

weiter

Hinweis: Wechsel zwischen AR- und 2D-Ansicht

Hinweis: Fügen von Geräten in die Szene

Erklärung Oszilloskop

Allgemeine Erklärung zum Oszilloskop

Erklärung zu

Empfindlichkeit Zeitbasis

Messfunktion

Display

Anschlüsse

Leerer Zustand

Ja

Beenden Erklärung
anzeigen?

...

0

0

Ja
Weiter?

Nein

1

1

2

3

2

Ja
Weiter?

3

Quiz zum Oszilloskop

3

Nein

Quiz zum Oszilloskop

2

Abbildung 7.13: Ablaufdiagramm zum Onboarding in der weiterentwickelten mobilen

AR-App.
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Eine wesentliche Erweiterung stellt die kurze, obligatorische Einführung in die

Nutzungsoberfläche dar. Sie ist erforderlich, da neue Funktionen und Bedienele-

mente hinzugekommen sind, darunter der Ansicht-Button, mit dem zwischen AR-

und 2D-Modus gewechselt werden kann. Diese Möglichkeit einer Darstellungs-

änderung ergibt sich sowohl aus technischer Sicht, da nicht alle Smartphones die

neuen SDKs unterstützen, als auch durch die Auswertung der Studie und dem

Wunsch einer alternativen Visualisierungsform der Laborgeräte. Nach Abschluss

dieser UI-Einführung lässt sich das Onboarding vorzeitig beenden. Anschließend

haben Nutzer:innen die Wahl zwischen verschiedenen Optionen:

1. eine allgemeine Einführung in die Funktionen des Oszilloskops (Level 1),

2. die Schritt-für-Schritt-Anleitung aus der vorherigen App-Version 0.17.01

(Level 2),

3. ein Quiz zur Bedienung des Oszilloskops (Level 3) oder

4. die freie Erkundung der App (Level 4).

In der Oszilloskop-Einführung (Level 1) wird eine allgemeine Übersicht zur

Anwendung und Nutzungsoberfläche des Oszilloskops vermittelt. Die Anleitun-

gen (Level 2) gliedern sich in drei Kompetenzbereiche, wobei jede Anleitung

einen anderen Aspekt des Oszilloskops bzw. Funktionsgenerators vermittelt. Das

Quiz (Level 3) besteht aus einem zufällig angelegten Signal, das nicht vollständig

auf dem Oszilloskop-Bildschirm dargestellt ist und dessen Parameter durch eine

korrekte Bedienung des Oszilloskops bestimmt werden müssen. Und schließlich

gelangen die Nutzer:innen mit der Wahl auf den freien Modus (Level 4) in den

leeren Zustand der App.

Aufgrund der erweiterten Funktionen und des neuen Menüs ist auch der leere

Zustand entsprechend in den Folgeversionen überarbeitet (siehe Abb. 7.9 (b))

Abbildung 7.14: Erweiterungs-Skript in Unity3D um grafische Schritt-für-Schritt-

Anleitungen zu erstellen.
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Die modulare Entwicklung der App, insbesondere durch eine speziell für Uni-

ty3D konzipierte Erweiterung, ermöglicht eine flexible Gestaltung von Schritt-

für-Schritt-Anleitungen und Anpassung des Onboardings ohne Programmier-

kenntnisse (vgl. Abb. 7.14). Dadurch lassen sich erweiterte Onboarding-Szenarien

und Tutorials, etwa für MR-Brillen, gezielt anpassen, ohne grundlegende Än-

derungen an der gesamten Anwendung vorzunehmen. Das Onboarding ist für

diese Brillen daher ausschließlich im Bereich der neuen Nutzungsoberfläche und

der Interaktionsmechanik erweitert, wie in Abb. 7.15 dargestellt.

UI EinführungUI Einführung

0

Fenster bewegen Handmenü öffnen Knopf und Regler
drücken

Erstes Gerät
platzieren

Gerät bewegenGerät skalierenZweites Gerät
platzieren

Beide Geräte mit einem
Kabel verbinden

OnboardingOnboarding

Einfaches Tutorial
Oszilloskop

Einfaches Tutorial
Oszilloskop

Erklärung OszilloskopUI Einführung

Ja

Ja

Nein

Nein

AR Unterstützung?

AR-Sicht2D-Sicht

Erster Start?

UI Einführung Erklärung Oszilloskop

Quiz zum OszilloskopLeerer Zustand

0

Ja
Weiter?

Nein

1

2

Ja
Weiter?

3
Nein

Quiz zum Oszilloskop

Abbildung 7.15: Ablaufdiagramm zum Onboarding für MR-Brillen. Bis auf die UI-

Einführung ist der Rest des Onboardings unverändert geblieben.
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In der App-Version für MR-Brillen (V1.13) sind an kritischen Stellen indirekte

Hilfen oder Hinweise in Form von Pfeilen bereitgestellt, die bei Bedarf deak-

tiviert werden können [ILM09]. Unaufgeforderte Unterstützung bleibt, wie in

[Ech14] empfohlen, auf ein Minimum beschränkt, um Unterbrechungen während

der Nutzung zu vermeiden. Über ein Menü in den Einstellungen lässt sich das

Onboarding erneut durchlaufen — beispielsweise nach längerer Nutzungspause

oder wenn eine neue Person das Gerät übernimmt, auf dem das Onboarding

bereits abgeschlossen wurde [Sai13].

Während das Onboarding den Einstieg in die Nutzung der App erleichtert,

stellt sich im weiteren Verlauf die Frage, wie sich deren tatsächliche Wirkung

auf kognitive Prozesse beim Umgang mit Laborgeräten erfassen lässt. Um dies

zu untersuchen, wird im folgenden Exkurs-Kapitel ein Ansatz auf Basis von

Eye-Tracking vorgestellt.
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8 Exkurs: Eye-Tracking
als Messinstrument

• Eye-Tracking Messverfahren zur 
Bewertung der motorischen 
Handlungskompetenz bzw. kognitiver 
Prozesse beim Umgang mit Laborgeräten

• Etablierung einer fundierten Methode zur 
objektiven Evaluation der Wirksamkeit 
einer AR-App und zur Erfassung 
motorischer Kompetenz von Studierenden 
ohne Vorerfahrung mit Laborgeräten

• F1: Eignet sich Eye-Tracking als Messinstrument für die objektive 
Bewertung kognitiver Prozesse beim Umgang mit Laborgeräten?

• F2: Wie können Eye-Tracking-Daten zur Bewertung kognitiver 
Prozesse beim Umgang mit Laborgeräten genutzt werden?

• F3: Welche Unterschiede zeigen sich im Blickverhalten von 
Anfänger*innen und Expert*innen?

• Mixed-Method Ansatz mit quasi-experimentellem Design
• Gruppenzuordnung basierend auf Selbsteinschätzung und 

Kurzinterview
• Blickverlaufsanalyse, ergänzt durch qualitative 

Feedbackgespräche

• Theoretische Grundlagen und Annahmen zu Eye-
Tracking

• Metriken zur Analyse von Blickdaten
• Unterschiede zwischen Expert*innen und 

Anfänger*innen

Forschungsgegenstand

Forschungssituation

Forschungsziel

Forschungsmethode

Forschungsfrage

4

Abbildung 8.1: Research Pentagon zum Eyetracking als Messinstrument für die Wirk-

samkeitsstudie

8.1 Problemstellung, Forschungsfragen und -ziel

Nach der konzeptionellen Entwicklung und Umsetzung der App steht nun die

empirische Evaluation im Vordergrund. Ziel ist es, die durch die App angestoße-

nen Lernprozesse sichtbar zu machen und deren Wirksamkeit im Umgang mit

Laborgeräten nachzuweisen.

Da bislang keine geeigneten Verfahren existieren, um diese kognitiven Pro-

zesse (bzw. kognitive Handlungsregulation) quantitativ zu erfassen [Bau23], soll

in diesem Exkurs ein entsprechendes Messinstrument entwickelt und pilotiert

werden.
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Die zentrale Forschungsfrage F1 lautet daher: Inwiefern ermöglicht Eye-Tracking
eine objektive Bewertung von kognitiven Prozessen beimUmgangmit Laborgeräten?
Ergänzend dazu werden folgende untergeordnete Fragen untersucht:

• F2: Wie können Eye-Tracking-Daten zur Bewertung kognitiver Prozesse

beim Umgang mit Laborgeräten genutzt werden?

• F3:Welche Unterschiede zeigen sich imBlickverhalten vonAnfänger:innen

und Expert:innen?

• F4: Eignet sich Eye-Tracking auch zur objektiven Erfassung motorischer

Fähigkeiten?

Das Ziel dieses Research Pentagons besteht folglich darin, eine Methode zu

erforschen, die die Wirksamkeit der AR-App zur Förderung der kognitiven

Handlungsregulation — insbesondere bei unerfahrenen Studierenden — bewer-

tet. Dazu werden Eye-Tracking-Daten von Studierenden ohne Vorerfahrung

mit den Blickmustern erfahrener Laboringenieure bei der Bearbeitung einer

Aufgabe am realen Oszilloskop verglichen. Dieser Ansatz ermöglicht eine späte-

re Beurteilung des Lernfortschritts nach der Nutzung der AR-App und liefert

gleichzeitig Rückschlüsse auf das vorhandene Vorwissen sowie die motorischen

und kognitiven Strategien der Teilnehmenden.

8.2 Forschungsmethode

Die angewandte Forschungsmethodik beruht auf einem Mixed-Method-Ansatz

mit einem quasi-experimentellen Design, bei dem eine Zuweisung der Teilneh-

menden zu Gruppen ohne Zufallsprinzip erfolgt [DB16]. Vielmehr werden die

Teilnehmenden nach einer Selbsteinschätzung und einem vorangehenden Kurz-

interview als Expert:in oder Noviz:in klassifiziert. Zusätzlich zu den quantitativen

Daten aus der Blickverlaufsanalyse werden durch ein Feedbackgespräch nach

dem Test qualitative Daten erhoben. Die Abb. 8.2 stellt das Forschungsdesign

grafisch dar.

Die Reliabilität der Messwerte wird durch die strikte Befolgung der in Abb. 8.2

festgelegten Schritte unter identischen Testbedingungen für jeden Teilnehmen-

den sichergestellt. Dies umfasst zunächst eine Einführung in die Studie, um die

Proband:innen über die Motivation und den Ablauf der Studie zu informieren.

Dazu zählt insbesondere die Vermeidung von Kopfbewegungen während der

Kalibrierungsphase, um Messungenauigkeiten vorzubeugen.
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Erläuterungen
zur Studie

Kalibrierung

Testmessung

Test

Feedbackgespräch

Pupil Labs
Eye-Tracker

Pupil Labs
Eye-Tracker

Mündlich

~ 10 Min

~ 8 Min

5 Min

< 10 Min

Abbildung 8.2: Forschungsmethode bzw. Ablauf der Eye-Tracking-Studie für jede:n

einzelne:n Proband:in

Die anschließende Kalibrierung der Eye-Tracking-Brille erfolgt auf einem

großformatigen Papierbildschirm, auf dem neun verdeckte Marker nacheinander

sichtbar gemacht werden. Nach Abschluss dieser Phase ermöglicht ein zusätzli-

cher Marker die Identifikation und spätere Korrektur systematischer Fehler wie

Offsets. Sobald die Kalibrierungswand entfernt und das dahinter befindliche Os-

zilloskop sichtbar wird, beginnt die eigentliche Testphase. Gleichzeitig wird das

Arbeitsblatt umgedreht. Die Bearbeitungszeit ist auf fünf Minuten begrenzt, um

mögliche Ermüdungseffekte der Augen zu minimieren, insbesondere aber auch

um eine einheitliche Datengrundlage für die Blickpfad-Analyse zu gewährleisten.

Während der Untersuchung werden sowohl messspezifische Auffälligkeiten

als auch ungewöhnliche Verhaltensweisen der Teilnehmenden dokumentiert

(siehe Abb. 8.3). Diese Beobachtungen fließen in ein anschließendes Nachge-

spräch ein, in dem die angewandten Lösungsstrategien reflektiert werden, was

eine detailliertere Analyse der Ergebnisse ermöglicht. Nach jedem Durchgang

wird das Oszilloskop durch Skalieren und Verschieben des Signals zurückgesetzt.
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Abbildung 8.3: Versuchsaufbau und Aufnahme während der Studiendurchführung

8.3 Forschungssituation: Annahmen und Grundlagen
zu Eye-Tracking

8.3.1 Eye-Tracking als Forschungsmethode

Eye-Tracking findet sowohl in der Industrie, beispielsweise bei der Entwicklung

von Produkten und Nutzungsoberflächen, als auch in verschiedenen Forschungs-

bereichen breite Anwendung [Has20; NA12]. Moderne Eye-Tracking-Systeme

erfassen präzise, welche Objekte in welcher Reihenfolge, zu welcher Zeit und wie

lange betrachtet werden. Dadurch lassen sich Rückschlüsse auf die Denkprozesse

und Aufgabenlösungsstrategien der Teilnehmenden ziehen [Hol+11]. Darüber

hinaus eignet sich Eye-Tracking zur Untersuchung von Unterschieden zwischen

Expert:innen und Noviz:innen bei der Bearbeitung spezifischer Aufgaben. Durch

den Vergleich von Blickmustern lassen sich typische Verhaltensweisen und Stra-

tegien identifizieren [Löw24]. Prä- und Posttests mit Eye-Tracking bieten zudem

eine Möglichkeit, die Wirksamkeit von Lernszenarien zu evaluieren, indem

Unterschiede in den Aufgabenlösungsstrategien zwischen unerfahrenen und

erfahrenen Studienteilnehmenden analysiert werden [Has20].
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8.3.2 Annahmen für Eye-Tracking-Studien

Die grundlegenden Prämissen der Eye-Tracking-Forschung gehen auf Just und

Carpenter (1980) zurück und sind als Eye-Mind-Hypothese bekannt [JC80]. Diese
Hypothese beruht auf zwei zentralen Annahmen: Die erste besagt, dass sich aus

den Fixationsmustern Rückschlüsse auf die kognitive Verarbeitung der Versuchs-

person in Echtzeit ziehen lassen [IR86; Lev13]. Obwohl diese Prämisse durch

zahlreiche empirische Studien gestützt wird [Has20], besteht keine absolute

Kongruenz zwischen visuellem und kognitivem Fokus. Beispielsweise kann eine

Person gedanklich eine Aufgabe lösen, während sie ins Leere blickt oder die

Augen schließt [FG98]. Die zweite Annahme geht davon aus, dass die Dauer

einer Fixation die Zeitspanne widerspiegelt, in der eine kognitive Auseinan-

dersetzung mit dem betrachteten Inhalt oder Objekt stattfindet [BS06; Vel+05].

Studien bestätigen diesen Zusammenhang weitgehend, allerdings zeigen alltägli-

che Beobachtungen, dass eine lange Fixationsdauer nicht zwangsläufig auf eine

aktive Verarbeitung hinweist, etwa wenn eine Person gedankenverloren einen

Punkt fixiert [Lev13].

Das bedeutet, dass dieselben Daten und Metriken (siehe Kapitel 8.3.5) auf

unterschiedliche Weise beurteilt werden können. Diese Unsicherheiten bei der

Interpretation von Eye-Tracking-Daten erfordern eine Kombination mit anderen

qualitativen Methoden wie Lautem Denken oder Post-Interviews, um eine valide

Analyse zu gewährleisten [Hei16].

Ein weiterer wichtiger Aspekt ist die Festlegung der Untersuchungsparameter,

insbesondere der Area of Interest (AOI) und der Mindestdauer für eine Fixation.

Eine einheitliche Definition der Dauer einer Fixation existiert nicht, um sie

von Mikrobewegungen der Augen, sogenannte Sakkaden, zu unterscheiden,

da sie vom Anwendungsfall bzw. vom Untersuchungsgegenstand abhängig ist

[Has20]. In Lesestudien wird häufig eine Fixation ab 50ms definiert, während

bei der Analyse von Bildbetrachtung eine Mindestdauer von 300ms bis 400ms

angesetzt wird [Ray98]. In dieser Studie wird, wie in den meisten vergleichbaren

Untersuchungen, eine Fixationsdauer von 200ms verwendet [JK03]. Zudem

werden die Begriffe „Fixation“ und „Blick“ synonym verwendet.

8.3.3 Funktionsweise von Eye-Tracking-Systemen

Eye-Tracking-Systeme variieren hinsichtlich ihrer Invasivität und Messgenauig-

keit, was sowohl die Bewegungsfreiheit der Proband:innen als auch die Validität
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der erfassten Daten beeinflusst [Voß10]. Weniger invasive Systeme ermöglichen

eine größere Bewegungsfreiheit, sind jedoch anfälliger für Messfehler, da Kopf-

bewegungen die Erfassung beeinträchtigen können. Hochinvasive Methoden

minimieren Störfaktoren und liefern dadurch präzisere und reproduzierbare Er-

gebnisse. Die am häufigsten verwendete Technik ist die Cornea-Reflex-Methode

[Duc07; Gei11]. Hierbei trifft Infrarot-Licht (IR-Licht) auf das Auge und wird

von der Pupille reflektiert, während eine darauf ausgerichtete Kamera diese Re-

flexionen erfasst. Anhand dieser Daten lässt sich die Position der Pupillenmitte

relativ zur Reflexion bestimmen [Voß10]. Vor der Nutzung erfordert das System

eine Kalibrierung, um die Augenposition exakt mit der räumlichen Umgebung

und dem Empfängersystem abzugleichen (siehe Kapitel 8.2).

Aktuell kommen zwei Haupttypen von Eye-Tracking-Geräten zum Einsatz,

die diese Technik nutzen: ferngesteuerte (engl. remote) Systeme und am Kopf

getragene (engl. head-mounted) Tracker [Hey15]. In dieser Untersuchung wird

ein head-mounted Eye-Tracker von Pupil Labs verwendet. Die Teilnehmenden

tragen dabei ein Brillengestell mit zwei Kameras; eine erfasst die IR-Reflexionen

der Augen, während die andere die Umgebung aus Perspektive der Testperson

aufzeichnet. Obwohl dieses System die Bewegungsfreiheit nicht einschränkt,

kann es als unangenehm empfunden werden und das Bewusstsein, Teil einer

Studie zu sein, verstärken [Voß10].

8.3.4 Merkmale zwischen Expert:innen und Noviz:innen

Die Forschung zur Expertise befasst sich vorrangig mit den Leistungsunterschie-

den zwischen Expert:innen und Noviz:innen sowie mit Erklärungsansätzen für

diese Differenzen [BR00; Hub14]. Dabei lassen sich zwei grundlegende Theori-

en unterscheiden: Einerseits wird Expertise als angeborenes Talent betrachtet,

andererseits als erlernbare Kompetenz [Chi06]. Zwar ist der Begriff „Expert:in“

unterschiedlich definiert, doch alle Erklärungen betonen die Abgrenzung zu

Noviz:innen [Hof98]. Zudem besteht keine starre Trennung zwischen beiden

Gruppen, sondern vielmehr ein Spektrum unterschiedlicher Kompetenzstufen,

wie z. B. das Dreyfus-Modell mit den fünf Entwicklungsstufen beschreibt (z. B.

[Hon13]).

In dem hier betrachteten ingenieurwissenschaftlichen Kontext lassen sich Ex-

pert:innen durchmehrjährige Berufserfahrung und eine vertiefte Fachkompetenz

auf den höchsten Niveaustufen (sieben und acht) des Deutschen Qualifikations-
rahmens (DQR) kennzeichnen [AK11]. Sie sind in der Lage, „Aufgaben und
Probleme zielgerichtet, sachgerecht, methodisch und selbstständig zu lösen und
das Ergebnis zu beurteilen.“ [KMK21, S. 15]. Diese Auslegung umfasst alle La-
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boringenieure und wissenschaftlichen Mitarbeitenden, die unmittelbar an der

Durchführung und Betreuung der Laborpraktika beteiligt sind. Zur Überprüfung

dieser Klassifizierung werden Kurzinterviews durchgeführt, die die Erfahrung

der Teilnehmenden mit Laborgeräten und insbesondere mit Oszilloskopen erfas-

sen (siehe Kapitel 8.2). Zusätzlich wird bei Laboringenieuren auch das betreute

Praktikum bzw. der spezifische Versuch thematisiert.

Bereits in dieser Phase zeigte sich, dass eine dichotome Einteilung in Ex-

pert:innen und Noviz:innen problematisch ist. Während Studierende der Elektro-

technik im ersten oder zweiten Bachelorsemester ohne vorherige Laborerfahrung

oder Ausbildung klar als Noviz:innen klassifiziert werden können, ist die Zu-

ordnung fortgeschrittener Studierender aus höheren Semestern schwieriger.

Obwohl diese bereits ein Laborpraktikum absolviert haben, betrachten sie sich

selbst oft noch als Anfänger:innen. Es ist davon auszugehen, dass grundlegende

Vorkenntnisse im Umgang mit Laborgeräten vorliegen, weshalb sie in eine dritte

Kategorie — die der Fortgeschrittenen — fallen.

8.3.5 Areas of Interest und Metriken von Eye-Tracking-Daten

Zur Analyse von Eye-Tracking-Daten ist die Segmentierung des Untersuchungs-

objekts in zu untersuchende oder besonders interessante Bereiche (engl. AOI)

erforderlich. Dabei wird zwischen gitterartigen und semantischen AOIs unter-

schieden. Letztere eignen sich für Objekte mit klar abgegrenzten und inhaltlich

zusammenhängenden Bereichen, wie HTML-Webseiten mit Kopfzeile, Navigati-

on und Fußzeile [AT13]. Auch bei Oszilloskopen ist eine semantische Untertei-

lung sinnvoll, da zentrale Funktionen wie Skalierung, Triggerung und Messung

klar definiert und bereits am Gerät räumlich voneinander getrennt und markiert

sind.

Die Form der AOIs hängt vom Anwendungsfall ab und reicht von kreisför-

migen bis zu elliptischen oder rautenförmigen Mustern. Zudem können AOIs

überlappen oder in kleinere Sub-AOIs unterteilt sein. Bereiche, die nicht von

Interesse sind, lassen sich als sogenannte Whitespace-AOI definieren und für die

weitere Analyse herausrechnen [Hey15].

Zur Analyse von AOIs kommen verschiedeneMetriken zum Einsatz, die Einbli-

cke in die visuelle Informationsverarbeitung und kognitive Prozesse ermöglichen.

Die wichtigsten Parameter sind:
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• Fixationshäufigkeit (Fixationsfrequenz): Diese Metrik gibt an, wie oft

ein bestimmter AOI erneut fixiert wird. Eine hohe Fixationsrate deutet auf

eine gesteigerte Relevanz des Bereichs hin, da bedeutsame Inhalte tendenzi-

ell häufiger betrachtet werden. Gleichzeitig kann eine ungewöhnlich hohe

Fixationsrate auf Verständnisprobleme hinweisen, wenn Nutzer:innen wie-

derholt zu einem Bereich zurückkehren, um Informationen zu verarbeiten

oder zu überprüfen [PB06; SG00].

• Verweildauer (Blickverweildauer): Die Verweildauer umfasst die ge-

samte Zeit, die innerhalb eines AOIs verbracht wird. Sie setzt sich aus der

Summe aller Fixationen und Sakkaden innerhalb des Bereichs zusammen.

Eine lange Verweildauer kann auf erhöhte Relevanz hinweisen, aber auch

darauf, dass ein Bereich schwer verständlich ist oder besondere Aufmerk-

samkeit erfordert. Zwei Perspektiven lassen sich dabei unterscheiden: Die

benutzendenorientierte Sichtweise betrachtet eine lange Verweildauer als
möglichen Hinweis auf kognitive Herausforderungen oder eine erhöhte

Verarbeitungszeit, während die objektorientierte Perspektive sie als Indika-
tor für die besondere Relevanz eines Bereichs wertet [JK03]. Nach Fitts et

al. (2005) erschwert eine erhöhte Verweildauer die Informationsaufnah-

me, während eine hohe Fixationsfrequenz auf wichtige Inhalte hindeutet

([FJM05] und [HA17]).

• Blickpfade (engl. Scanpaths): Blickpfade beschreiben die Sequenz von

Fixationen und Sakkaden über verschiedene AOIs und ermöglichen Rück-

schlüsse auf die Navigation innerhalb einer visuellen Umgebung. Sie zei-

gen, wie Nutzer:innen Informationen verarbeiten und welche Strategie

sie zur Problemlösung oder Orientierung anwenden [Duc07].

• Pupillendilatation: Die Veränderung des Pupillendurchmessers dient

als Indikator für kognitive Belastung und emotionale Reaktionen. Eine

stärkere Erweiterung der Pupille kann auf erhöhte mentale Anstrengung

oder eine stärkere emotionale Beteiligung hinweisen [Fie+22].

Auf Grundlage dieser Metriken erfolgt im Folgenden die konkrete Umsetzung

der Eye-Tracking-Studie zur Untersuchung des Blickverhaltens beim Umgang

mit Laborgeräten.
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8.4 Forschungsgegenstand: Entwicklung und
Auswertung der Eye-Tracking-Studie

8.4.1 Verwendete Materialien

Messinstrument: Eye-Tracker

Die Qualität der Eye-Tracking-Daten hängt maßgeblich von den technischen

Spezifikationen des eingesetzten Geräts ab, insbesondere von der Abtastrate und

der Messgenauigkeit. In dieser Untersuchung kommt ein Eye-Tracker von Pupil

Labs zum Einsatz, der auf Open-Source- und Open-Hardware-Prinzipien basiert

und eine Präzision von 0,82◦ aufweist
48
. Diese Genauigkeit ist entscheidend

für die exakte Erfassung von Fixationen auf kleinen Flächen oder bei weiter

entfernten Objekten. Beispielsweise führt eine Messgenauigkeit von 1,8◦ bei
einer Distanz von 60 cm zu einer Abweichung von 1,9 cm, während sie bei 3,5m

bereits 11 cm beträgt. Die Genauigkeit beschreibt somit die Abweichung bei der

Erfassung der Fixationspunkte.

Laborgeräte und Versuchsaufbau

Für die Testdurchführung wird ein Funktionsgenerator vorab auf ein Sinussignal

mit einer Frequenz von 2.480 Hz und einer Amplitude von 2,48V𝑆𝑆 eingestellt.

Der Generator bleibt für die Teilnehmenden verborgen und ist über eine Koaxial-

Leitung mit einem Oszilloskop des Typs HMO1002 von Rohde & Schwarz ver-

bunden, das auch im Laborpraktikum A zum Einsatz kommt. Das Signal am

Oszilloskop wird so verstellt, dass es außerhalb des sichtbaren Bereichs liegt. Die

Aufgabe der Teilnehmenden besteht darin, das Signal mit den entsprechenden

Funktionen des Oszilloskops sichtbar zu machen und die Signalparameter zu be-

stimmen. Die Auto-Taste bleibt dabei deaktiviert, sodass ausschließlich manuelle

Einstellungen und Messfunktionen zur Verfügung stehen.

Der Versuchsaufbau ist bewusst reizarm gehalten. Auf dem Testplatz befinden

sich lediglich das Oszilloskop, ein Stift und das umgedrehte Arbeitsblatt (sie-

he Anhang S. XXVIII). Stellwände an den Seiten schirmen die Testumgebung

ab und minimieren visuelle Ablenkungen (siehe Abb. 8.3). Um systematische

Fehler durch externe Infrarotquellen, etwa Sonnenlicht, zu vermeiden, erfolgt

48 Detaillierte Spezifikationen unter: https://pupil-labs.com
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die Untersuchung in einem abgedunkelten Labor mit kontrollierter künstlicher

Beleuchtung.

Zur Vorbereitung auf die spätere Analyse ist das Anbringen von Markern

oder Referenzpunkten am Untersuchungsobjekt erforderlich. Typischerweise

definiert ein einzelner Punkt ein standardisiertes Koordinatensystem zur Festle-

gung eines AOIs. Um jedoch Fehler zu minimieren, die durch eine unvollständige

Marker-Erfassung entstehen können, werden sechs solcher Referenzpunkte um

das Oszilloskop angebracht. Diese bilden gemeinsam ein einziges, zusammen-

hängendes AOI, das jederzeit zuverlässig bestimmbar ist. In einem weiteren

Analyseschritt erfolgt die Segmentierung in spezifische Sub-AOIs, wodurch de-

taillierte Analysebereiche entstehen, die eine präzisere Auswertung ermöglichen.

Die Abbildungen in 8.4 stellen das Oszilloskop vor (8.4 (a)), während (8.4 (b))

und nach der Versuchsdurchführung (8.4 (c)) dar.

(a) Oszilloskop mit Mar-

kern für spätere Definition

der AOIs aus Perspektive der

Proband:innen

(b) Oszilloskop während der

Versuchsdurchführung mit

Definition des großen AOIs

(c)Oszilloskopmit den jewei-

ligen Sub-AOIs im Python-

Skript während der Auswer-

tung

Abbildung 8.4: Ansicht auf dem Oszilloskop, vor (8.4 (a)), während (8.4 (b)) und nach

der Versuchsdurchführung (8.4 (c))

8.4.2 Entwicklung: Python-Skript für die Datenvorbereitung und
-bereinigung

Trotz der zahlreichen Vorteile einer Open-Source-Brille, wie Transparenz und

Flexibilität bei Softwareanpassungen, ergeben sich auch wesentliche Heraus-

forderungen. Da die Entwicklung und Wartung überwiegend durch freie Ent-

wickler:innen in ihrer Freizeit und ohne kommerzielle Absichten erfolgt, können

Dokumentationen unvollständig sein oder Programmteile Fehler (engl. Bugs)
enthalten. Besonders die unstrukturierte Aufzeichnung der Rohdaten erfordert

daher umfangreiche technische Kenntnisse, um sie für eine korrekte Analyse

aufzubereiten. Zur Vereinfachung dieser Prozesse dient ein eigens entwickeltes
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Python-Tool mit einer grafischen Nutzungsoberfläche, das die Datenaufberei-

tung, -bereinigung und -analyse unterstützt.

Das Tool ermöglicht zunächst die Unterteilung des Oszilloskop-AOIs in spezi-

fische Sub-AOIs, indem verschiedene Formen gezeichnet und einzelnen Berei-

chen eindeutige Buchstaben zugeordnet werden: A für die Anzeige, B für die

Vertikal-Regler (Empfindlichkeiteinstellung), C für die Triggerfunktionen, D für

die Horizontal-Regler (Zeitbasis), E für die Messfunktion und F für alle übrigen

Bereiche (vgl. Abb. 8.4 (c)). Jede Fixation — festgelegt als relative statische Au-

genposition von 200ms (siehe Kapitel 8.3.2) — wird innerhalb eines AOIs durch

den zugeordneten Buchstaben repräsentiert.

Durch die Aufzeichnung der Fixationsabfolge über die definierten AOIs entste-

hen Zeichenketten (engl. Strings), die den Scanpfad der Nutzer:innen widerspie-

geln. Jede Fixation fügt dabei ein Zeichen an den bestehenden String an. Für die

Analyse der Scanpfade sind jedoch vorrangig die Übergänge zwischen den AOIs

relevant. Daher erfolgt im nächsten Schritt eine Vereinfachung des vollständigen

Strings in einen zusammengefassten (engl. collapsed string), bei dem nur die

Wechsel zwischen AOIs berücksichtigt werden. Neben der Generierung von

Strings für die spätere Scanpfad-Analyse bietet das Python-Tool Visualisierungs-

möglichkeiten in Form von Heatmaps und AOI-Zeit-Diagrammen. Die Heatmaps

stellen die Häufigkeitsverteilung der Fixationen auf dem Oszilloskop dar, wobei

länger fixierte Bereiche in Rot hervorgehoben sind
49
. Das AOI-Zeit-Diagramm

visualisiert hingegen die zeitliche Verteilung der Fixationen, indem jede Fixation

als dünner Balken im jeweiligen AOI repräsentiert wird.

Das Flow-Diagramm in Abb. 8.5 veranschaulicht die einzelnen Schritte der

Datenaufbereitung und -analyse. Es beginnt mit der Qualitätsprüfung der Mess-

daten, gefolgt von Korrekturmaßnahmen, der Berechnung von Fixationen und

der Anwendung von Ähnlichkeitsalgorithmen zur Auswertung der Blickverläufe.

8.4.3 Teilnehmende der Studie

Wie in Kapitel 8.2 erläutert, erfolgt vor der Teilnahme an der Studie ein kurzes

Interview zur Prüfung der Eignung der Proband:innen. Dabei ist unter ande-

rem sichergestellt, dass keine Brille oder Kontaktlinsen getragen werden, da

diese die Datenqualität erheblich beeinträchtigen. Durch diese Auswahlkriterien

49 Ähnlich zu Wärmebildkameras, jedoch ohne feste Skala; die Farbverteilung erfolgt relativ zur

Gesamtblickzeit.
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Definition von Sub-
AOIs

niedrig hochPrüfung
Datenqualität Offset Korrektur

Keine weitere
Auswertung

Marker Anpassung und Normali-
sierung der Raumkoordinaten

Berechnung der Fixation in jedem
Sub-AOI

Berechnung der Gesamtfixation
pro AOI

Generierung eines
zusammengefassten Strings

Generierung AOI-
Zeit-Diagramm

Generierung
Heatmap

Levenshtein-Distanz-Algorithmus Needleman-Wunsch-Algorithmus

Klassische
Bewertungsmatrix

Angepasste
Bewertungsmatrix

MustervergleichGenerierung von
Clustern

Scanpath Vergleich

Abbildung 8.5: Flow-Diagramm mit den einzelnen Schritten der Datenaufbereitung

und -analyse für jede teilnehmende Person

reduziert sich die Teilnehmerzahl von ursprünglich 23 auf 17. Trotz zusätzli-

cher Maßnahmen, wie einer Testmessung zur Offset-Korrektur, erweisen sich

die Aufnahmen von sieben Teilnehmenden als qualitativ unzureichend für die

Analyse. Hauptursachen sind übermäßige Kopfbewegungen sowie Make-up,

insbesondere Mascara, was die Pupillenerkennung erschwert. Auch temporä-

re Beeinträchtigungen der Pupillenerfassung treten auf, häufig bedingt durch

trockene Augen, die das Reflexionsverhalten des IR-Lichts verändern. Eine durch-

gehend sehr hohe Aufnahmequalität liegt bei vier Proband:innen vor, während

bei sechs Teilnehmenden während der Messungen zeitweise Aussetzer auftreten.

Probanden mit häufigeren oder längeren Aufnahmeausfällen (Datenqualität ≤ 3)

werden von der weiteren Auswertung ausgeschlossen.

Für die finale Analyse stehen somit Daten von insgesamt zehn Personen zur

Verfügung: drei Anfänger:innen, drei Fortgeschrittene und vier Experten. Tab. 8.6

gibt eine Übersicht über den Wissensstand der verbleibenden Teilnehmenden

und deren Zuordnung in die jeweilige Erfahrungsgruppe.
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DatenqualitätBeschäigungAlterGeschlechtZeitWissensniveauID

5Laboringenieur40m0:05:015S1

4Laboringenieur38m0:05:025S3

5Laboringenieur31m0:03:225S8

4Laboringenieur34m0:04:495S9

4Student26m0:05:013S4

4Student27m0:05:023S5

4Wissenschalicher
Mitarbeiter28m0:05:013S6

5Studentin20f0:05:021S2

4Student22m0:05:051S7

4Studentin19f0:05:021S10

Abbildung 8.6: Verbleibende Teilnehmende für die Auswertung (4x Experten, 3x Fort-

geschrittene, 3x Anfänger:innen)

8.4.4 Auswertung der Verweildauer — Heatmap

Die Analyse der Heatmaps zeigt, dass alle Proband:innen unabhängig von ihrem

Erfahrungsniveau einen großen Teil der Betrachtungszeit auf den Oszilloskop-

Bildschirm fokussieren (vgl. Abb. 8.7). Dies ist nachvollziehbar, da das Display

rund 50 % der Geräteoberfläche einnimmt und sämtliche relevanten Änderungen

sowie Bedienhandlungen dort visualisiert werden (siehe Abb. 8.4 (c)).

(a) Heatmap eines Experten (S1) (b) Heatmap eines Anfängers (S7)

Abbildung 8.7: Heatmaps für zwei ausgewählte Proband:innen im Vergleich. Während

Experten (hier: S1) eine längere Verweildauer auf dem Display des Oszilloskops zeigen

(Abb. 8.7 (a)), richten Anfänger:innen (hier: S7) ihre Aufmerksamkeit verstärkt auf die

Bedienelemente (Abb. 8.7 (b)).
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Allerdings weisen Anfänger:innen auch eine stärkere Fixation auf die Be-

dienelemente auf, da sie das Oszilloskop zunächst kennenlernen und dessen

Funktionen erkunden müssen (Abb. 8.7 (b)). Diese erhöhte Verweildauer deutet

darauf hin, dass sie mehr Zeit benötigen, um sich mit der Steuerung vertraut zu

machen, während die Experten aufgrund ihrer Vorerfahrung gezielter vorgehen.

Bei ihnen dienen die Bedienelemente vorwiegend zur Orientierung, wodurch

die Fixationen auf diesen Bereichen kürzer ausfallen (Abb. 8.7 (a)). Die Ge-

samtverweildauer auf dem Bildschirm bleibt bei Experten weitgehend konstant,

während sie bei Anfänger:innen und bei Fortgeschrittenen von deren individu-

ellen Lösungsstrategien abhängt. In Interviews beschreiben viele unerfahrene

Nutzer:innen, dass insbesondere die leuchtenden Tasten ihre Aufmerksamkeit

auf sich ziehen. Sie messen diesen eine hohe Bedeutung bei und versuchen

deren Funktion nachzuvollziehen — ein Verhalten, das bei den Experten weniger

ausgeprägt ist.

8.4.5 Auswertung der Fixationsfrequenz — AOI-Zeit-Diagramm

Das AOI-Zeit-Diagramm bietet eine detailliertere Analyse der Verweildauer

als die Heatmaps, da es zeitliche Abläufe einbezieht und gleichzeitig die Fi-

xationsfrequenz zwischen den AOIs erfasst. Auf den ersten Blick zeigen die

Diagramme der verschiedenen Proband:innen-gruppen keine deutlichen Unter-

schiede (siehe Abb. 8.8). Durch die Verknüpfung der Blickdaten mit Interview-

und Beobachtungsdaten lassen sich jedoch Zusammenhänge zu den angewand-

ten Lösungsstrategien erkennen, wodurch bestimmteMuster identifiziert werden

können.

Wie bereits die Heatmap-Analyse zeigt, richtet sich der Blick von Experten

länger auf das Display, während die Bedienelemente nur kurz fixiert werden. Im

AOI-Zeit-Diagramm äußert sich dies in einer hohen Fixationsfrequenz zwischen

dem Display und den übrigen AOIs. Diese schnellen Fixationen dienen haupt-

sächlich der Orientierung, da die Bedienknöpfe und -regler bereits bekannt sind

und sich der Fokus stärker auf die Lösung der Aufgabe richtet (siehe Teilnehmer

S8 und S9 in Abb. 8.8). Besonders auffällig ist das Blickverhalten von Proband

S8, das sich durch eine schnelle Aufgabenbewältigung und präzise Nutzung

der Oszilloskop-Funktionen auszeichnet. In der Nachbefragung erklärte er, dass

ihm das Oszilloskop-Modell zwar neu war, er sich jedoch aufgrund früherer

Erfahrungen schnell an die Nutzungsoberfläche gewöhnt habe. Dies spiegelt

sich in seinen Blickbewegungen wider, die nur selten auf die Funktionsbereiche

des Oszilloskops gerichtet sind.
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Abbildung 8.8: AOI-Zeit-Diagramm für einige ausgewählte Proband:innen pro Katego-

rie (Experte, Fortgeschrittener, Anfänger:in)

Sowohl Studierende mit als auch ohne Vorerfahrung mit Oszilloskopen zeigen

in einigen Fällen eine hohe Fixationsfrequenz. Allerdings fällt die Verweildauer
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auf den verschiedenen AOIs bei unerfahrenen Nutzer:innen deutlich länger aus

(siehe Teilnehmer S6 in Abb. 8.8). In der Forschung zum Leseverhalten werden

längere Fixationen häufig als Indikator für Verständnisprobleme interpretiert

(z. B. [Voß10]). übertragen auf die vorliegenden Daten könnte dies darauf hin-

weisen, dass unerfahrene Proband:innen mehr Zeit benötigen, um sich mit den

Bedienelementen vertraut zu machen. Dies zeigt sich darin, dass sie bestimmte

Regler fixieren, deren Einstellungen anpassen und anschließend die Auswirkun-

gen auf dem Bildschirm beobachten.

Die Feedbackgespräche zu den Lösungsstrategien untermauern diese Annah-

me. So berichtet Probandin S2, gezielt nach Tasten oder Funktionen gesucht

zu haben, die ihr aus Vorlesungen oder von anderen Geräten, etwa Taschen-

rechnern, bekannt sind. Teilnehmer S7 verfolgt hingegen eine unkonventionelle

Strategie, indem er das Hilfemenü des Oszilloskops aufruft, um mögliche Lö-

sungsansätze zu finden. Dies führt zu einer längeren Verweildauer auf dem

Display und einem AOI-Zeit-Diagramm, das Ähnlichkeiten zu erfahreneren

Proband:innen wie S9 aufweist. Unterschiedliche Lösungsstrategien können

somit ähnliche Blickbewegungsmuster erzeugen, sowohl in Heatmaps als auch

in AOI-Zeit-Diagrammen.

Da sich aus den reinen Eye-Tracking-Daten keine eindeutigen Merkmale zur

Kategorisierung der Nutzergruppen ableiten lassen, rückt im weiteren Verlauf

die Scanpfad-Analyse in den Fokus. Dabei werden verschiedene Algorithmen

zur Ähnlichkeitsbewertung von Strings vorgestellt.

8.4.6 Auswertung der Scanpfade — Stringvergleich

Die Scanpfad-Analyse basiert auf Algorithmen, die Ähnlichkeiten oder Unter-

schiede zwischen Zeichenketten berechnen [Cas+18]. Ziel ist es, charakteristi-

sche Muster in den Blickbewegungen der Teilnehmenden zu identifizieren und

mögliche Zusammenhänge mit ihrem Erfahrungsniveau herzustellen.

Levenshtein-Distanz-Algorithmus

Der Levenshtein-Distanz-Algorithmus ermittelt die minimale Anzahl erforder-

licher Einfüge-, Lösch- und Ersetzungsoperationen, um eine Zeichenkette in

eine andere zu überführen [Dew+12]. Indem für jede dieser Operationen spezifi-

sche Kosten festgelegt werden, lässt sich die Ähnlichkeitsbestimmung als ein

Optimierungsproblem (Kostenminimalproblem) formulieren und mathematisch

lösen. Geringere Kosten (bzw. kürzere Distanzen) deuten dabei auf eine höhere

Ähnlichkeit zwischen den beiden Zeichenketten hin [Dew+12].
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Die berechneten Distanzen dienen als Grundlage für ein hierarchisches Cluste-

ring der Proband:innen (siehe Abb. 8.9 (a)). Je ähnlicher sich zwei Scanpfade sind,

desto kürzer sind die Verzweigungen im resultierenden Diagramm. Beispielswei-

se gruppieren sich die Proband:innen S8 und S5 in Cluster C1, während S1 und

S6 sich als C2 zusammenfassen lassen. Diese Cluster werden anschließend zu

höheren Clustern (hier C3) zusammengeführt, bis eine vollständige Hierarchie

entsteht. Allerdings liefert die Clusteranalyse auf Basis dieses Algorithmus keine

eindeutigen Ergebnisse, da sich auch Proband:innen aus der Expertengruppe in

den Verzweigungen der Fortgeschrittenen wiederfinden, etwa S1 und S8 (siehe

Abb. 8.9 (a)).

Needleman-Wunsch-Algorithmus

Im Gegensatz zum Levenshtein-Algorithmus, der die Differenz zwischen zwei

Zeichenketten berechnet und dabei kleinere Werte auf eine größere Ähnlichkeit

hinweisen, handelt es sich beim Needleman-Wunsch-Algorithmus um eine Me-

thode zur Ähnlichkeitsbewertung. Eine höhere Übereinstimmung zweier Strings

resultiert daher in einem höheren Wert [Cas+18]. Der Algorithmus basiert auf

dem sogenannten Sequenz-Alignment, bei dem zwei Zeichenfolgen durch das

Einfügen von Lücken (engl. gap) so ausgerichtet werden, dass möglichst viele

gleiche Abschnitte bzw. Teilzeichenfolgen entstehen [Cas+18; Dew+12].

Zur Bewertung der Übereinstimmung wird eine Ähnlichkeitsmatrix (engl.

Alignment- oder Similarity-Score) definiert, die das Problem analog zum Leven-

shtein-Distanz-Algorithmus als Kostenminimalproblem formuliert [Cas+18]. In

dem klassischen Verfahren werden gleiche Buchstaben (engl. match) mit +1
bewertet und Lücken sowie Fehlanpassungen (engl. mismatch) führen zu einem

Abzug von -1 [Hel18].

Das folgende Beispiel verdeutlicht die Funktionsweise des Algorithmus an-

hand der Zeichenketten „BIERGARTEN“ und „STERNWARTE“. Mit der zuvor

festgelegten Bewertung und durch das Einfügen von drei Gaps ergibt sich eine

maximale Punktzahl von 3, basierend auf 6 Matches, 0 Mismatches und 3 Gaps
50
.

E R N W - A R T E (2...9)

| | | | | |

E R - - G A R T E (2...8)

50 Gaps zu Beginn der Zeichenkette werden nicht berechnet
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S9
S3

S8

S1

S2

S7S10

S5

S4 S6

5 3 1

(a) Clustering nach dem Levenshtein-

Distanz-Algorithmus

S9
S3

S8

S1

S2

S7
S10

S5

S4

S6

5 3 1

(b) Clustering nach dem Needleman-

Wunsch-Algorithmus mit klassischer Bewer-

tungsmatrix

S9
S3

S8

S1

S2

S7

S10
S5

S4 S6

5 3 1

(c) Clustering nach dem Needleman-

Wunsch-Algorithmus mit angepasster Be-

wertungsmatrix

Abbildung 8.9: Vergleich verschiedener Algorithmen zur Ähnlichkeitsbestimmung:

8.9 (a) Levenshtein-Distanz-Algorithmus sowie Needleman-Wunsch-Algorithmus mit

klassischer (8.9 (b)) und angepasster Bewertungsmatrix (8.9 (c)).

Das Clustering nach diesemAlgorithmus liefert — ähnlichwie der Levenshtein-

Distanz-Algorithmus — kein eindeutiges Ergebnis (vgl. Abb. 8.9 (b)). Zwar sind

Anfänger:innen insgesamt besser gruppiert, dennoch werden auch hier die Pro-

band:innen S8 und S1 (Experten) fälschlicherweise dem Cluster der Fortgeschrit-

tenen zugeordnet. Auffällige Besonderheiten in den Daten lassen sich ebenfalls

nicht identifizieren.

129



Exkurs: Eye-Tracking als Messinstrument Chapter 8

Needleman-Wunsch-Algorithmus mit eigener Bewertungsmatrix

Da der klassische Needleman-Wunsch-Algorithmus ebenfalls kein klares Er-

gebnis liefert, wird er mit einer angepassten Bewertungsmatrix wiederholt.

Bewertungsmatrizen ermöglichen eine präzisere Abbildung semantischer Ähn-

lichkeiten zwischen den AOIs und sollen dadurch eine genauere Clusterbildung

erzielen.

Die Regionen B und D weisen eine enge funktionale Verwandtschaft auf,

da beide der Skalierung und Verschiebung des Signals dienen. Daher bleibt

die Ersetzung zwischen diesen Bereichen kostenneutral. Der Trigger-Bereich

(C) übernimmt ebenfalls eine wichtige Rolle in der Signaldarstellung, weshalb

er in die gleiche Gruppe eingeordnet wird. Bereich E hingegen ist für spezifi-

sche Messfunktionen und weiterführende Analysen wie die Schnelle Fourier-

Transformation (engl. Fast Fourier Transform (FFT)) vorgesehen. Deshalb erhält
eine Ersetzung zu oder von E höhere Kosten, während das Hinzufügen eines

Gaps wie zuvor auch mit -1 bestraft wird.

Die AOIs B bis E zeigen untereinander größere Ähnlichkeiten als zum Bereich

A (Display), da sie verschiedene Bedienelemente repräsentieren. Dies spiegelt

sich in höheren Ersetzungskosten wider. Die Bewertungsmatrix ist in Tabelle
(Tab.) 8.1 dargestellt.

Tabelle 8.1: Eigene Bewertungsmatrix zur Anwendung mit dem Needleman-Wunsch-

Algorithmus.

A B C D E *

A 1 -3 -3 -3 -3 -1

B -3 1 -1 0 -2 -1

C -3 -1 1 -1 -2 -1

D -3 0 -1 1 -2 -1

E -3 -2 -2 -2 1 -1

* -1 -1 -1 -1 -1 -1

Das Clustering zeigt eine ähnliche Gruppierung wie der klassische Algorith-

mus. Die Proband:innen S8 und S5 sowie S1 und S6 bilden erneut gemeinsame

Cluster. Allerdings fällt die Trennschärfe zwischen Experten und Noviz:innen

geringer aus; der Experte S9 liegt näher an den Noviz:innen S7 und S2 als an S3,

einem weiteren Experten (siehe Abb. 8.9 (c)).
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Mustervergleich innerhalb der Gruppen und Proband:innen

Der Needleman-Wunsch-Algorithmus ermöglicht durch das Ausrichten verschie-

dener Sequenzen (Sequenzabgleich) die Identifikation gemeinsamer Teilstrings,

um charakteristische Muster innerhalb der Gruppen zu analysieren (engl. pat-
tern matching). Dabei kommen reguläre Ausdrücke zum Einsatz, mit denen sich

komplexe Suchmuster definieren lassen. Diese bestehen aus einer Kombination

von Zeichen und speziellen Symbolen wie „∗“, „?“ oder „^“, wodurch erweiterte

Suchfunktionen möglich sind [Zor20]. Beispielsweise trifft der Ausdruck „AB∗“
sowohl auf „A“, „AB“ als auch auf „ABBBB“ zu.

Tabelle 8.2: Ergebnisse des Pattern Matching in jeder Gruppe sowie insgesamt unter

allen Teilnehmenden

Anfänger:innen

Muster Absolute
Häufigkeit

Sequenz-
Abdeckung51

CDCDCDCDCD 3867 3/3

DCDCDCDCDC 3776 3/3

BCBCBCBCBC 2559 3/3

CBCBCBCBCB 2516 3/3

BCDCDCDCDC 60 3/3

DCDCDCDCDB 54 3/3

CDCDCDCDBC 53 3/3

Fortgeschrittene

Muster Absolute
Häufigkeit

Sequenz-
Abdeckung

BCBCBCBCBC 5282 3/3

CBCBCBCBCB 5185 3/3

CDCDCDCDCD 4622 3/3

DCDCDCDCDC 4547 3/3

BCDCDCDCDC 54 3/3

DCDCDCDCDB 53 3/3

CBCBCBCBCD 52 3/3

Experten

Muster Absolute
Häufigkeit

Sequenz-
Abdeckung

CDCDCDCDCD 4982 4/4

Alle

Muster Absolute
Häufigkeit

Sequenz-
Abdeckung

CDCDCDCDCD 13471 10/10

Die Ergebnisse in Tab. 8.2 zeigen, dass die Muster „CDCDCDCDCD“ und

„CBCBCBCBCB“ in allen Sequenzen besonders häufig vorkommen. Dies weist

auf eine intensive Betrachtungsfrequenz der AOIs B, C und D hin. Zudem treten

das horizontale Menü (D) und das vertikale Menü (B) häufig in Kombination

mit dem Triggermenü (C) auf. Die Reihenfolge der Betrachtung scheint dabei

weniger relevant zu sein als die Wechsel zwischen diesen Funktionsbereichen

insgesamt. Eine eindeutige Ursache für dieses Verhalten lässt sich nicht ableiten.

Da die Genauigkeit des Eye-Trackers begrenzt ist, kann es zu Abweichungen

von einigen Zentimetern im eigentlichen Betrachtungspunkt kommen, was sich

besonders stark bei AOIs mit geringer Größe bemerkbar macht. Auch der Einfluss

der individuellen Lösungsstrategie bleibt unklar, da die erkannten Muster nur

für sehr kurze Zeit bestehen und teilweise weniger als eine Sekunde andauern.

51 Gibt an, in wie vielen der analysierten Sequenzen das Muster gefunden wird
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8.5 Zusammenfassung und Reflexion

8.5.1 Zusammenfassung

Eye-Tracking hat sich sowohl in der Industrie als auch in der Forschung als

Analysewerkzeug etabliert, um Blickverläufe und kognitive Prozesse besser zu

verstehen. Es basiert auf der Eye-Mind-Hypothese, die besagt, dass Fixations-

muster Rückschlüsse auf kognitive Prozesse ermöglichen und die Fixationsdauer

die Verarbeitungszeit eines Objekts widerspiegelt. Dieses Research Pentagon

untersucht, ob sich kognitive Prozesse beim Umgang mit Oszilloskopen quan-

titativ und objektiv erfassen lassen. Dazu wird das Blickverhalten von Anfän-

ger:innen, Fortgeschrittenen und Expert:innen mittels eines Open-Source und

Open-Hardware Eye-Trackers erfasst und verglichen. Die Zuteilung der Teil-

nehmenden zu den Gruppen basiert auf einer Selbsteinschätzung sowie einem

Prä-Interview.

Während des fünfminütigen Tests am Oszilloskop erfolgen die Aufzeichnung

der Blickverläufe und Dokumentation von Auffälligkeiten, ergänzt durch ein ab-

schließendes, formloses Feedbackgespräch, das zusätzliche Informationen zu den

Lösungsstrategien liefert. Zur Auswertung kommt ein eigens in Python entwi-

ckeltes Tool zum Einsatz, das die Bereinigung und Strukturierung der Messdaten

ermöglicht. Dabei wird das AOI des Oszilloskops in kleinere Sub-AOIs aufgeteilt

und mit Buchstaben codiert. Diese werden dann mithilfe der Metriken Fixa-

tionsdauer, Fixationshäufigkeit und Blickpfade ausgewertet (Forschungsfrage

F2).
Zur konkreten Beantwortung der Forschungsfrage F3 hinsichtlich der Un-

terschiede im Blickverhalten zwischen Experten und Anfänger:innen bei der

Nutzung des Oszilloskops werden die Metriken aus F2 ausgewertet.

Die Fixationsdauer — visualisiert in Heatmaps — zeigt, dass Experten eine

vergleichsweise lange Verweildauer auf dem Bildschirm aufweisen, während

Anfänger:innen zusätzlich einzelne Bedienelemente über längere Zeiträume

betrachten, um deren Funktion zu verstehen. Insbesondere beleuchtete Tasten

beeinflussen die Aufmerksamkeit stark, wie aus den Nachgesprächen hervorgeht,

und führen dadurch zu längeren Fixationen auf bestimmten Reglern.

Auch die Fixationsfrequenz-Analyse mittels AOI-Zeit-Diagrammen bestä-

tigt diese Beobachtung. Die Experten zeigen kurze, schnelle Blickbewegungen

zwischen Bedienelementen und Display, während Anfänger:innen längere Fixa-

tionszeiten auf den jeweiligen Bereichen aufweisen.
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Dies legt nahe, dass Experten bereits eine mentale Repräsentation des Ge-

räts besitzen und sich schneller eine Orientierung am Oszilloskop verschaffen

können. Anfänger:innen erkunden die Bedienelemente intensiver, durch län-

gere Fixationen und geringere Fixationsfrequenzen, um deren Funktion mit

vorhandenem Vorwissen zu verknüpfen, beispielsweise aus der Nutzung von

Taschenrechnern.

Jedoch hängt das Ergebnis stark von der individuellen Lösungsstrategie ab,

weshalb eine Verallgemeinerung nur eingeschränkt möglich ist. Beispielsweise

ruft ein Anfänger, der das Hilfsmenü nutzt, ebenfalls lange Verweildauern auf

dem Display auf und zeigt gleichzeitig sehr kurze Fixationsfrequenzen.

Die Scanpfad-Analyse mithilfe von Ähnlichkeitsalgorithmen verdeutlicht

ebenfalls, dass eine eindeutige Abgrenzung der Erfahrungsstufen nicht möglich

ist. Die Clusterbildung nach Levenshtein- und Needleman-Wunsch-Algorithmus

— sowohl mit klassischer als auch mit angepasster Bewertungsmatrix — ergibt

gemischte Gruppen, in denen sich alle drei Erfahrungsstufen überschneiden. Die

Blickverläufe innerhalb einzelner Personen über mehrere Durchgänge hinweg

zeigen eine stärkere Variabilität als zwischen verschiedenen Erfahrungsgruppen.

Dies legt nahe, dass sich Lösungsstrategien individuell entwickeln und nicht

zwingend einem einheitlichen Muster folgen.

Damit lässt sich die zentrale Forschungsfrage F1 und in Folge auch F4 beant-

worten: Trotz erkennbarer Unterschiede im Blickverhalten lassen sich aus den

reinen Eye-Tracking-Daten keine eindeutigen Klassifikationen ableiten. Eine

objektive Bewertung von kognitiven Prozessen beim Umgang mit Laborgeräten

ist folglich nach dieser Studie nicht möglich. Eine zuverlässige Unterscheidung

der Erfahrungsgruppen erfordert die Kombination mit qualitativen Methoden,

etwa durch Interviews oder das Laute Denken.

8.5.2 Reflexion: Störvariablen

Die Aussagekraft der Ergebnisse dieser Eye-Tracking-Studie ist durch verschie-

dene methodische und technische Herausforderungen deutlich eingeschränkt.

Bereits die grundlegenden Annahmen durch die Eye-Mind-Hypothese müssen

kritisch berücksichtigt werden, da beispielsweise eine längere Fixationsdauer

nicht zwangsläufig mit kognitiver Auseinandersetzung verbunden ist, sondern

ebenso auf gedankliches Abschweifen hinweisen kann.

Ein wesentliches methodisches Problem dieser Studie ist der Hawthorne-Effekt,
bei dem sich Teilnehmende, sobald sie sich ihrer Rolle in einer Studie bewusst
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sind, nicht mehr „natürlich“ verhalten [Bla13; Kom+08; SG15]. Die Teilneh-

menden können Annahmen über die Forschungshypothese treffen und sich

entsprechend verhalten [DB16]. Das Tragen der Eye-Tracking-Brille verstärkt

diesen Effekt, da das ungewohnte Tragegefühl die Proband:innen ständig daran

erinnert, Teil eines Versuchs zu sein [DB16]. Um dem entgegenzuwirken, erhal-

ten die Teilnehmenden erst am Ende der Studie detaillierte Informationen über

die tatsächliche Zielsetzung der Untersuchung.

Die Größe der AOIs stellt ebenfalls ein kritisches Kriterium dar. Sind diese

zu klein dimensioniert, können bereits leichte Abweichungen der Blickposition

oder sprunghafte Fixationswechsel zu ungewollten Messfehlern führen. Dies

beeinträchtigt insbesondere die Analyse von Fixationsfrequenzen und Scanpfa-

den, bei denen eine präzise und zuverlässige Zuordnung der Fixationen zu AOIs

maßgeblich ist.

Darüber hinaus treten mehrere Probleme im Kontext der technischen Da-

tenerfassung auf. Kopfbewegungen, vorwiegend die Annäherung an das Os-

zilloskop bei konzentrierter Arbeit, führen zu sogenannten Parallaxenfehlern.
Diese entstehen, weil der Eye-Tracker nur in der kalibrierten Entfernung zum

Untersuchungsgegenstand exakt ist und jede Abweichung von dieser Position

die Genauigkeit der Fixationsmessung verringert [Duc07; HNM12]. Trotz vor-

heriger Instruktionen lassen sich diese Bewegungen während des Experiments

nicht vollständig vermeiden, insbesondere wenn die Proband:innen völlig in der

Aufgabe vertieft sind. Außerdem bewirkt die konzentrierte Arbeit eine redu-

zierte Lidschlagfrequenz, was wiederum eine Austrocknung der Augen bewirkt

[SBS94]. Die daraus resultierende Trockenheit beeinträchtigt die Reflexionsqua-

lität des IR-Lichts auf der Pupille und verursacht temporäre Messausfälle, sodass

Lücken in den Scanpfaden entstehen. Zudem verursacht eine zeitweise redu-

zierte Bildrate des Eye-Trackers während der Aufnahme ebenfalls den Verlust

von wichtigen Blickdaten. Bereits Ausfälle von einigen Sekunden führen bei

Fixationszeiten von 300ms zu erheblichen Datenverlusten.

Diese technischen Einschränkungen reduzieren die ohnehin geringe Stich-

probe, sodass letztlich nur etwa die Hälfte der Teilnehmenden für die weitere

Analyse genutzt werden kann. In Folge sind keine allgemeingültigen Aussagen

über Unterschiede zwischen Anfänger:innen, Fortgeschrittenen und Experten

möglich. Um valide Ergebnisse zu erzielen, sind verbesserte experimentelle Be-

dingungen und technische Lösungen erforderlich, etwa modernere Eye-Tracker

mit höherer Messpräzision und stabilerer Datenerfassung. Neuere Generationen
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von Pupil Labs Eye-Trackern versprechen genauere Messungen ohne vorherige

Kalibrierung und selbst unter freiem Himmel. Zudem erlauben sie die Erfassung

weiterer Metriken, wie die Pupillendilatation oder Blinzelrate. Diese ergänzen-

den Parameter könnten tiefere Einblicke in kognitive Prozesse ermöglichen, da

beispielsweise die Blinzelrate von der Schwierigkeit einer Aufgabe und der damit

verbundenen mentalen Beanspruchung abhängt (z. B. [BWS96]). Ebenso gilt die

Pupillendilatation als zuverlässiger Indikator für die mentale Belastung oder

Ermüdung der Proband:innen (z. B. [SBS94], [HL93] oder [Wie+12]).

Auch existieren Eye-Tracking-Module, die sich direkt in VR- und MR-Brillen

integrieren lassen und somit Blickdaten unmittelbar erfassen. Verschiedene ak-

tuelle MR-Brillen, beispielsweise die Holo Lens 2 von Microsoft, die Meta Quest

2 Pro oder die Apple Vision, verfügen bereits über integrierte Eye-Tracking-

Systeme, die präzisere Daten liefern können als eigenständige Lösungen. Da-

durch eignet sich Eye-Tracking besonders gut für zukünftige Studien, in denen

die MR-Version der App genutzt wird, da keine zusätzlichen Messgeräte benötigt

werden und die Studie einfacher und kostengünstiger skalierbar ist.
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9 Wirksamkeitsanalyse
der mobilen AR-App

Wie im vorangehenden Kapitel festgestellt, ist Eye-Tracking als Messinstru-

ment aufgrund der begrenzten Aussagekraft und Generalisierbarkeit für die

Gesamtevaluation der Lehrmaßnahme ungeeignet. Daher wird in diesem Kapitel

ein Online-Test als alternative und in der Praxis etablierte Evaluationsmethode

eingeführt. Zwar weist auch dieser Ansatz Einschränkungen auf, insbesondere

hinsichtlich der Erfassung der kognitiven Handlungsregulation bei der geziel-

ten Bedienung eines Laborgeräts. Jedoch lassen sich in Kombination mit einem

ergänzenden Fragebogen zur Messung affektiver Veränderungen unterschiedli-

che Wirksamkeitsaspekte zur Vorbereitung auf Elektrotechnik-Laborpraktika

zuverlässig bewerten [WSO22].

Während der Online-Test die verschiedenen Taxonomiestufen nach Bloom

fokussiert, erhebt der Fragebogen das experimentelle (exp.) Selbstkonzept, das
Interesse an experimentellen Fragestellungen sowie das Empfinden von Über-

forderung im Vorfeld der Experimente. Im Mittelpunkt steht dabei weniger die

Entwicklung des Messinstruments selbst, sondern vielmehr die Ergebnisse und

Erkenntnisse aus der Gesamtevaluation.

Analog zum Research Pentagon werden zunächst die Forschungsfragen for-

muliert und daraus die Forschungshypothese zur Gesamtevaluation der App

abgeleitet (Kapitel 9.1). In Kapitel 9.2 erfolgt anschließend die Beschreibung des

Forschungsdesigns. Eine zentrale Rolle spielen dabei die eingesetztenMaterialien

(Kapitel 9.3), differenziert nach Messinstrumenten und Interventionen, sowie

die statistische Auswertung der erhobenen Daten (Kapitel 9.4). Abschließend

folgt eine zusammenfassende Diskussion der Ergebnisse.
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9.1 Forschungsfragen und Hypothesen

Im Rahmen der Gesamtevaluation stehen folgende Forschungsfragen im Mittel-

punkt:

• F1: Welchen Einfluss hat die Nutzung der AR-App auf die kognitiven

Aspekte, wie Wissen, Verständnis, Analyse und Anwendung in Bezug auf

Oszilloskope?

• F2: Lassen sich diese kognitiven Aspekte mittels der AR-App besser ver-

mitteln als durch herkömmliche Vorbereitungsmaterialien, wie Skripte,

Videos oder Handbücher?

• F3: Welchen Einfluss hat die Nutzung der AR-App auf die affektiven

Merkmale, wie das exp. Selbstkonzept, das exp. Sachinteresse sowie die

empfundene Überforderung oder Ängstlichkeit vor Laborversuchen?

• F4: Lässt sich die Selbsteinschätzung dieser affektiven Merkmale der Stu-

dierenden mittels der AR-App im Vergleich zu herkömmlichen Vorberei-

tungsmaterialien verbessern?

Aus den Forschungsfragen ergeben sich vier Hypothesen mit zugehörigen

Unterhypothesen. Während Hypothese H1 und H3 zeitliche Veränderungen

zwischen den beiden Erhebungszeitpunkten (Prä-Post-Vergleich) untersuchen,

vergleichen H2 und H4 Gruppenunterschiede im Zeitverlauf. Die Hypothesen

H1 und H2 beziehen sich auf kognitive Fähigkeiten im Umgang mit dem Oszillo-

skopen, dagegen nehmen H3 und H4 affektive Merkmale der Studierenden in

den Fokus:

• H1: Im Zeitverlauf verbessert sich das kognitive Leistungsniveau der Stu-

dierenden signifikant durch die Nutzung der AR-App, sowohl im Bereich

von Wissen und Verständnis (H1.1) als auch hinsichtlich Analyse- und

Anwendungsfähigkeiten (H1.2).

• H2: Im Vergleich zur Kontrollgruppe (klassische Materialien) erzielen Stu-

dierende der Interventionsgruppe nach Nutzung der AR-App signifikant

höhere kognitive Leistungen, bezogen auf Wissen und Verständnis (H2.1)
sowie auf Analyse und Anwendung (H2.2).
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• H3: Die Nutzung der AR-App führt über die Zeit hinweg zu signifikan-

ten positiven Veränderungen affektiver Merkmale bezogen auf das exp.

Selbstkonzept (H3.1), das exp. Sachinteresse (H3.2) sowie das Empfinden

von Überforderung und Ängstlichkeit (H3.3).

• H4: Im Vergleich zur Kontrollgruppe zeigen Studierende der Interventi-

onsgruppe nach der Nutzung der AR-App signifikant positivere Ausprä-

gungen affektiver Merkmale, d. h. ein höheres exp. Selbstkonzept (H4.1),
ein stärkeres exp. Sachinteresse (H4.2) sowie eine geringere empfundene

Überforderung und Ängstlichkeit (H4.3).

Aus diesen Hypothesen wiederum lassen sich die unabhängigen (UV) und
abhängigen Variablen (AV) festlegen.
Die unabhängigen Variablen umfassen Faktoren, die in der Studie gezielt

kontrolliert oder manipuliert werden können; in diesem Fall betrifft dies die

Gruppenzugehörigkeit der Teilnehmenden, die entweder der KG oder der Inter-
ventionsgruppe (IG) zugewiesen sind. Demgegenüber erfassen die abhängigen

Variablen die Auswirkungen der unabhängigen Variablen und dienen zur Analy-

se ihrer Einflussnahme. Sie betreffen sowohl kognitive Leistungsstufen nach der

Bloom’schen Taxonomie, darunter Wissen, Verständnis, analytische Fähigkeiten

und die Anwendung von Oszilloskopen, als auch affektive Einstellungen wie das

empfundene Maß an Überforderung und Ängstlichkeit im Praktikum, das exp.

Selbstkonzept und das exp. Sachinteresse. Zusätzlich existieren weitere unab-

hängige Variablen, die potenziell Einfluss auf die Studienergebnisse haben. Dazu

zählen das Vorwissen der Teilnehmenden, der zeitliche Aufwand für die Vorbe-

reitung auf das Praktikum, frühere Erfahrungen mit AR sowie die allgemeine

technische Affinität.

9.2 Forschungsdesign

Die Forschungsstudie folgt einem Prä-Post-Test-Design mit einem Kontrollgrup-

penvergleich, wie in Abb. 9.1 dargestellt.

Die Studie wird im Mai 2023 mit Elektrotechnik-Studierenden an der Techni-
sche Universität Dortmund (TU-DO) und der Rheinisch-Westfälischen Technischen
Hochschule Aachen (RWTH) durchgeführt. Vorab erhalten die Studierenden per

E-Mail eine Einladung zur Teilnahme an einem Online-Prä-Test über das jeweili-

ge Learning Management System (LMS)52 der Universitäten. Zusätzlich werden

52 in beiden Fällen Moodle
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Erläuterungen
zur Studie

Fragebogen 1.1: Vorerfahrung Oszilloskop, Exp.
Selbstkonzept, Exp. Sachinteresse, Überforderung

Prä-Test

Kontrollgruppe:
Klassische Vorbereitung

Google
Forms

Moodle

iPads

~ 5 Min

10 Min

20 Min

20 MinInterventionsgruppe:
AR Vorbereitung

Post-Test

Fragebogen 1.2: Exp. Selbstkonzept, Exp.
Sachinteresse, Überforderung

Fragebogen 2: Vorerfahrung AR Apps, UEQ, SUS

Moodle 20 Min

Google
Forms 10 Min

Google
Forms 10 Min

Computer/
Laptop

Abbildung 9.1: Forschungsdesign mit einem Prä-Post-Test-Design und einem Kontroll-

gruppenvergleich

sie gebeten, einen 15-minütigen Online-Fragebogen auszufüllen. Dieser erhebt

neben soziodemografischen Daten auch Vorerfahrungen mit Laborgeräten, Ein-

stellungen zum Experimentieren sowie technische und exp. Selbstkonzepte der

Teilnehmenden.

Nach etwa einer Woche folgt die Intervention. Die Studierenden werden zu-

fällig in eine Interventionsgruppe und eine Kontrollgruppe aufgeteilt. Beide

Gruppen haben 30min Zeit, sich mit den bereitgestellten Vorbereitungsmate-

rialien mit dem Oszilloskop vertraut zu machen. Während die Kontrollgruppe

klassische Materialien wie Handbücher, Skripte und Videos zum Oszilloskop

R&D HMO1002 nutzt, arbeitet die Interventionsgruppe mit der AR-App in der

Version 0.17.07.

Im Anschluss absolvieren alle Teilnehmenden einen zum Prä-Test identisch

aufgebauten Post-Test und beantworten eine verkürzte Version des Fragebogens

zu affektiven Einstellungen. Die Interventionsgruppe erhält zusätzlich einen

weiteren Fragebogen zur Bewertung der Benutzungsfreundlichkeit mittels des

System Usability Scale (SUS) und der Nutzererfahrung über den UEQ.

140



Wirksamkeitsanalyse der mobilen AR-App Chapter 9

9.3 Verwendete Materialien

9.3.1 Messinstrumente

Wissens-Test zum Oszilloskop

Der Moodle-Kurs besteht aus einer Fragensammlung mit 21 Aufgaben zum

Oszilloskop. Die ursprüngliche Version ist im April 2022 mit Elektrotechnik-

Studierenden und im August desselben Jahres mit Physik-Studierenden der

Universität Paderborn pilotiert worden. Auf Basis von Gesprächen mit Mitar-

beitenden und Laboringenieuren aus den Fachbereichen Elektrotechnik und

Physik ist der Test weiter präzisiert und optimiert worden. Die Fragen unter-

teilen sich in sieben Aufgaben zum allgemeinen Verständnis von Signalen und

Oszilloskopen, darunter die Benennung einzelner Bedienelemente. Sechs weitere

Fragen thematisieren die Zeitbasis, ebenso sechs Fragen die Empfindlichkeit.

Ergänzend existiert eine Aufgabe, die beide Kategorien kombiniert, sowie eine

weitere Aufgabe zur Funktion des Triggers. Eine detaillierte Darstellung der

Fragen findet sich im Anhang S. XXXIII.

Fragebögen

In der Studie kommen zwei ähnliche Fragebögen mit identischer Struktur zum

Einsatz. Beide beginnen mit einem Abschnitt zur Ermittlung allgemeiner Daten,

die potenziell die Studienergebnisse beeinflussen können, gefolgt von standardi-

sierten Frage-Blöcken.

Fragebogen 1: Vorerfahrung, Selbstkonzept und Überforderung
Der erste Fragebogen stellt neben den soziodemografischen Angaben, insbe-

sondere Fragen zu den Vorerfahrungen der Studierenden im Umgang mit La-

borgeräten und experimentellen Tätigkeiten. Im zweiten Abschnitt folgen acht

Items zum exp. Selbstkonzept sowie drei Items zum exp. Sachinteresse. Der letzte

Abschnitt enthält 14 Items zur Erfassung von Überforderung und Ängstlichkeit

vor Laborversuchen. Dieser Fragebogen, mit Ausnahme des ersten Abschnitts,

wird von den Teilnehmenden analog zum Moodle-Test sowohl vor als auch nach

der Intervention ausgefüllt.

Fragebogen 2: System Usability Scale und User Experience Question-
naire
Der zweite Fragebogen richtet sich ausschließlich an die Interventionsgruppe,

die mithilfe von iPads und der AR-App die Laborgeräte erkundet. Nach allge-

meinen Fragen zur Nutzungshäufigkeit von Smartphones oder Tablets sowie

zur Vorerfahrung mit AR-Anwendungen folgen zwei etablierte, standardisierte

Fragebögen: der System Usability Scale und der User Experience Questionnaire.
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Die zehn Items des SUS ergeben nach Gewichtung einen Gesamtwert zur Be-

wertung der Benutzungsfreundlichkeit der App. Außerdem lässt sich durch den

Vergleich mit anderen Studien, die ebenfalls den SUS einsetzen, die Gesamtper-

formance der Anwendung beurteilen. Der UEQ besteht aus 26 Items, die jeweils

Gegensatzpaare darstellen (siehe Kapitel 7.4.1). Den Abschluss des Fragebogens

bilden 11 offene Fragen, in denen die Teilnehmenden Verbesserungsvorschläge

äußern können. Beispielsweise werden Fragen wie „Was hat Dir gefehlt?“ oder
„Was könnte man noch anders oder besser machen?“ gestellt. Beide Fragebögen
sind im Anhang unter III.2 ab S. XLIII dieser Arbeit vollständig dokumentiert.

9.3.2 Intervention

AR-App — PEARL

Um sicherzustellen, dass Unterschiede in der Hardwareleistung oder Software-

version keinen Einfluss auf die Nutzung der AR-App haben, erhalten die Teil-

nehmenden der Interventionsgruppe iOS-Tablets. Zum Einsatz kommt ein iPad-

Modell aus dem Jahr 2018 mit iOS-Version 14.1 und der AR-App in Version

0.17.07.

Die App integriert sämtliche Optimierungen, die aus der Reflexion der On-

boarding-Studie hervorgegangen sind. Anstatt alle Funktionen eigenständig

durch Ausprobieren zu entdecken, führt das Onboarding schrittweise und gezielt

durch die wesentlichen Level und Funktionen der App. Nach Abschluss dieser

Einführung können die Studierenden sämtliche App-Funktionen frei erkunden.

(a) Verschiedene Messfunktionen des Oszil-

loskops, um Signalparameter wie Frequenz

oder Amplitude zu bestimmen

(b) 2D-Ansicht der App mit weiteren Gerä-

ten, u. a. Steckbrett und elektrotechnischen

Bauteilen

Abbildung 9.2: Ansicht aus dem Funktions- und Geräteumfang der App in Version

0.17.07
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Neben einem erweiterten Funktionsumfang des Oszilloskops, das nun ver-

schiedene integrierte Messfunktionen wie „Time“, „Voltage“ und „Set to Trace“
beinhaltet (siehe Abb. 9.2 (a)), ist auch das Trigger-Menü um Optionen wie „Ed-
ge“, „Channel 1“ und „Channel 2“ ergänzt. Darüber hinaus stehen zusätzliche

Geräte zur Verfügung, darunter ein Steckbrett mit elektrotechnischen Bauteilen

wie Widerständen, Light Emitting Diode (LEDS), Spulen und Kondensatoren

(siehe Abb. 9.2 (b)). Ergänzt wird das Set-up durch ein Vielfachmessgerät sowie

ein Netzteil, das direkt im Funktionsgenerator integriert ist.

Eine weitere Neuerung ist die 2D-Ansicht, die ein längeres und komfortableres

Arbeiten und Experimentieren mit der App ermöglicht.

Digitale Unterlagen in Moodle

Die Teilnehmenden der Kontrollgruppe erhalten vorab über dieMoodle-Plattform

die Anweisung, zum zweiten Testtermin einen eigenen Laptop oder ein Tablet

sowie Kopfhörer mitzubringen, um die bereitgestellten Vorbereitungsmaterialien

nutzen zu können. Die Untersuchung findet in den Computer-Poolräumen der

jeweiligen Universitäten statt, sodass bei Bedarf auch universitäres Equipment

zur Verfügung steht.

Die Materialien umfassen ein aus der AR-App generiertes Video, das den

Einführungslevel zeigt und die zentralen Funktionen des Oszilloskops erläu-

tert (siehe Abb. 9.3 (a)). Ergänzend liegt ein weiteres, aufwendig aufbereitetes

Erklärvideo des E-Labors vor, das am realen Oszilloskop aufgenommen ist und in-

haltlich dieselben Themen behandelt wie die AR-Anwendung (siehe Abb. 9.3 (b)).

(a) Bildschirmfoto aus dem Erklärvideo —

aufgezeichnet aus der AR-App und in the-

matische Kapitel unterteilt

(b) Bildschirmfoto des im E-Labor erstell-

ten Videos zu den zentralen Funktionen des

Oszilloskops

Abbildung 9.3: Bildschirmfotos aus den bereitgestellten Videos für die KG
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Neben den Videos werden das Benutzerhandbuch sowie transkribierte Erläute-

rungenmit schematischenDarstellungen des Oszilloskops und seiner Funktionen

bereitgestellt. Zusätzlich stehen Übungsblätter zur Verfügung, die auch im regu-

lären Versuch 0 des E-Labors zum Einsatz kommen. Dadurch können sich die

Teilnehmenden der Kontrollgruppe auf theoretischer Ebene mit Fragestellungen

zum Oszilloskop auseinandersetzen. Beide Gruppen erhalten folglich inhaltlich

nahezu identische Informationen, jedoch über unterschiedliche Medien.

9.4 Statistische Auswertung

9.4.1 Auswertungstools und Messverfahren

Die statistische Auswertung erfolgt mit Excel und dem Statistikprogramm SPSS
Version 29.0. Zunächst wird eine Reliabilitätsprüfung der Messinstrumente durch-

geführt, um darauf aufbauend die Skalen für die weiteren Berechnungen anzu-

passen. Danach liefert eine deskriptive Analyse Einblicke in die Vorerfahrungen

der Teilnehmenden.

Die Studie basiert auf einem zweifaktoriellen, gemischten Design, das In-

nersubjekt- und Zwischensubjektfaktoren kombiniert (Zeit * Gruppe). Der In-

nersubjektfaktor beschreibt die Messwiederholung über zwei Zeitpunkte (Prä-

und Post-Test) hinweg, wobei jeweils dieselben Personen erfasst werden. Die

Gruppenzugehörigkeit (Interventions- vs. Kontrollgruppe) stellt hingegen einen

Zwischensubjektfaktor dar, da jede Person nur einer der beiden Gruppen eindeu-

tig zugeordnet ist. Entsprechend handelt es sich bei den zeitlichen Messungen

um abhängige Stichproben, während die Gruppen unabhängig voneinander

betrachtet werden.

Zur Analyse eignet sich eine gemischte Varianzanalyse (engl. Analysis of
Variances (ANOVA)) mit Messwiederholung, bei der sowohl inner- als auch

zwischensubjektliche Effekte berücksichtigt werden. Dieses Verfahren erlaubt

es, Wechselwirkungen zwischen dem Faktor Zeit und der Gruppenzugehörigkeit

statistisch zu prüfen [CH17]. Konkret analysiert die ANOVA Unterschiede in

den Mittelwerten in Abhängigkeit von beiden Faktoren [Fie13] und untersucht

drei zentrale Effekte [Wal24]:

1. Test der innersubjektlichen Faktoren bzw. Haupteffekt „Zeit“ (Messwieder-

holung): Erfasst, ob sich die Werte zwischen den beiden Messzeitpunkten

unabhängig von der Gruppenzugehörigkeit signifikant verändern. Hat

sich die Leistung insgesamt über die Zeit verändert?
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2. Test der zwischensubjektlichen Faktoren bzw. Haupteffekt „Gruppe“: Prüft,

ob sich die Gruppen in ihren Mittelwerten grundsätzlich unterscheiden,

unabhängig von der Zeit.

3. Interaktionseffekt Zeit * Gruppe: Gibt an, ob sich die Leistung über die

Zeit je nach Gruppe unterschiedlich verändert.

Der Interaktionseffekt stellt die zentrale Fragestellung dieser Studie dar. Eine

signifikante Wechselwirkung zwischen Zeit und Gruppenzugehörigkeit weist

darauf hin, dass sich der Effekt der Intervention nicht ausschließlich durch

einen allgemeinen Lernzuwachs erklären lässt, sondern spezifisch auf die Art

der Vorbereitung zurückzuführen ist. In diesem Fall zeigt ein Unterschied, wie

stark sich die Leistung durch die Nutzung der AR-Anwendung im Vergleich zu

klassischen Lernmaterialien verändert.

Bevor die Varianzanalyse mit Messwiederholung durchgeführt werden kann,

sind drei grundlegende Voraussetzungen zu prüfen (z. B. [BS11] und [Hem25]):

1. Die abhängige Variable ist intervallskaliert, d. h. die Abstände zwischen
den Messwerten sind gleich und es existiert kein Nullpunkt.

2. Normalverteilung der abhängigen Variablen innerhalb jeder Gruppe: Diese

ist für 𝑁 > 30 immer erfüllt und lässt sich andernfalls mit dem Shapiro-
Wilk-Test oder durch visuelle Prüfung der Q-Q-Plots beurteilen.

3. Sphärizität für die Messwiederholungen: Sie gilt erst ab drei Messzeit-

punkten und wird z. B. mittels des Mauchly-Tests geprüft. Sie ist erfüllt,
wenn die Varianzen der Differenzen zwischen allen Zeitpunkten gleich

ausfallen.

Die erste Voraussetzung ist erfüllt, da die Punkteverteilung im Online-Test in-

tervallskaliert ist. Mit einer Stichprobengröße von 𝑁 > 30 im Sinne des zentralen

Grenzwertsatzes ist auch die zweite Bedingung erfüllt [Gir92]. Die Sphärizität

gilt in der vorliegenden Untersuchung definitionsgemäß als gegeben, da sie

erst bei mindestens drei Messzeitpunkten relevant wird [Gir92]. In einer Mess-

wiederholung mit zwei Zeitpunkten (Prä-Post-Test) stellt diese Voraussetzung

daher kein Ausschlusskriterium dar. SPSS berücksichtigt dies automatisch in der

Option „Messwiederholung“ im Modul Allgemeines lineares Modell53 und prüft

zugleich die Homogenität der Varianzen [Fie13].

53 engl. General Linear Model (GLM)
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Zur Beantwortung der letzten beiden Forschungsfragen ergänzt eine Korrela-

tionsanalyse die ANOVA. Dabei untersucht sie den Zusammenhang zwischen

verschiedenen Prädiktoren, wie Vorerfahrung oder experimentellem Selbstkon-

zept, und den Testergebnissen.

Die Bewertung der AR-Anwendung erfolgt auf Basis der SUS- und UEQ-

Fragebögen sowie der qualitativen Freitextantworten. Dazu fließen deskriptive

Kennwerte wie Mittelwert und Standardabweichung ein [SL16]. Benchmark-

Daten dienen als Vergleichsrahmen zur Einordnung der Ergebnisse. Auf diese

Weise lassen sich konkrete Schwachstellen und potenzielle Optimierungsbedarfe

der App identifizieren.

9.4.2 Reliabilitätsprüfung der Messinstrumente

Moodle-Test

Die Fragen im Moodle-Test sind sowohl thematisch nach den Funktionen des Os-

zilloskops gegliedert als auch den TaxonomiestufenWissen, Verständnis, Analyse
und Anwendung zugeordnet. Die Reliabilitätsanalyse zeigt dabei unterschied-

liche Werte für die jeweiligen inhaltlichen Kategorien (Tab. 9.1) sowie für die

einzelnen Stufen (Tab. 9.2).

Trotz einer vorherigen Pilotierung des Online-Tests mit drei verschiedenen

Gruppen — Studierenden der Elektrotechnik, Physik sowie wissenschaftlichen

Mitarbeitenden — weisen die ersten Taxonomiestufen eine geringe Reliabilität

auf (Cronbachs Alpha <= 0, 7) [Bla15]. Eine Ursache hierfür liegt in der geringen

Anzahl an Fragen pro Stufe, da eine höhere Itemzahl den Einfluss einzelner,

missverständlicher Fragen minimiert [Dör23]. Dies zeigt sich deutlich bei der

Taxonomiestufe Anwendung, die mit zwölf Fragen eine Reliabilität von 0, 808

erreicht, während über alle Fragen hinweg die Gesamtzuverlässigkeit des Tests

bei 0,855 liegt.

Besonders auffällig sind die Fragen F2 („Was stellt ein Oszilloskop grafisch dar?“ )
und F4 („In welchen Fällen ist ein Oszilloskop besonders hilfreich?“ ). Unklare For-
mulierungen führen zu Missverständnissen und beeinflussen die Reliabilität der

jeweiligen Skalen negativ [Dör23]. Daher fließen in die weitere Analyse nur

die korrigierten Taxonomiestufen ein, bei denen diese Fragen ausgeschlossen

sind. Trotz einer leichten Verbesserung bleibt die Reliabilität der meisten Stufen

dennoch unter 0, 8. Die Ergebnisse dieser Skalen sind mit Vorsicht zu interpre-

tieren, sodass sich die spätere Auswertung vorrangig auf die Gesamtpunktzahl

des Moodle-Tests fokussiert.

146



Wirksamkeitsanalyse der mobilen AR-App Chapter 9

Tabelle 9.1: Reliabilität der Kategorien aus Moodle (𝑁 = 58)

Kategorien Anzahl

Items

Cronbachs

Alpha

Items

Allgemeine Verständnisfragen 7 0,494 F01 — F07

Zeitbasis 6 0,720 F08, F10,

F14, F19,

F20, F21

Empfindlichkeit 7 0,688 F09, F12,

F13, F15,

F16, F17, F18

Zeitbasis und

Empfindlichkeit aggregiert

13 0,832

Trigger 1 — F11

Alle Fragen 21 0,855

Alle Fragen korrigiert 19 0,867 ohne F02 &

F04

Tabelle 9.2: Reliabilität der einzelnen Taxonomiestufen aus Moodle (𝑁 = 58)

Taxonomiestufe Anzahl Items Cronbachs

Alpha

Items

Wissen 3 0,410 F01 — F03

Verständnis 4 0,580 F04 — F07

Analyse 2 0,679 F08, F09

Anwendung 12 0,808 F10 — F21

Fragebögen

Die Reliabilitätsprüfung der Fragebögen zeigt durchweg gute bis sehr gute Kon-

sistenzen (vgl. Tab. 9.3) [Bla15]. Das exp. Selbstkonzept erreicht ein Cronbachs

Alpha von 0, 817, während die Skala Überforderung/ Ängstlichkeit mit 0, 955 die
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höchste Reliabilität aufweist. Nur das exp. Sachinteresse liegt mit 0, 749 etwas

niedriger als die anderen Skalen, was analog zum Online-Test auf die geringe

Anzahl an Items zurückzuführen ist [Dör23].

Tabelle 9.3: Reliabilität der einzelnen Skalen aus Fragebogen 1 (𝑁 = 61)

Skala Anzahl Items Cronbachs

Alpha

Items

exp. Selbst-

konzept

8 0,817 U1_ExpSelbstkonzept01 –

U1_ExpSelbstkonzept08

exp. Sachin-

teresse

3 0,749 U1_ExpSachinteresse01 –

U1_ExpSachinteresse03

Überforderung 14 0,955 U1_Ueberforderung01 –

U1_Ueberforderung14

Für die Berechnung der Reliabilität des SUS müssen die zehn Items zunächst

umkodiert werden. Bei den ungeraden Items (1, 3, 5, 7, 9) geschieht dies durch

die Subtraktion der ursprünglichen Bewertung mit 1, während für die geraden

Items (2, 4, 6, 8, 10) die Differenz aus 5 und dem jeweiligen Itemwert berechnet

wird. Die Reliabilität liegt in dieser Studie mit einem Cronbachs Alpha von 0, 847

in einem guten Bereich [Bla15].

Die Reliabilitätsanalyse der UEQ-Skalen zeigt jedoch niedrigere Werte, die

größtenteils unter 0,8 liegen (siehe Tab. 9.4). Besonders die SkalenDurchschaubar-
keit (𝛼 = 0, 477) und Effizienz (𝛼 = 0, 505) weisen eine geringe interne Konsistenz

auf. Lediglich die Skala Attraktivität (𝛼 = 0, 872) erreicht einen hohen Wert,

während Originalität (𝛼 = 0, 829), Stimulation (𝛼 = 0, 745) und Steuerbarkeit
(𝛼 = 0, 713) im mittleren Bereich liegen.

Die möglichen Ursachen sind bereits in Kapitel 7.4.4 weitestgehend erläutert

und werden daher hier nicht weiter betrachtet.

9.4.3 Deskriptive Statistik

Proband:innen

Tabelle 9.5 zeigt die Anzahl der Studierenden, die an den jeweiligen Test- und

Umfragezeitpunkten der Studie teilgenommen haben.

Teilnehmende, bei denen entweder der Test oder der Fragebogen unvollstän-

dig ist oder deren anonymisierte Codes nicht eindeutig zuordenbar sind, bleiben

von der Analyse ausgeschlossen. Da die Studie auf die Erfassung von Verän-

derungen in kognitiven und affektiven Merkmalen abzielt, werden nur jene
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Tabelle 9.4: Reliabilität der einzelnen Skalen des UEQ (𝑁 = 28)

Skala Anzahl

Items

Cronbachs

Alpha

Items

Durchschaubarkeit 4 0,477 U3_UEQ02, 04, 13, 21

Effizienz 4 0,505 U3_UEQ09, 20, 22, 23

Steuerbarkeit 4 0,713 U3_UEQ08, 11, 17, 19

Originalität 4 0,829 U3_UEQ03, 10, 15, 26

Stimulation 4 0,745 U3_UEQ05, 06, 07, 18

Attraktivität 6 0,872 U3_UEQ01, 12, 14, 16, 24, 25

Tabelle 9.5: Anzahl der Teilnehmenden zu den Zeitpunkten 𝑡1 und 𝑡2 an den jeweiligen

Universitäten

TU Dortmund RWTH Aachen Gesamt

𝑡1 𝑡2 𝑡1 &

𝑡2

𝑡1 𝑡2 𝑡1 &

𝑡2

Online-Test 40 33 26 41 40 32 58

Fragebogen 1:

Selbsteinschätzung

26 27 24 37 37 37 61

Fragebogen 2:

SUS & UEQ

- 14 - - 14 - 28

einbezogen, die entweder im Online-Test oder im Fragebogen vollständige Daten

an beiden Messzeitpunkten vorweisen. Die finale Stichprobe umfasst somit ins-

gesamt 𝑁gesamt = 70 Personen
54
. Für den Online-Test verbleiben 𝑁kognitiv = 58

auswertbare Fälle, davon 𝑁𝑇𝑈 −𝐷𝑂 = 26 von der TU Dortmund und 𝑁𝑅𝑊𝑇𝐻 = 32

von der RWTH Aachen. Die Stichprobe für die Selbsteinschätzungen umfasst

𝑁affektiv = 61 Personen, die zu den Zeitpunkten 𝑡1 und 𝑡2 vollständig an der

Befragung teilgenommen haben.

Die folgende Tabelle 9.6 zeigt die Verteilung nach Universität, Gruppenzuge-

hörigkeit und Geschlecht.

54 𝑁𝑔𝑒𝑠𝑎𝑚𝑡 = 𝑁𝑘𝑜𝑔𝑛𝑖𝑡𝑖𝑣 ∨ 𝑁𝑎𝑓 𝑓 𝑒𝑘𝑡𝑖𝑣 = 70
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Tabelle 9.6: Aufteilung der Studierenden in Universität, Gruppe und Geschlecht (mit w

= weiblich und m = männlich) für die gesamte Stichprobe 𝑁gesamt = 70.

Universität Gruppe Geschlecht

RWTH TU-

DO

KG IG w m keine

Anga-

be

39 31 42 28 10 52 8

Gesamt 70 70 70

Vorerfahrung

Die Zielgruppe der Studie besteht überwiegend aus Studierenden im zweiten

Semester ohne praktische Laborerfahrung oder Kenntnisse im Umgang mit La-

borgeräten. Zur Überprüfung dieser Annahme misst der erste Abschnitt des

ersten Fragebogens sowohl die Vorbereitung auf die anstehenden Laborpraktika

als auch die Vertrautheit mit Laborgeräten. Zudem beinhaltet er eine Selbst-

einschätzung der Teilnehmenden zu ihren bisherigen Erfahrungen mit diesen

Geräten.

Insgesamt geben 45 Studierende an, sich auf das Praktikum vorbereitet zu

haben (Frage Allg.1.1), davon 25 gezielt auf den Umgang mit Laborgeräten (Frage

Allg.3.3 in Abb. 9.4).

45
25

41

18

20

22

7
25

7

0
10
20
30
40
50
60
70
80

Allg.1.1 Ich habe mich auf das
Praktikum vorbereitet.

Allg.3.3 Ich habe mich auf den
Umgang mit Laborgeräten

vorbereitet.

Allg.12. Hast Du im
naturwissenschalichen oder

technischen Bereich ein Hobby?

Ja Nein Fehlend

Abbildung 9.4: Deskriptive Statistik: Allgemeine Fragen mit Ja-/Nein-

Antwortmöglichkeiten (𝑁gesamt = 70; 𝑁affektiv_t1 = 63)
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Die Analyse der genutzten Vorbereitungsmaterialien zeigt, dass sich die Mehr-

heit dieser 45 Studierenden mithilfe von Skripten (40) oder Versuchsanleitungen

(30) auf das Praktikum vorbereitet hat (Frage 3.1 in Abb. 9.5). Lediglich 8 Studie-

rende haben sich speziell mit der Nutzung eines Oszilloskops auseinandergesetzt

(Frage 3.2). Die verwendeten Materialien zur Vorbereitung (Frage 3.4) verteilen

sich nahezu gleichmäßig auf Simulationen (12), Online-Ressourcen (12) und

praktische Übungen mit einem realen Gerät (7).
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13 13
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12 12
7
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35
40
45

3.1 Folgende Informationsquellen zur Vorbereitung habe ich genutzt:
3.3 Ich habe mich auf den Umgang mit folgenden Laborgeräten vorbereitet:
4.2 Folgende Hilfsmitteln/Medien habe ich genutzt:

Abbildung 9.5: Deskriptive Statistik: Allgemeine Fragen zur Vorbereitung auf das

Laborpraktikum (Mehrfachnennungen möglich) (N = 45)

Ein Teil der Studierenden hat sich weder mit den Laborgeräten (20) noch

mit der allgemeinen Laborarbeit (18) vertraut gemacht. Als Hauptgrund hierfür

nennen sie bereits vorhandene Vorerfahrung, die überwiegend aus dem Studium

(23), der Schule (26) oder aus einem technischen Hobby (10) stammt (Frage 6.1

in Abb. 9.6).

Bei der expliziten Frage zur Selbsteinschätzung ihrer Erfahrung mit Oszil-

loskopen (Frage 6.3 in Abb. 9.7) geben knapp die Hälfte (33) der Studierenden

an, entweder keine (15) oder kaum (18) Vorerfahrung zu besitzen, da sie ein

Oszilloskop lediglich einmal gesehen haben. Die andere Hälfte (30) der Studie-

renden äußern, dass sie über praktische Erfahrung verfügen: 26 davon haben

mindestens einmal mit einem Oszilloskop gearbeitet, 2 nutzen es gelegentlich,

und weitere 2 sind mit verschiedenen Oszilloskop-Typen vertraut und in der

Lage, konkrete Messungen durchzuführen (siehe Abb. 9.7).
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6.1 Ich kenne mich schon aus, durch: 6.2 Ich kenne mich schon aus mit:

Abbildung 9.6: Deskriptive Statistik: Allgemeine Fragen zu Vorkenntnissen im Bereich

Laborarbeit und -geräte (Mehrfachnennungen möglich) (𝑁affektiv_t1 = 63)

Bislang keine Erfahrung

Ich habe bereits ein Oszilloskop in der Schule / zu Hause
gesehen.

Bereits mit einem Oszilloskop gearbeitet

Nutze ich hin und wieder zum Messen und kenne die
Grundfunktionen

Mit unterschiedlichen Oszilloskopen vertraut und auch in der
Lage damit konkrete Messungen vorzunehmen.

Fehlend

Vorerfahrung Keine Vorerfahrung

15

1826

2
2

7
6.3 Welche Erfahrungen hast Du bereits im Umgang mit Oszilloskopen?

Abbildung 9.7: Deskriptive Statistik: Selbsteinschätzung zur Vertrautheit mit Oszillo-

skopen (N = 70)

9.4.4 Allgemeines lineares Modell

Moodle-Test

Für die Analyse des Moodle-Tests stehen die Ergebnisse von 58 Teilnehmenden

zur Verfügung, darunter fallen 34 Proband:innen auf die Kontroll- und 24 auf

die Interventionsgruppe.
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Tabelle 9.7: Mittelwerte (𝑀) und Standardabweichungen (𝑆𝐷) für die jeweiligen Taxo-

nomiestufen nach Gruppe und Zeitpunkt

Taxonomie-

stufe

Wert

KG IG Gesamt

𝑡1 𝑡2 𝑡1 𝑡2 𝑡1 𝑡2

Wissen

𝑀 3,88 4,12 3,67 4,42 3,79 4,24

𝑆𝐷 1,51 1,72 1,63 1,82 1,55 1,75

Verständnis

𝑀 8,32 9,06 8,00 8,58 8,19 8,86

𝑆𝐷 2,73 2,49 3,20 2,81 2,91 2,61

Analyse

𝑀 4,15 4,53 3,33 4,29 3,81 4,43

𝑆𝐷 2,08 1,73 2,39 1,88 2,23 1,78

Anwendung

𝑀 11,41 16,65 9,92 14,63 10,79 15,81

𝑆𝐷 7,48 7,80 8,69 7,88 7,96 7,83

Tabelle 9.8: Mittelwerte (𝑀) und Standardabweichungen (𝑆𝐷) der Gesamtpunkte, kor-

rigierten Gesamtpunkte und Bearbeitungsdauer nach Gruppe und Zeitpunkt

Merkmal Wert

KG IG Gesamt

𝑡1 𝑡2 𝑡1 𝑡2 𝑡1 𝑡2

Gesamtpunkte

𝑀 27,76 34,35 24,92 31,92 26,59 33,34

𝑆𝐷 10,98 10,85 12,97 11,79 11,82 11,21

Gesamtpunkte

(korrigiert)

𝑀 25,41 31,82 22,29 28,96 24,12 30,64

𝑆𝐷 10,66 10,38 12,79 11,52 11,58 10,86

Dauer (in

min)

𝑀 16:14 11:38 15:37 11:45 15:58 11:41

𝑆𝐷 06:55 03:57 06:22 04:18 06:39 04:04
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Die Tabellen 9.7 und 9.8 geben einen Überblick über die Mittelwerte und

Standardabweichungen der jeweiligen Taxonomiestufen und Gruppen.

Aus den vorliegenden Daten lässt sich bereits ableiten, dass beide Gruppen

im Vergleich zum Vortest messbare Verbesserungen zeigen, sowohl in der Ge-

samtpunktzahl als auch in den einzelnen Taxonomiestufen
55
. Diese Veränderung

kann grafisch als lineare Entwicklung dargestellt werden, wie in der Abb. 9.8 zu

sehen ist.
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Abbildung 9.8: Erreichte Punkte im Online-Test pro Taxonomiestufe und insgesamt zu

den jeweiligen Zeitpunkten 𝑡1 und 𝑡2 und unterteilt nach KG und IG.

Es zeigt sich zudem, dass die Interventionsgruppe in fast allen Taxonomie-

stufen sowie in der Gesamtpunktzahl minimal geringere Werte aufweist als

die Kontrollgruppe. Mit Ausnahme der Taxonomiestufen Wissen und Analyse
verlaufen die Geraden nahezu parallel, was darauf hindeutet, dass durch die Inter-

vention keine signifikanten Gruppenunterschiede festzustellen sind
56
. Besonders

auffällig ist der starke Leistungsanstieg in beiden Gruppen, vor allem in Bezug

auf die Gesamtpunktzahl. Um die Effekte der unabhängigen auf die abhängigen

Variablen zu bewerten und folglich zu beurteilen, ob dieser Wissenszuwachs

signifikant ist, lässt sich erst über Tests zu Innersubjekt- und Zwischensubjekt-

effekte feststellen (vgl. Tab. 9.9). Diese Tabelle hilft bei der Bestätigung oder

Widerlegung der Hypothesen H1 und H2.

55 Mögliche Bestätigung der Hypothese H1

56 Mögliche Falsifizierung der Hypothese H2
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Tabelle 9.9: Test der Innersubjekt- und Zwischensubjekteffekte sowie Multivariate

Tests für die jeweiligen Taxonomiestufen aus Moodle mit den Prüfgrößen (F-Werte),

Signifikanz (p-Werte) und partiellen Eta-Quadrat (𝜂2
p
).

Innersubjekteffekte -

Sphärizität angenommen

Zwischensubjekt-

effekte

Multivariate Tests -

Pillai-Spur

Taxonomiestufe Quelle Zeitpunkt

Zeitpunkt *

Gruppe

Konstanter

Term

Gruppe Zeitpunkt

Zeitpunkt *

Gruppe

Wissen
F 3,97 1,08 476,35 0,01 3,97 1,08

p 0,05
*

0,30 0,00
***

0,91 0,05
*

0,30

𝜂2
p

0,07 0,02 0,89 0,00 0,07 0,02

Verständnis
F 4,85 0,06 626,04 0,35 4,85 0,06

p 0,03
*

0,80 0,00
***

0,56 0,03
*

0,80

𝜂2
p

0,08 0,00 0,92 0,01 0,08 0,00

Analyse
F 4,15 0,77 370,51 1,54 4,15 0,77

p 0,05
*

0,39 0,00
***

0,22 0,05
*

0,39

𝜂2
p

0,07 0,01 0,87 0,03 0,07 0,01

Anwendung
F 29,93 0,08 190,55 0,85 29,93 0,08

p 0,00
***

0,77 0,00
***

0,36 0,00
***

0,77

𝜂2
p

0,35 0,00 0,77 0,01 0,35 0,00

Gesamtpunkte
F 31,15 0,03 442,50 0,87 31,15 0,03

p 0,00
***

0,87 0,00
***

0,35 0,00
***

0,87

𝜂2
p

0,36 0,00 0,89 0,02 0,36 0,00

Gesamtpunkte -

Korrigiert

F 32,24 0,01 385,34 1,17 32,24 0,01

p 0,00
***

0,91 0,00
***

0,28 0,00
***

0,91

𝜂2
p

0,37 0,00 0,87 0,02 0,37 0,00

Dauer
F 20,71 0,15 572,89 0,05 20,71 0,15

p 0,00
***

0,70 0,00
***

0,83 0,00
***

0,70

𝜂2
p

0,27 0,00 0,91 0,00 0,27 0,00

Hinweis: 𝑝 < 0, 05(∗), 𝑝 < 0, 01(∗∗), 𝑝 < 0, 001(∗ ∗ ∗). Gelb hinterlegte Zellen kennzeichnen

kleine bis mittlere Effektgrößen (𝜂2
p
≥ 0, 06), blau hinterlegte Zellen stehen für mittlere bis große

Effektgrößen (𝜂2
p
≥ 0, 14) nach Cohen (1988). Rot hinterlegte Zellen markieren signifikante F-Werte.

Freiheitsgrade: 𝑑 𝑓1 = 1, 𝑑 𝑓2 = 56.
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Bei der Analyse der Innersubjekteffekte wird ausschließlich die Zeile „Sphäri-
zität angenommen“ betrachtet. Liegt keine Sphärizität vor, kommen alternative

Korrekturverfahren wie „Greenhouse-Geisser“, „Huynh-Feld“ oder die „Unter-
grenze“ zur Anwendung. Da jedoch eine zweistufige ANOVA vorliegt, ist die

Sphärizitätsannahme stets erfüllt (vgl. Kapitel 9.4).

Die Werte für die „Typ-III-Quadratsumme“, die „Freiheitsgrade“ und das „Mittel
der Quadrate“ sind in den Tabellen zu den Innersubjekteffekten nicht aufgeführt,

da sie ausschließlich zur Berechnung der Prüfgröße (F-Wert) und der Signifikanz

(p-Wert) verwendet werden [Fie13]. In der Zeitreihenanalyse liefern die statis-

tischen Maße des multivariaten Tests, darunter „Pillai-Spur“, „Wilks-Lambda“,
„Hotelling-Spur“ und „Roys größte charakteristische Wurzel“, übereinstimmende

Ergebnisse bezüglich der Prüfgröße und der Signifikanz [Fie13]. Um die Über-

sichtlichkeit zu wahren, werden dieseWerte ebenfalls in Tabelle 9.9 nicht angege-

ben. Der Wert 𝑑 𝑓1 entspricht der Anzahl der Gruppen minus eins (𝑑 𝑓1 = 1 = 𝑞1),

während 𝑑 𝑓2 aus der Gesamtanzahl der Teilnehmenden abzüglich der Gruppen-

zahl resultiert (𝑑 𝑓2 = 56 = 𝑞2).

Ein Vergleich der F-Werte mit der F-Verteilungstabelle (siehe Anhang S. LXVI)

ergibt einen kritischenWert von F𝑞1,𝑞2 = 4, 016. Auf einem Signifikanzniveau von

5% zeigt sich damit ein signifikanter Effekt in den Taxonomiestufen Verständnis
(F = 4,85), Analyse (F = 4,15) und Anwendung (F = 29,93), wie in Tab. 9.9 in

Rot dargestellt. Auch für das Gesamtergebnis über beide Zeitpunkte hinweg

lassen sich signifikante Effekte feststellen, mit Werten von 31,15 bzw. 32,24 für

die korrigierten Gesamtpunkte. Zudem erweist sich die Bearbeitungsdauer der

Moodle-Aufgaben mit einem F-Wert von 20,71 als hochsignifikant.

Die Effektstärken, gemessen am partiellen Eta-Quadrat (𝜼2
p), fallen für die meis-

ten Taxonomiestufen mittelstark aus (≤0,10) (gelbe Bereiche), gemäß den von

Cohen (1988) definierten Intervallen für Effektstärken (siehe [LL22]). Dies betrifft

insbesondereWissen (0,07), Verständnis (0,08) und Analyse (0,07). Im Gegensatz

dazu weisen die Taxonomiestufe Anwendung (0,35), die Gesamtpunktzahl (0,36

bzw. 0,37) sowie die Bearbeitungsdauer (0,27) eine sehr große Effektstärke auf

(≥0,2) (blaue Bereiche).
Der Interaktionseffekt zwischen Zeitpunkt und Gruppe zeigt hingegen keine

Signifikanz, was auch die deskriptive Statistik bestätigt. Über beide Zeitpunk-

te hinweg bestehen keine Unterschiede zwischen den Gruppen. Sowohl die

Studierenden, die die AR-App nutzen, als auch diejenigen mit klassischen Vorbe-

reitungsmaterialien verbessern ihre Leistungen in ähnlichem Maße signifikant.
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Alle F-Werte liegen hierbei deutlich unter dem kritischen Wert von F1,56 = 4,016,

der in der F-Verteilungstabelle angegeben ist.

Folglich kann die Hypothese H1 bestätigt werden: Die Nutzung der AR-

App hat einen signifikant positiven Effekt auf Wissen und Verständnis (H1.1)
sowie auf Analyse- und Anwendungsfähigkeiten (H1.2) im Umgang mit Oszil-

loskopen. Hypothese H2 wird hingegen verworfen, da keine signifikanten
Unterschiede zwischen den Studierenden festgestellt werden können, unabhän-

gig davon, ob sie die AR-App oder herkömmliche Vorbereitungsmaterialien

verwenden.

Umfrage 1

Die deskriptive Analyse der Mittelwerte aus den Umfrageergebnissen zu exp.

Selbstkonzept, exp. Sachinteresse und empfundener Überforderung (siehe Tab. 9.10)

zeigt vergleichbare Ergebnisse zum Moodle-Test.

Tabelle 9.10:Mittelwerte (𝑀) und Standardabweichungen (𝑆𝐷) der Skalen exp. Selbst-

konzept, exp. Sachinteresse und Überforderung/ Ängstlichkeit nach Gruppe und Zeit-

punkt

Skala Wert

KG IG Gesamt

𝑡1 𝑡2 𝑡1 𝑡2 𝑡1 𝑡2

exp.

Selbstkonzept

𝑀 3,67 3,79 3,79 3,94 3,72 3,85

𝑆𝐷 0,70 0,75 0,67 0,70 0,69 0,73

exp.

Sachinteresse

𝑀 3,01 3,86 3,02 3,77 3,02 3,83

𝑆𝐷 0,68 0,62 0,62 0,73 0,65 0,66

Überforderung

𝑀 2,32 2,21 2,24 2,07 2,29 2,16

𝑆𝐷 0,92 0,94 1,04 1,03 0,96 0,97

Beide Gruppen, sowohl KG als auch IG, verbessern sich nach der Vorbereitung;

das exp. Selbstkonzept und das exp. Sachinteresse steigen in beiden Gruppen

nahezu parallel, während die empfundene Überforderung abnimmt
57
. Die deut-

lichste Veränderung zeigt sich beim exp. Sachinteresse mit einer Differenz von

0,85.

57 Mögliche Bestätigung von Hypothese H3 und Widerlegung von H4
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Tabelle 9.11 fasst die Testergebnisse der Innersubjekt- und Zwischensubjekt-

Analysen für die einzelnen Skalen des Fragebogens zusammen, mit dessen Hilfe

sich die Hypothesen H3 und H4 konkret bestätigen oder widerlegen lassen.

Die Ergebnisse belegen, dass der Faktor Zeitpunkt für alle Skalen einen hohen

F-Wert (𝐹 ≥ 4, 016) aufweist und somit ein signifikantes Niveau erreicht. Dies

bedeutet, dass die Intervention über die zwei Messzeitpunkte hinweg einen

starken Einfluss auf das exp. Selbstkonzept, das exp. Sachinteresse und die

empfundene Überforderung der Studierenden hat.

Tabelle 9.11: Test der Innersubjekt- und Zwischensubjekteffekte für die jeweiligen

Skalen aus Fragebogen 1 zu affektiven Merkmalen mit den Prüfgrößen (F-Werte), Signi-

fikanz (p-Werte) und partiellen Eta-Quadrat (𝜂2
p
).

Innersubjekteffekte -

Sphärizität angenommen

Zwischensubjekt-

effekte

Quelle Zeitpunkt Zeit *

Gruppe

Konstanter

Term

Gruppe

exp. Selbst

-konzept

F 4,27 0,04 1850,54 0,58

p 0,04
*

0,85 0,00 0,45

𝜂2
p

0,07 0,00 0,97 0,01

exp. Sach-

interesse

F 75,48 0,30 2108,83 0,08

p 0,00
***

0,59 0,00 0,78

𝜂2
p

0,56 0,01 0,97 0,00

Überforderung/

Ängstlichkeit

F 8,33 0,32 309,62 0,19

p 0,01
**

0,57 0,00 0,67

𝜂2
p

0,12 0,01 0,84 0,00

Hinweis: 𝑝 < 0, 05(∗), 𝑝 < 0, 01(∗∗), 𝑝 < 0, 001(∗ ∗ ∗). Gelb hinterlegte Zellen kennzeichnen

kleine bis mittlere Effektgrößen (𝜂2
p
≥ 0, 06), blau hinterlegte Zellen stehen für mittlere bis große

Effektgrößen (𝜂2
p
≥ 0, 14) nach Cohen (1988). Rot hinterlegte Zellen markieren signifikante F-Werte.

Freiheitsgrade: 𝑑 𝑓1 = 1, 𝑑 𝑓2 = 59.

Die Effektstärken (𝜂2
p
) unterscheiden sich je nach Skala: Für das exp. Selbstkon-

zept liegt der Wert bei 0,07 und ist somit als mittelstark einzustufen [LL22]. Im

Gegensatz dazu zeigen das exp. Sachinteresse (0,561) sowie die Überforderung

(0,124) sehr große Effektstärken [LL22]. Allerdings existiert kein Unterschied

zwischen den Gruppen über die Zeit (Zeitpunkt * Gruppe). Die Signifikanzwerte
bleiben niedrig, und der F-Wert variiert nur geringfügig zwischen den Gruppen

über die beiden Messzeitpunkte hinweg.
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Daraus lässt sich Hypothese H3 bestätigen: Die Nutzung der AR-App

wirkt sich signifikant positiv auf das exp. Selbstkonzept (H3.1) und das exp. Sach-

interesse (H3.2) aus und reduziert gleichzeitig Überforderung bzw. Ängstlichkeit

vor Laborversuchen (H3.3). Hypothese H4 wird hingegen verworfen, da
zwischen der AR- und der Kontrollgruppe keine signifikanten Unterschiede in

den affektiven Merkmalen nachweisbar sind.

9.4.5 Weitere Untersuchungen

In einem weiteren Schritt werden zusätzliche Analysen durchgeführt, um die

Zusammenhänge zwischen den affektiven Einstellungen und der kognitiven

Leistung zu ermitteln.

Korrelationsanalyse

Die Korrelationen zwischen der Gesamtpunktzahl zum Zeitpunkt 𝑡1 und den

Skalen Überforderung, exp. Selbstkonzept sowie exp. Sachinteresse aus dem

ersten Fragebogen sind in Tabelle 9.12 aufgeführt. Diese Analyse berücksichtigt

sowohl die Stärke als auch die Richtung der Zusammenhänge, um mögliche

Wechselwirkungen zwischen kognitiven und affektiven Faktoren zu identifizie-

ren.

Auffällig und erwartungsgemäß ist die negative Korrelation der Überforderung

mit allen anderen Skalen. Der Pearson-Korrelationskoeffizient zwischen der

Gesamtpunktzahl und der Überforderung beträgt −0, 49 und weist mit einem

Signifikanzniveau von 𝑝 < 0, 001 eine hohe statistische Relevanz auf. Dies legt

nahe, dass ein besseres Gesamtverständnis mit einer geringeren empfundenen

Überforderung einhergeht. Ein ähnlicher Zusammenhang zeigt sich beim exp.

Selbstkonzept, das mit −0, 55 ebenfalls stark negativ mit der Überforderung

korreliert. Je ausgeprägter das Vertrauen in die eigene experimentelle Kompetenz,

desto geringer fällt das Gefühl der Überforderung aus, auch hier mit einer hohen

Signifikanz (𝑝 < 0, 001). Für das exp. Sachinteresse ergibt sich eine schwache

negative Korrelation von −0, 16, die mit 𝑝 = 0, 21 nicht statistisch signifikant

ist. Dies deutet darauf hin, dass ein höheres Interesse am Experimentieren nicht

zwangsläufig mit einer geringeren Überforderung einhergeht. Trotz Motivation

und Neugierde können unbekannte Laborgeräte oder die Beaufsichtigung durch

Betreuende weiterhin Stress auslösen.

Zudem zeigt sich eine signifikante Korrelation zwischen der Gesamtpunktzahl

und dem exp. Selbstkonzept (𝑟 = 0, 47, 𝑝 = 0, 001) sowie zwischen experimen-

tellem Sachinteresse und experimentellem Selbstkonzept (𝑟 = 0, 33, 𝑝 = 0, 007).
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Studierende mit einem ausgeprägten exp. Selbstkonzept erzielen tendenziell hö-

here Gesamtpunktzahlen, während ein starkes Selbstkonzept mit einem erhöhten

Interesse an experimentellen Themen verbunden ist.

Tabelle 9.12: Korrelation zwischen der Gesamtpunktzahl aus Moodle und den verschie-

denen Skalen aus dem Fragebogen 1 zum Zeitpunkt 𝑡1

Gesamt-

punktzahl𝑡1

Über-

forderung

exp.

Selbst-

konzept

exp.

Sachin-

teresse

Gesamt-

punktzahl𝑡1

Pearson-

Korrelation

1 -0,49 0,47 0,17

Sig. (2-seitig) 0,001
***

0,001
***

0,240

N 58 52 52 52

Überforderung

Pearson-

Korrelation

1 -0,55 -0,16

Sig. (2-seitig) 0,001
***

0,212

N 52 63 63 63

exp.

Selbstkonzept

Pearson-

Korrelation

1 0,33

Sig. (2-seitig) 0,007
**

N 52 63 63 63

exp.

Sachinteresse

Pearson-

Korrelation

1

Sig. (2-seitig)

N 52 63 63 63

Hinweis: 𝑝 < 0, 05(∗), 𝑝 < 0, 01(∗∗), 𝑝 < 0, 001(∗ ∗ ∗).

Allgemeines lineares Modell mit weiteren unabhängigen Variablen

Im Rahmen einer zusätzlichen Analyse des allgemeinen linearen Modells fließen

weitere unabhängige Variablen in die Untersuchung des Testergebnisses ein.

Dazu zählen das Geschlecht, die gezielte Vorbereitung auf den Umgang mit La-

borgeräten sowie die Vorerfahrung mit dem Oszilloskop (basierend auf Frage 6.3

in Abb. 9.7). Die Kreuztabelle mit den Fallzahlen ist als Matrix für die jeweiligen

Kategorien in Tabelle 9.13 strukturiert aufgeführt.
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Tabelle 9.13: Strukturierte Fallzahlenmatrix nach Vorerfahrung, Gruppe, Vorbereitung

mit Laborgeräten und Geschlecht

Vorbereitung Laborgeräte

Ja Nein

Geschlecht Geschlecht

Vorerfahrung Gruppe m w m w Summe

Ohne

KG 8 1 2 2 13

IG 5 0 4 1 10

Mit

KG 5 1 6 0 12

IG 3 1 5 0 9

Da die Einbeziehung von vier unabhängigen Variablen insgesamt 16 Kombi-

nationsmöglichkeiten (2
4
) ergibt, wird eine tabellarische Darstellung der Mittel-

werte für die Gesamtpunktzahlen zu den Zeitpunkten 𝑡1 und 𝑡2 schnell unüber-

sichtlich. Zudem verringert sich die Anzahl der Proband:innen pro Kombination

erheblich, was aufgrund der ohnehin kleinen Stichprobe problematisch ist. Eine

ANOVA auf Basis mehrerer Einflussgrößen würde unter diesen Bedingungen

keine validen Ergebnisse liefern. Deswegen berücksichtigt die weiterführende

Analyse lediglich die Vorerfahrung mit Oszilloskopen als relevante Einflussva-

riable (siehe Tab. 9.14).

Tabelle 9.14: Kompakte ANOVA-Ergebnisse zur Gesamtpunktzahl mit Prüfgrößen (F),

Signifikanz (p) und partiellen Eta-Quadraten (𝜂2
p
).

Variable Quelle Zeitpunkt

Zeitpunkt *

Vorerfahrung

Zeitpunkt *

Gruppe * Vorerfahrung

Gruppe

Gruppe *

Vorerfahrung

Gesamtpunkte
F 24,14 0,02 0,04 0,33 0,15

p 0,00 0,904 0,838 0,571 0,696

𝜂2
p

0,33 0,00 0,00 0,01 0,00

Hinweis: 𝑝 < 0, 05(∗), 𝑝 < 0, 01(∗∗), 𝑝 < 0, 001(∗ ∗ ∗). Blau hinterlegte Zellen stehen für mittlere

bis große Effektgrößen (𝜂2
p
≥ .14) nach Cohen (1988). Rot hinterlegte Zellen markieren signifikante

F-Werte. Freiheitsgrade: 𝑑 𝑓1 = 1, 𝑑 𝑓2 = 56.

Wie bereits in der vorherigen ANOVA deutlich wird, liegt ein signifikanter

Haupteffekt der Zeit vor (𝐹 (1,48) = 24,14, 𝑝 < 0,001, 𝜂2
p
= 0,33), was auf eine

starke Leistungssteigerung zwischen 𝑡1 und 𝑡2 hinweist.
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Der Interaktionseffekt zwischen Zeit und Vorerfahrung ist nicht signifikant

(𝐹 = 0,02, 𝑝 = 0,904), ebenso wenig wie die dreifache Interaktion zwischen

Zeit, Gruppe und Vorerfahrung (𝐹 = 0,04, 𝑝 = 0,838). Daraus kann abgeleitet

werden, dass sich die Wirkung der Intervention nicht systematisch zwischen

Teilnehmenden mit und ohne Vorerfahrung unterscheidet. Die Leistungsver-

besserung tritt unabhängig vom Vorwissen auf und zeigt keine differenzielle

Wirkung zugunsten einer bestimmten Gruppe.

Auch die weiteren Zwischensubjekteffekte (Gruppe * Vorerfahrung) sind sta-

tistisch unbedeutend (alle 𝑝 > 0,10), sodass sich generelle Unterschiede weder

in Bezug auf die Unterschiede zwischen den Versuchsgruppen noch auf die

Vorerfahrung feststellen lassen. Die Ergebnisse legen nahe, dass beide Vorberei-

tungsmethoden gleichermaßen wirksam sind — unabhängig davon, ob bereits

praktische Erfahrungen mit Oszilloskopen vorliegen. Ein zusätzlicher Nutzen

für unerfahrene Studierende lässt sich statistisch nicht belegen.

9.4.6 SUS, UEQ und Freitextantworten

Nach der Umcodierung der einzelnen Items des SUS-Fragebogens (siehe Kapi-

tel 9.4.2) ergibt sich die Gesamtsumme der Antworten durch die Summe der

einzelnen Items. Diese wird mit 2,5 multipliziert, um den Gesamtscore zu berech-

nen. Das resultierende Histogramm ist in Abb. 9.9 dargestellt und zeigt einen

Mittelwert von 65,09.
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Abbildung 9.9: Histogramm des SUS-Fragebogens
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Bangor et al. (2008) haben einen umfangreichenDatensatz aus SUS-Fragebögen

analysiert und einen Benchmark erstellt, der es ermöglicht, Mittelwerte der

Scores mit verschiedenen Adjektiven zu beschreiben [BKM08]. Demnach lässt

sich die Benutzungsfreundlichkeit der AR-App mit „OK“ bewerten, während ein

Wert von 71,4 erforderlich wäre, um sie als „Gut“ einzustufen. Zum Vergleich

liegt der Durchschnitt für mobile Anwendungen bei 73,62 [BKM08]. Laut John

Brookes (2021) gilt eine Usability als akzeptabel, wenn der Gesamtprozentsatz

über 55 % liegt [KMD21]. Der SUS zeigt zwar Verbesserungspotenzial auf, gibt

jedoch keine Hinweise darauf, in welchen Bereichen Optimierungen erforderlich

sind. Daher kommt ergänzend der UEQ zum Einsatz. Nach der Umcodierung der

Fragen lassen sich fünf Skalen bilden, deren Mittelwerte zwischen 0,6 und 1,0

(von 3) liegen, was als neutral einzustufen ist (siehe Abb. 9.10).

0,690 0,732 0,616 0,759 0,625 0,598

-3
-2
-1
0
1
2
3

0,69 0,70 0,61

-3
-2
-1
0
1
2
3

Abbildung 9.10: Gesamtergebnis des UEQ hinsichtlich der verschiedenen Skalen und

Qualitätsaspekte.

Auch die Gruppierung der Skalen nach Qualitätsaspekten ergibt Werte im

neutralen Bereich: Die Attraktivität liegt bei 0,69, die pragmatische Qualität bei

0,70 und die hedonische Qualität bei 0,61 von insgesamt 3 Punkten.

Ein Benchmark mit 21.175 Proband:innen aus 468 Studien zeigt hingegen, dass

die App in allen Bereichen unter dem Durchschnitt abschneidet (siehe Abb. 9.11).

Besonders auffällig sind die Bereiche Attraktivität, Durchschaubarkeit, Effizienz

und Steuerbarkeit, die im unteren Viertel liegen.

Der UEQ hilft dabei, spezifische Bereiche der App zu identifizieren, die weiter

optimiert werden sollten. Um ein besseres Verständnis für die kritischen Aspekte

und die Ursachen der niedrigen Bewertungen zu gewinnen, werden die Frei-

textantworten von 19 Studierenden analysiert. Die Antworten lassen sich durch

induktives Clustern in fünf Hauptkategorien unterteilen.
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Abbildung 9.11: Benchmark der App-Version 0.17.07 im Vergleich zu anderen Studien,

die mit dem UEQ erfasst wurden.

Am häufigsten äußern die Teilnehmenden Kritik an der Bedienung und
Hilfestellung (zehn Nennungen). Die Aussagen beziehen sich vorwiegend

auf ein unzureichendes Navigationskonzept und fehlende oder nicht hilfreiche

Erklärungen. Kommentare wie „Das Menü war nicht so ganz verständlich“ oder
„Manchmal waren die Hilfestellungen nicht sehr hilfreich“ verdeutlichen, dass die
Nutzerführung noch verbessert werden muss. Diese Rückmeldungen decken

sich mit den niedrigen Bewertungen der UEQ-Skalen Durchschaubarkeit und

Steuerbarkeit.

Ebenfalls häufig kritisiert wird die Funktionalität der App (zehn Nennungen).
Teilnehmende beklagen eingeschränkten Zugriff auf bestimmte Gerätefunktio-

nen und technische Mängel („Nicht alle Funktionen des Geräts konnten benutzt
werden“ ). Die Ursachen liegen jedoch nicht ausschließlich in technischen Defizi-

ten, sondern auch in der didaktischen Konzeption: Funktionen werden bewusst

stufenweise freigeschaltet, abhängig vom Lernlevel. Zudem sind bestimmte Ele-

mente — etwa das Trigger-Menü — gezielt deaktiviert, da sie nicht Bestandteil

des Praktikums A oder der Evaluation im Online-Test sind.

DasDesign und dieNutzungsoberfläche (acht Nennungen) stehen ebenfalls
in der Kritik. Die App wird teils als veraltet („Alles ziemlich altmodisch“) und

das Menü als wenig intuitiv wahrgenommen. Diese Eindrücke spiegeln sich in

der schwachen Bewertung der UEQ-Skala Attraktivität. Unklar bleibt jedoch, ob
sich die Kritik auf das App-Design insgesamt oder auf die bewusst realitätsnahe
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Darstellung des Oszilloskops bezieht. Technische Aspekte wie die schwierige

Bedienung der virtuellen Drehregler über Touchscreen („Drehregler sind per
Touch nur sehr schwer einstellbar“ ) ergänzen diesen Befund.

Die Leistung und Performance (fünf Nennungen) werden ebenfalls be-

anstandet. Rückmeldungen wie „Langsam beim Laden“ oder „Keine schnelle
Reaktion“ deuten auf Optimierungsbedarf hin. Diese Aspekte lassen sich je-

doch nur eingeschränkt verbessern, da die Performance stark vom verwendeten

Endgerät und den zugrunde liegenden SDKs abhängt. Eine Verringerung der

Texturauflösung kann zwar die Ladezeit verringern, geht jedoch einher mit ei-

ner schlechteren Lesbarkeit der Bedienelemente des Oszilloskops. Das würde

sich insbesondere bei einer späteren Weiterentwicklung für MR-Brillen negativ

auswirken.

Ein kleiner Teil der Antworten (drei Nennungen) verweist auf allgemeine

Einschränkungen, etwa fehlende Zeit oder Unsicherheit beim Einstieg („Ich war
am Anfang verwirrt, wie das Ganze funktioniert“ ).

Auf der anderen Seite wird die Funktionalität der App (sieben Nennungen)

positiv hervorgehoben. Teilnehmende loben die realitätsnahe Darstellung der

Geräte und die Möglichkeit, verschiedene Parameter zu verändern („Unterschied-
liche Variablen bzw. Achsen lassen sich einstellen“ ). Diese Aussagen kontrastieren

die kritischen Stimmen und weisen auf heterogene Nutzungserfahrungen hin.

Auch das Lernerlebnis (fünf Nennungen) wird positiv bewertet. Die Appwird
als innovatives und hilfreiches Lernwerkzeug wahrgenommen („Das Konzept
virtueller Messinstrumente zur Praktikumsvorbereitung finde ich sehr sinnvoll“ ).
Dies steht im Einklang mit der tendenziell besseren Bewertung der hedonischen

Qualität der UEQ-Dimensionen.

Weitere lobende Aussagen betreffen das Design (drei Nennungen) und die

generelle Nutzbarkeit der App (vier Nennungen). Kommentare wie „Simples Inter-
face“ oder „Die App war einfach zu bedienen“ deuten darauf hin, dass zumindest

ein Teil der Zielgruppe die App als zugänglich und funktional bewertet.

Insgesamt ergänzt die qualitative Auswertung die standardisierten Ergebnisse

des SUS- und UEQ-Fragebogens. Die genannten Schwächen konkretisieren die

gemessenen Defizite in Funktionalität, Design und Steuerbarkeit, während die

positiven Rückmeldungen Potenziale der App unterstreichen und Ansatzpunkte

für ihre Weiterentwicklung bieten.
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9.5 Zusammenfassung und Diskussion

Ziel dieser Studie ist es, den Einfluss der AR-App auf das Verständnis und die

Handlungskompetenz beim Umgang mit Oszilloskopen sowie auf affektive Fak-

toren wie das exp. Selbstkonzept, das exp. Sachinteresse und das Gefühl von

Angst oder Überforderung vor der Laborarbeit zu analysieren. Die Ergebnisse

bestätigen, dass die App zwar einen positiven Effekt auf den Wissenserwerb

und die praktischen Fähigkeiten hat, dass sie im Vergleich zu gut aufbereiteten

herkömmlichen Materialien jedoch keinen signifikanten Vorteil bietet. Beide

Gruppen — unabhängig davon, ob sie die AR-App oder klassische Materiali-

en nutzen — zeigen eine signifikante Leistungssteigerung. Somit lässt sich die

Hypothese H1 bestätigen, da die App einen signifikanten positiven Effekt auf

Wissen und Verständnis (H1.1) sowie auf die Analyse- und Anwendungsfähig-

keiten (H1.2) im Umgang mit Oszilloskopen hat. Hypothese H2 hingegen wird

verworfen, da die Unterschiede zwischen den Gruppen marginal ausfallen.

Die Auswertung der Fragebögen zeigt ein vergleichbares Bild, sodass Hypo-

these H3 bestätigt werden kann. In beiden Gruppen steigen sowohl das exp.

Selbstkonzept (H3.1) als auch das exp. Sachinteresse (H3.2), während das Gefühl

von Überforderung bzw. Angst vor der Laborarbeit abnimmt (H3.3). Dies deutet

darauf hin, dass eine gründliche Vorbereitung — unabhängig vom verwendeten

Medium — das Selbstvertrauen stärkt, das Interesse fördert und Stress sowie

Ängste reduziert. Da keine signifikanten Gruppenunterschiede vorliegen, wird

die Hypothese H4 verworfen.

Um den Einfluss der AR-App in Laborsituationen noch präziser zu untersu-

chen, sind weitere Studien mit größeren Stichproben erforderlich. Besonders

relevant ist eine gezielte Untersuchung des Einflusses auf Studierende ohne

praktische Vorerfahrung. Trotz der Fokussierung dieser Studie auf Studierende

im Erst- und Zweitsemester ohne praktische Vorkenntnisse im Umgang mit

Laborgeräten gibt über die Hälfte der Teilnehmenden an, bereits Erfahrungen zu

besitzen. Eine Folgestudie, die ausschließlich auf Studierende ohne Vorerfahrung

ausgerichtet ist, könnte klären, ob die Nutzung der AR-App den Zugang zu

Laborgeräten erleichtert und den Wissenserwerb effektiver gestaltet. Weiterhin

sollte zukünftige Forschung verstärkt die Langzeitwirkung der AR-Nutzung

berücksichtigen. Dies würde Aufschluss darüber geben, inwieweit mit der App

erworbene Kenntnisse und Fähigkeiten über einen längeren Zeitraum erhalten

bleiben.

Auch in der Gestaltung der App zeigt sich Optimierungspotenzial, das in

zukünftigen Entwicklungszyklen weiter analysiert und verbessert werden sollte.
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10 Zusammenfassung und Ausblick

10.1 Zusammenfassung

In dieser Dissertation steht die Entwicklung einer mobilen Augmented Reality
Anwendung (mAR-App) im Zentrum. Als strukturierender Rahmen dient der

Makrozyklus vomDesign-Based Research (DBR), während das Research Pentagon
nach Reinmann (2021) das eigentliche methodische Vorgehen auf Mikroebene

bildet.

Das Research Pentagon umfasst die fünf Komponenten Forschungsgegenstand,

Forschungsfrage, Forschungsziel, Forschungsmethode und Forschungssituati-

on. Anstelle klassischer DBR-Mikrozyklen kommen eigenständige, spiralförmig

aufeinander aufbauende Research Pentagons zum Einsatz, die jeweils eigene Fra-

gestellungen und Evaluationsschritte enthalten und dadurch eine fortschreitende

Präzisierung des Gesamtkonzepts ermöglichen.

10.1.1 Abschnitt I: Problemstellung und Literatur

Problemstellung: Die erste Phase im Makrozyklus des DBR-Prozessmodells

von Euler (2014) beginnt mit der präzisen Analyse eines realen Problems, das

durch Literatur, Erfahrungen und kontextuelle Gegebenheiten gestützt wird.

Im vorliegenden Fall stehen die Qualität und Organisation von Laborpraktika

im ingenieurwissenschaftlichen Studium im Zentrum. Solche Praktika gelten

als integraler Bestandteil der akademischen Ausbildung, da sie theoretisches

Wissen mit praktischer Anwendung verknüpfen und Studierenden grundlegende

exp. Kompetenzen vermitteln. Sie fördern die Fähigkeit, systematisch Daten zu

erheben, kritisch zu reflektieren und komplexe technische Zusammenhänge zu

verstehen.

Trotz ihrer hohen Relevanz bestehen in der konkreten Ausgestaltung jedoch

erhebliche Optimierungspotenziale. An der Universität Paderborn fehlt es durch

die dezentrale Organisation an einer übergreifenden Struktur, die die Praktika

inhaltlich verknüpft und kompetenzorientiert aufeinander aufbaut. Unterschiede

in Anforderungen, Materialien und Bewertungskriterien führen zu mangeln-
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der Vergleichbarkeit und werden von Studierenden häufig als intransparent

wahrgenommen.

Hinzu kommt die Heterogenität der Studierenden hinsichtlich ihrer Vorer-

fahrungen im Umgang mit Laborgeräten. Während einige bereits praktische

Kenntnisse mitbringen, fehlt anderen jegliche Vorerfahrung. Dies führt insbe-

sondere beim erstmaligen Arbeiten unter Zeitdruck im Labor zu Überforderung.

Gleichzeitig entsteht aufseiten der betreuenden Laboringenieure ein erhöhter

Unterstützungsbedarf, der wertvolle Zeit bindet, die eigentlich für die Durchfüh-

rung der Experimente vorgesehen ist.

Zudem sind Vorbereitungsangebote außerhalb der Laborzeiten häufig einge-

schränkt. Technische, personelle und finanzielle Ressourcen setzen enge Grenzen.

Die COVID-19-Pandemie hat diesen Missstand zusätzlich verschärft: Zugangs-

beschränkungen und/oder der Ausfall praktischer Veranstaltungen haben ver-

deutlicht, wie groß der Bedarf an orts- und zeitunabhängigen (Vorbereitungs-)

Formaten für Laborpraktika ist. Gerade in diesem Kontext gewinnen digitale

Lösungen zunehmend an Bedeutung. Insbesondere mobile Anwendungen auf

Basis von AR ermöglichen Studierenden einen flexiblen und praxisnahen Zugang

zu Laborgeräten, unabhängig von festen Laborzeiten oder der Verfügbarkeit

realer Geräte.

Literaturauswertung: Um den zuvor beschriebenen Herausforderungen zu

begegnen, wird zunächst der aktuelle Forschungsstand von AR in der Lehre

und speziell in Laborpraktika durch eine systematische Literaturauswertung

untersucht, die quantitative und qualitative Perspektiven kombiniert.

Die quantitative Analyse belegt ein kontinuierlich wachsendes Forschungs-

interesse an AR-Anwendungen im Bildungsbereich. Sowohl die Anzahl der

Publikationen als auch der beteiligten Autor:innen steigen deutlich an. Länder

wie die USA, Indonesien und China nehmen dabei eine führende Rolle ein. Gleich-

zeitig zeigt sich eine Konzentration der Aktivitäten auf bestimmte Institutionen,

während der Anteil neuer Autor:innen stetig zunimmt, was auf ein dynamisches

und sich entwickelndes Forschungsfeld hinweist.

Die qualitative Auswertung verdeutlicht, dass AR in technischen Kontexten

vorwiegend zur Visualisierung komplexer Sachverhalte sowie zur Unterstützung

exp. Prozesse eingesetzt wird. Häufig dominieren markerbasierte Anwendungen,

die reale Objekte mit virtuellen Informationen anreichern. Zahlreiche Studien

berichten von positiven Effekten auf Motivation, Engagement und Interaktion

der Lernenden. Die tatsächliche Lernwirksamkeit bleibt jedoch vielfach un-
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klar, insbesondere da empirisch belastbare Daten selten erhoben werden. Auch

methodisch zeigen sich Defizite, da viele Studien keine transparenten Evalua-

tionsinstrumente verwenden oder vollständig auf Kontrollgruppen verzichten.

AR-Anwendungen zur konkreten Vorbereitung auf Laborpraktika sind bislang

kaum vorhanden und werden in der Forschung nicht systematisch behandelt.

Gleichzeitig verdeutlicht die Analyse mehrere Potenziale von AR sowohl für

den allgemeinen Einsatz in der Lehre als auch speziell für die Gestaltung von

Laborpraktika. Dazu gehören eine intuitivere Bedienung zu herkömmlichen

Medien, die Visualisierung ansonsten nicht sichtbarer Prozesse und Phänomene,

eine engere Verknüpfung realer und virtueller Informationsräume sowie eine

gesteigerte Lernmotivation und ein reduzierter Betreuungsaufwand im Labor.

10.1.2 Abschnitt II: Mikrozyklen

Research Pentagon 1 — Didaktisches Konzept: Im Fokus des ersten Pen-

tagons steht die Entwicklung eines didaktischen Konzepts, das technologieun-

abhängig und lernzielorientiert gestaltet ist. Sie bildet die Grundlage für eine

nachhaltige Nutzung der Lehrmaßnahme. Das zugrunde liegende Modell bildet

das Constructive Alignment, das Lernziele, Lernaktivitäten und Prüfungsformen

systematisch aufeinander abstimmt. Die konkrete Ausgestaltung der Lernziele

und Lernaktivitäten orientiert sich an der revidierten Taxonomie nach Bloom

und deckt ein Spektrum kognitiver Anforderungen ab. Sie reichen von der Iden-

tifikation und Handhabung elektrotechnischer Komponenten bis zur gezielten

Bedienung von Messgeräten. Die didaktische Umsetzung findet sich entlang

einer systematisch abgestuften Struktur mit sechs Lernebenen (Level), die für

das Oszilloskop wie folgt definiert sind:

• Level 0 (Onboarding): Einführung in die App-Nutzung zur Reduktion

von Einstiegshürden und kognitiver Belastung.

• Level 1 (Introduction): Erlernen der Grundfunktionen des Oszilloskops

durch Informationsdarstellung in Text und Bild.

• Level 2 (Tutorial): Interaktive Schritt-für-Schritt-Anleitungen zur geziel-

ten Bedienung einzelner Funktionsbereiche des Oszilloskops.

• Level 3 (Quiz): Anwendung des erworbenen Wissens in einer Quiz-

Situation, die sowohl der Wiederholung als auch dem Transfer dient.

• Level 4 (Sandbox): Offener Experimentiermodus zur eigenständigen

Problemlösung und Förderung explorativen Lernverhaltens.
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Research Pentagon 2 — Machbarkeitsstudie: Im zweiten Pentagon er-

folgt die praktische Erprobung der theoretisch identifizierten Potenziale von

Augmented - und Virtual Reality (VR) im Kontext technischer Laborpraktika,

wobei zugleich überprüft wird, wie sich die im ersten Pentagon definierten

Lernziele in unterschiedlichen Prototypen abbilden lassen. Ziel ist es, geeignete

Technologien und Entwicklungsumgebungen zu identifizieren, frühzeitig Her-

ausforderungen zu erkennen und zu prüfen, welcher Prototyp sich in welcher

Phase des Praktikums sinnvoll integrieren lässt, um ausgewählte Lernziele zu

erreichen.

Die Ergebnisse der Machbarkeitsstudie verdeutlichen, dass sich VR aufgrund

technischer Einschränkungen nicht als Vorbereitungstool für Laborpraktika

eignet. Im Gegensatz dazu eröffnet AR — trotz bestehender Herausforderungen

— ein hohes didaktisches Potenzial. Entscheidend ist dabei eine stabile, markeru-

nabhängige Umsetzung. Daher richtet sich der Fokus der weiteren Entwicklung

auf eine markerlose, plattformübergreifende Lösung mithilfe der ARCore- und
ARKit-SDKs.
Research Pentagon 3 — Onboarding: Im dritten Pentagon entsteht ein

erstes Onboarding-Modul für die App-Version 0.17.01. Ziel der begleitenden

Studie ist es, den Ersteindruck sowie die Akzeptanz der Anwendung bei den

Nutzer:innen zu untersuchen. Das Onboarding ist als schrittweise, visuell unter-

stützte Anleitung konzipiert, die zentrale Funktionen des virtuellen Oszilloskops

vermittelt. Dabei hebt das System relevante Bedienelemente gezielt hervor und

blendet weniger wichtige Komponenten temporär aus. Diese Gestaltung soll

die kognitive Belastung reduzieren und einen klaren, verständlichen Einstieg

ermöglichen.

Die Ergebnisse des User Experience Questionnaire (UEQ) zeigen ein insgesamt

neutrales bis leicht positives Bild der Nutzungserfahrung. Die qualitative Aus-

wertung der Freitextantworten deckt zudem technische Defizite auf und liefert

Hinweise auf weitere Herausforderungen. Diese sind im Zuge der Reflexions-

phase aufgearbeitet und in die weitere Entwicklung der AR-App eingeflossen.

Research Pentagon 4 — Exkurs: Eye-Tracking: Das vierte Pentagon ist

ein Exkurs und widmet sich der Frage, inwiefern sich Eye-Tracking zur quan-

titativen Erfassung motorischer Kompetenzen im Umgang mit Laborgeräten

— insbesondere Oszilloskopen — eignet. Die Analyse erfolgt anhand mehre-

rer Verfahren: Heatmaps, AOI-Zeit-Diagramme sowie Scanpfadanalysen. Dabei
werden die Blickbewegungen unerfahrener Studierender mit denen erfahrener

Laboringenieure verglichen.
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Die Ergebnisse der Eye-Tracking-Studie zeigen keine klaren Unterschiede

im Blickverhalten zwischen erfahrenen und unerfahrenen Nutzer:innen, was

darauf hinweist, dass Blickverläufe eher von individuellen Lösungsstrategien

der Probanden abhängen als von ihrem Erfahrungsniveau. Zwar lassen sich in

den Scanpfadanalysen mit Hilfe der Clusterbildung Muster erkennen, jedoch

ist die Trennschärfe zwischen den verschiedenen Erfahrungsniveaus begrenzt.

Besonders sichtbar wird dies in den wiederkehrenden Blickwechseln zwischen

verschiedenen Funktionsbereichen wie dem Trigger-Menü und den Skalierungs-

einstellungen, die unabhängig vom Erfahrungsniveau auftreten. Diese Blickver-

läufe lassen sich aufgrund der kurzen Dauer und der begrenzten räumlichen

Auflösung des Eye-Trackers jedoch nur eingeschränkt interpretieren.

10.1.3 Abschnitt III: Summative Evaluation

Da sich Eye-Tracking in der vorherigen Studie als Messinstrument aufgrund

methodischer und technischer Einschränkungen als ungeeignet erwiesen hat,

erfolgt die Gesamtevaluation anhand eines Online-Tests in Kombination mit

zwei Fragebögen. Der Moodle-basierte Online-Test prüft kognitive Aspekte wie

Wissen, Verständnis, Analyse und Anwendung im Umgang mit Oszilloskopen,

während die Fragebögen affektive Veränderungen, darunter das exp. Selbstkon-

zept, das Sachinteresse sowie empfundene Überforderung, erfassen. Zusätzlich

werden die Bedienbarkeit (Usability) mittels des System Usability Scale (SUS)
und die Nutzererfahrung (User Experience) über den UEQ der App bewertet.

An der Studie, die einem Prä-Posttest-Design mit einem Kontrollgruppen-

vergleich folgt, nehmen 70 Studierende zweier Universitäten teil, wobei für die

Auswertung des Moodle-Tests nur die Daten von 58 Teilnehmenden berück-

sichtigt werden können. Beide Gruppen verbessern sich signifikant von Prä- zu

Posttest.

Besonders stark sind die Verbesserungen auf den Taxonomiestufen Anwen-
dung (𝐹 = 29,93, 𝜂2𝑝 = 0,35), Verständnis (𝐹 = 4,85, 𝜂2𝑝 = 0,08) und Analyse
(𝐹 = 4,15, 𝜂2𝑝 = 0,07), womit die Hypothese H1 bestätigt wird. Zwischen der

Kontrollgruppe (KG) und Interventionsgruppe (IG) bestehen jedoch keine signi-

fikanten Unterschiede (𝑝 > 0,05), sodass kein Vorteil der AR-App gegenüber

klassischen Materialien festgestellt werden kann (Falsifizierung von H2).

Auch affektive Merkmale verändern sich in beiden Gruppen positiv: Das exp.

Selbstkonzept steigt leicht an von 3,67 auf 3,79 für die KG bzw. von 3,79 auf

3,94 für die IG (jeweils auf einer 5-stufigen Likert-Skala). Besonders deutlich
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nimmt das exp. Sachinteresse zu, von anfangs durchschnittlich 3,02 auf 3,83

(𝐹 = 75,48, 𝜂2𝑝 = 0,56), während die empfundene Überforderung gleichzeitig

abnimmt (𝐹 = 8,33, 𝜂2𝑝 = 0,12), womit Hypothese H3 bestätigt wird. Jedoch

lassen sich wie beim kognitiven Wissenstest keine Unterschiede zwischen den

beiden Gruppen feststellen, weshalb Hypothese H4 widerlegt wird.

Die Korrelationsanalysen bestätigen erwartungsgemäß, dass höhere Gesamt-

punktzahlen imWissenstest mit einem höheren exp. Selbstkonzept (𝑟 = 0, 64;𝑝 <

0,001) sowie einer geringer empfundenen Überforderung (𝑟 = −0, 54;𝑝 < 0,001)

einhergehen.

Die abschließende App-Evaluation mittels SUS und UEQ ergibt, dass die

Nutzerfreundlichkeit mit einem mittleren SUS-Wert von 65,1 als „akzeptabel“

bewertet wird, jedoch unter dem durchschnittlichen Benchmarkwert mobiler

Anwendungen (73,6) liegt. Im UEQ zeigen sich besonders niedrige Werte in den

Dimensionen Steuerbarkeit (0,76) und Effizienz (0,62; bei einer Skala von 0 bis 3).

Als Ursachen nennen die Studierenden insbesondere die langsame Reaktionsge-

schwindigkeit und die veraltete grafische Darstellung. Positiv hervorgehoben

wird hingegen das Konzept einer virtuellen Laborumgebung zur Vorbereitung

auf praktische Laborversuche.

10.2 Ausblick und Reflexion

Bereits im Jahr 2016, vor der eigentlichen Konzeptionierung und Entwicklung,

hat sich abgezeichnet, dass der Einsatz von AR auf mobilen Endgeräten für

die Vorbereitung auf Laborpraktika nur begrenzten didaktischen Mehrwert bie-

tet. Die eingeschränkte Bildschirmgröße, die zweidimensionale Bedienoberflä-

che und die unpräzise Touch-Interaktion erschweren nicht nur die Darstellung

komplexer Laborgeräte wie Oszilloskope, sondern beeinträchtigen auch die

Immersion und Benutzungsfreundlichkeit. Die Steuerung dreidimensionaler Ob-

jekte durch Fingereingaben auf einem kleinen Bildschirm führt zwangsläufig zu

Fehlbedienungen und Frustration, wie auch die Evaluationsergebnisse belegen.

Reaktionsverzögerungen und die schwierige Interaktion mit Bedienelementen

gehören zu den meistgenannten Kritikpunkten. Zwar greifen viele Studierende

im Alltag bevorzugt auf mobile Endgeräte zurück, was für deren Einsatz im

Lehrkontext spricht, doch rechtfertigt dieser Umstand nicht die vergleichsweise

hohen Entwicklungsressourcen, zumal klassische Lernformate wie Videos oder

Simulationen auf Computern oder Laptops ähnliche Lerneffekte erzielen.
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Die in dieser Arbeit entwickelte mobile AR-App versteht sich vielmehr als not-

wendige Vorstufe für die Umsetzung in immersiven MR-Umgebungen. Während

mobile Endgeräte in Funktionalität und Immersion limitiert sind, bieten moderne

MR-Brillen ein erheblich erweitertes Interaktions- und Darstellungspotenzial.

Infrastrukturelle Lösungen wie Poolräume mit MR-Brillen könnten zukünftig

als flexible Lernorte dienen, an denen Studierende selbstständig experimentieren

und sich auf Laborpraktika vorbereiten. Mit sinkenden Anschaffungskosten im

Bereich von 200e bis 1000e und wachsender Verbreitung von Geräten und An-

wendungen zeichnen sich bereits heute ähnliche Entwicklungen wie bei früheren

Computertechnologien ab. Der Übergang von stationären, kostenintensiven VR-

Systemen wie der HTC Vive hin zu autarken, benutzungsfreundlichen Geräten

wie der Meta Quest 3 oder der Apple Vision Pro verdeutlicht diesen Wandel. Die-

se Geräte ermöglichen freihändige Interaktionen, bieten lange Akkulaufzeiten

und ein breiteres Sichtfeld.

Vor diesem Hintergrund erweist sich die Entscheidung für eine robuste und

erweiterbare Architektur als richtig. Es ist von zentraler Bedeutung, dass didak-

tische Lehrmaßnahmen und Entwicklungen im Bereich AR nicht ausschließlich

auf den aktuellen Stand der Technik ausgerichtet sind, sondern zukunftsorientiert

konzipiert werden. Dies bedeutet vorwiegend, dass die gesamte Entwicklung

den Prinzipien der Modularität, Plattformunabhängigkeit und konzeptueller

Offenheit folgt. Eine sorgfältige Dokumentation der Entwicklung und Prozesse

ermöglicht eine effiziente Anpassung an neue Technologien und didaktische

Anforderungen.

Didaktische Offenheit und Anschlussfähigkeit: Das didaktische Konzept
— basierend auf dem Constructive Alignment — ist mit seinen Lernzielen sowie

den zugehörigen Aktivitäten so präzise, dass es sich innerhalb der App konkret

umsetzen und im Rahmen einer Evaluation zuverlässig erfassen lässt. Gleich-

zeitig bleibt das Konzept medienunabhängig anschlussfähig: Die Lernziele sind

so allgemein gehalten, dass sie sich flexibel auf andere Lehrformate übertragen

lassen — etwa auf das reale Vorpraktikum im E-Labor der Fachschaft Elektro-

technik. Überdies umfasst das Konzept weitaus mehr Inhalte als in dieser Arbeit

implementiert. Auch wenn der Fokus dieser App-Version ausschließlich auf dem

Oszilloskop als Laborgerät liegt, berücksichtigt die didaktische Planung bewusst

weitere Komponenten und Geräte der Elektrotechnik. Dadurch lässt sich die

Maßnahme flexibel erweitern und bleibt auch ohne grundlegende Anpassungen

am didaktischen Rahmen langfristig bestehen.
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Modularität als strategisches Entwicklungsprinzip: Bereits in der Mach-

barkeitsstudie bildet ein modular aufgebautes Framework die Basis der App.

Diese Struktur erleichtert nicht nur Wartung und Weiterentwicklung, sondern

erlaubt auch eine schnelle Adaption auf verschiedene Plattformen. So gelingt

die Portierung auf die Meta Quest 3 innerhalb weniger Monate; für andere

Systeme wie die Pico oder Apple Vision Pro liegt die Entwicklungszeit sogar

nur bei wenigen Wochen. Darüber hinaus existiert eine voll funktionsfähige

PC-Version, die eine Eingabe per Tastatur und Maus ermöglicht und den Einsatz

im Heimarbeitsplatz erlaubt.

Übertragbares Onboarding-Modul: Das für Unity3D entwickelte Tool zur

Erstellung schrittweiser Anleitungen wirkt im Kontext der mobilen AR-App mit

ihrem begrenzten Funktionsumfang zunächst überdimensioniert. In der Weiter-

entwicklung fürMR-Brillen entfaltet es jedoch sein volles Potenzial. Die grafische

Benutzeroberfläche erlaubt es, Schritt-für-Schritt-Anleitungen ohne Program-

mierkenntnisse effizient zu gestalten und flexibel anzupassen. Auf diese Weise

lässt sich das Onboarding für die MR-Version in kurzer Zeit realisieren, um Nut-

zer:innen gezielt an neue Interaktionsformen wie Handtracking heranzuführen.

Dieser wiederum leistet einen wesentlichen Beitrag zur Benutzerfreundlichkeit

und zur Verbesserung der Nutzererfahrung. Eine begleitende Studie zum UI und

dem empfundenen Nutzen des Onboardings in der MR-Version bestätigt diesen

Mehrwert empirisch.

Eye-Tracking als Evaluationswerkzeug: Die Ergebnisse der Eye-Tracking-
Studie zeigen, dass es als rein quantitatives Instrument zu kurz greift, um motori-

sche Handlungskompetenzen valide und objektiv zu bewerten. Blickdaten reflek-

tieren nicht nur Fähigkeitsunterschiede, sondern auch individuelle Lösungsstra-

tegien und situative Bedingungen. Erst in Kombination mit qualitativen Daten,

beispielsweise durch Interviews, lautem Denken oder Videobeobachtung, las-

sen sich fundierte Rückschlüsse auf Kompetenzentwicklung und Lernverhalten

ziehen. Trotz der fehlenden Generalisierbarkeit der Aussagen liefert die Studie

dennoch wertvolle Erkenntnisse und Erfahrungen über die visuelle Aufmerksam-

keit und das Problemlöseverhalten am Oszilloskop. Das im Rahmen der Studie

entwickelte Analysewerkzeug zur AOI-Definition, Heatmap-Visualisierung und

Stringanalyse von Blickpfaden schafft eine gute Basis für zukünftige Forschung.

Besonders relevant wird dieser Ansatz durch aktuelle technologische Entwick-

lungen, bei denen moderne Eye-Tracker nicht nur preiswerter sind, sondern

Blickdaten präziser, mit kürzeren Latenzen und ohne aufwendige Kalibrierung

erfassen.
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Als Evaluationswerkzeug gewinnt es erneut an Bedeutung, da sie durch diese

Entwicklungen bereits in vielen MR-Brillen, wie der Meta Quest 2 Pro, der Apple

Vision oder der Microsoft HoloLens 2 standardmäßig integriert sind und damit

die Durchführung einer großangelegten Wirksamkeitsstudie erheblich erleich-

tern. Perspektivisch eröffnen sich durch die Anbindung an KI-Systeme auch

neue Wege für adaptive Lernumgebungen, die Blickverläufe analysieren und

daraus individualisierte Hilfestellungen anbieten. Erste Kooperationsgespräche

mit Forschungsgruppen zur Diagnostik von Fehlvorstellungen in der Elektro-

technik mittels MR und Eye-Tracking sind bereits initiiert.

Fazit: Die vorliegende Arbeit zeigt die Bedeutung auf, didaktische Lehrmaß-

nahmen nicht allein am aktuellen Stand der Technik auszurichten. Vielmehr

sollten zukünftige Entwicklungen frühzeitig antizipiert und in die Konzeption

einbezogen werden. Durch die modulare und technologieoffene Gestaltung bleibt

eine Maßnahme langfristig anschlussfähig und flexibel gegenüber technologi-

schen Neuerungen.

Gleichzeitig erfordert dieser Ansatz eine gewisse Offenheit für Anpassungen —

einschließlich fundamentaler Änderungen oder sogar der vollständigen Aufgabe

einzelner Entwicklungslinien. So ersetzt in dieser Arbeit die Nutzung vonARCore

und ARKit die ursprünglich gewählte Entwicklungsumgebung Wikitude, da

diese durch ihre Verbreitung, Stabilität und Leistungsfähigkeit überzeugender

ist. Andere Entwicklungsansätze mittels dem Google Cardboard oder dem Project
Tango sind durch die Einstellung der Plattformen vollständig aufgegeben worden.

Auch wenn die mobile AR-App im Vergleich zu klassischen Medien keinen

unmittelbarenMehrwert zeigt, legt sie denmethodischen und technischenGrund-

stein für eine zukünftige, skalierbare und wirksame Erweiterung von Laborprak-

tika.
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Fachbereich Versuch Kurzbeschreibung

La
bo

rp
ra

kt
ik

um
A

GET-Lab

V1 Lineare Netzwerke
Messungen am unbelasteten Spannungsteiler, am belasteten Spannungsteiler I, 
Leistungsmessung und Leistungsanpassung, exp. Überprüfung des 
Superpositionsprinzips

V2
Elektrische und 

magnetische Felder
Messung einer Hysteresekurve, Untersuchung der magnetischen Eigenschaften eines 
Eisenkerns, Bestimmung der Äquipotentiallinien eines Stromdichtefeldes

V3 Induktionsvorgänge
Wirbelstromdämpfung eines Pendels im Magnetfeld (Waltenhofensches Pendel), 
Veränderung des Pendelschwingverhaltens in Abhängigkeit vom Pendelkörper

LEA

V1 RLC-Schwingkreise

Bestimmung der Resonanzfrequenz und der Resonanzimpedanz eines ungedämpften 
Reihenschwingkreises, Bestimmung der Resonanzkurve und der Parameter eines 
gedämpften Parallelschwingkreises, Abklingvorgang eines gedämpften 
Parallelschwingkreises, Schwingkreise als Filter.

V2 Tiefsetzsteller Funktionsweise der Schaltung, Steuerkennlinie, Belastungskennlinien

V3
Gleichstrommaschi

nen

Motorbetrieb der Gleichstromnebenschlussmaschine: Aufnehmen der 
Belastungskennlinien n = f (MM ) ; I A = f( MM) für unterschiedliche Auslegungen; 
Motorbetrieb der Gleichstromreihenschlussmaschine: Aufnehmen der 
Belastungskennlinien n = f (ML ) ; 
I A = f( ML) für unterschiedliche Auslegungen

La
bo

rp
ra

kt
ik

um
B

DATE V1
Gleitkomma-

Addierer

Entwurf eines 32 Bit Gleitkomma-Addierer (FPU), der in ein System, bestehend aus 
einem Prozessor (Plasma CPU) und weiterer Peripherie, integriert werden soll. Das 
Plasmasystem soll dann für ein XILINX FPGA synthetisiert werden.

H
al

bl
ei

te
rb

au
el

em
en

te V1
Bipolare

Transistoren

Einstellung und thermische Stabilisierung des Arbeitspunktes mit Basisvorwiderstand; 
Einstellung und thermische Stabilisierung des Arbeitspunktes bei einer Schaltung mit 
Basisspannungsteiler; Ermittlung der Kenngrößen von Emitterschaltungen
(dynamisches Verhalten); Richtige Einstellung des Arbeitspunktes und Übersteuerung 
bei einer Emitterschaltung

V2 Messverstärker

Messung der Kenngrößen von Operationsverstärkern; Beschreibung der Testschaltung, 
Operationsverstärker ohne Gegenkopplung; Messung der Offsetspannung, der 
Eingangsruheströme, der offenen Spannungsverstärkung, des Eingangswiderstandes, 
des Ausgangswiderstandes, des Verstärkungs-Bandbreite-Produktes, der maximalen 
Anstiegssteilheit (SWR); Messungen mit Differenzverstärkern; Untersuchung eines 
Instrumentationsverstärkers: Aufzeichnen der Ausgangskennlinien; Bestimmung der 
Schwellenspannung aus der Eingangskennlinie; Bestimmung der Kanallänge und des 
Kontaktwiderstandes (externer Widerstand)

Werkstoff
e der 

Elektrotec
hnik

V1 pn-Übergänge
Elektronik des pn-Übergangs, Parameterextraktion, numerische Simulation eines pn-
Übergangs

La
bo

rp
ra

kt
ik

um
C

NEK

V1 Brennstoffzelle Einstieg und Überblick in die Brennstoffzelle; Wirkungsweise der Brennstoffzellentypen

V2
Elektrische

Energieversorgung

Grundsätzliche Zusammenhänge des elektrischen Energieversorgungsnetztes; 
Verhalten des Versorgungsnetzes durch Netzmodell; Verhalten von 
Synchrongeneratoren; Untertragungsleitungen

V3 Photovoltaik
Messung wichtiger Kenngrößen von Photovoltaik-Zellen; Ermittlung und 
Visualisierung von Einflüssen wie  Abschattungen, Teilabschattungen und anderer 
Faktoren

emt

V1
Trägerfrequenzmess

brücke

Aufbau und Funktionsweise einer Messbrückenschaltung, bestehend aus zwei 
Spannungsteilern mit komplexen Widerständen, zur Erfassung der Größe „mechanische 
Dehnung“

V2
Digitale

Messdatenerfassung

Ermittlung einer physikalischen Größe durch Umformung und Zuführung einer 
proportionalen Spannung an einen ADU; Untersuchung zum korrekten Einsatz von 
ADUs; Abtastung von Signalen mit einem Abtast-Halteglied

V3 Signalanalyse
Anwendung von Werkzeugen zur Datenanalyse auf aufgenommenen Messsignalen 
sowie auf digital generierte Daten; Analyse von Zeit-, Amplituden-, Frequenz- und 
Verschiebezeitbereich

Chapter
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I.6 Tabellen zur qualitativen Literaturauswertung

Tabelle 1: Qualitative analysis: Technological aspects and application area with the

following abbreviations: mAR =mobile AR; sAR = stationary AR; HMD = Head-mounted

display; mb = marker-based; ml = marker-less; lb = location-based; CE = Computer

Engineering; EE = Electrical Engineering; CH = Chemistry; PHY = Physics; BIO =

Biology; OTS = Other Technical Subjects

Stu
dy

Yea
r

Dev
ice

Tra
cki

ng

Lab
ora

tor
y

Ap
plic

atio
n

[AMM11]2010 sAR mb CE virtual buttons overlayed on real device visible in

video stream

[Mar+12]2012 mAR;

HMD

mb EE assembling parts of an AC/DC generator superim-

posed over the real machine

[Ben+14]2014 sAR;

mAR;

HMD

ml CE virtual microscope

[CL15] 2015 mAR mb CH visualizing movement of electrons

[GJW15]2015 mAR mb BIO supplementary information links

[Akç+16]2016 mAR mb PHY supplementary information links

[FK17] 2017 mAR mb ME superimposed virtual motor arm controlling the

physical motor arm

[HL17] 2017 mAR mb CH build virtual oxygen supplying equipment

[AT18a] 2018 mAR mb EE supplementary information and quizzes

[CY18] 2018 mAR ml BIO inspect virtual models of equipment and speci-

men with a microscope

[HS18] 2018 mAR mb CH superimposing signs in physical lab with expla-

nations

[Str+18] 2018 HMD mb PHY visualizing heat conduction

[Zhu+18]2018 HMD lb CH supplementary information regarding safety si-

gns

[AT19] 2019 mAR ml EE virtual oscilloscope and function generator

[APH20]2019 mAR ml CH supplementary information links regarding func-

tions and safety of equipment

[Rog+19]2019 mAR mb CH inspection of various virtual flasks

[Han+19]2019 mAR mb OTS supplementary information regarding lab safety

[Plu19] 2019 mAR mb CH supplementary information links

[Sin+19]2019 sAR mb EE virtual oscilloscope and function generator

[AT18b] 2020 mAR ml EE virtual oscilloscope and function generator

[Alt+20]2020 mAR ml PHY virtual sensing equipment displaying resistance

and PSU measurements

[CGC20]2020 mAR mb BIO visualizing the heart
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[Müs+20]2020 mAR mb ME visualizing unit shapes of material

[Nad+20]2020 mAR ml EE supplementary information links and quizzes

[The+20]2020 HMD mb PHY augmenting experiments with real time informa-

tion

[Yaz+20]2020 mAR mb EE virtual electrical circuits components for inspec-

tion

[Din+21]2021 mAR mb CH pouring liquids using virtual beakers

[Kap+21]2021 HMD mb PHY virtual sensing equipment

[Lic+21]2021 mAR mb OTS virtual wave generator

[Söd+21]2021 HMD mb BIO supplementary information links and quizzes

[WCP21]2021 HMD ml EE virtual electrical circuits

[Chu22] 2022 mAR mb EE virtual electrical motors

[De

+22]

2022 HMD ml CH visualizing chemical reactions

[Dom+22]2022 mAR ml CH pouring liquids using virtual beakers

[HG23] 2022 mAR ml ME supplementary information links

[IST22] 2022 mAR mb EE supplementary information links

[Kap+22]2022 mAR;

HMD

mb BIO supplementary information links and quizzes

[Nou+22]2022 mAR mb CH supplementary information links

[The+22]2022 HMD mb PHY virtual sensing equipment

[Tul+22]2022 mAR;

HMD

mb EE virtual electrical circuits

[Vil+22] 2022 mAR mb OTS virtual interactive experiments

[Cri+23]2023 HMD ml CH supplementary information regarding equipment

usage and safety

[Gua+23]2023 mAR mb CH supplementary information links

[HSA23]2023 mAR mb PHY function generator and shaker to experiment with

wave forms in a rope

[KTP23]2023 mAR mb EE virtual sensors and motors

[PSD23] 2023 mAR mb PHY visualizing physical concepts

[Bin+23]2023 mAR mb EE virtual multimeter

[Che+24]2024 sAR mb CH pouring liquids using virtual flasks

[Ism+24]2024 mAR ml EE visualizing movement of electrons

[SA24] 2024 sAR mb EE virtual oscilloscope and function generator
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Tabelle 2: Qualitative analysis: Evaluations of the AR application in the respective

research paper

Study Evaluation Instrument Positive results Negative results

[AMM11] pre-/post-

test; no

CG

questionnaire positive effect on skills in

questionnaire; AR is very

useful for augmenting re-

al equipment; no disadvan-

tages reported over real

equipment

[Mar+12] pre-/post-

test; no

CG

questionnaire;

interviews

high acceptance in ques-

tionnare; positive effect on

attitude

[Ben+14] no evaluation

[CL15] pre-/post-

test, with

CG

questionnaire;

knowledge

test

positive effect on attitude in

questionnaire

AR alone does not necessa-

rily solve anything when

app is overwhelming

[GJW15] pre-/post-

test, no

CG

questionnaire neutral responses on accep-

tance in questionnaire

[Akç+16] pre-/post-

test; with

CG

questionnaire;

interviews;

knowledge

test

positive effect on skills in

test; positive effect on atti-

tude in questionnaire; high

acceptance; students think

AR helped

students reported that they

skipped studying the regu-

lar material

[FK17] pre-/post-

test, with

CG

questionnaire;

knowledge

test

positive effect on skills in

test; high acceptance; stu-

dents liked the app

[HL17] pre-/post-

test; no

CG

questionnaire;

knowledge

test

positive effect on skills in

test; high acceptance

[AT18a] no evaluation

[CY18] no evaluation positive effect on attitude in

questionnaire; high accep-

tance; students think it hel-

ps with understanding ex-

periments

[HS18] no evaluation

[Str+18] pre-/post-

test; with

CG

questionnaire;

knowledge

test

positive effect on skills in

test

[Zhu+18] pre-/post-

test; with

CG

questionnaire students liked the app mo-

re than the traditional ap-

proach

no effect on skills in ques-

tionnaire
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[AT19] pre-/post-

test; no

CG

questionnaire suited for familiarizingwith

equipment

users did not see the need

for AR because they did not

fully comprehend the tech-

nology yet

[APH20] pre-/post-

test; no

CG

questionnaire high acceptance; students li-

ked the app; suited for fa-

miliarizing with equipment;

positive effect on efficiency

[Rog+19] pre-/post-

test; with

CG

questionnaire high acceptance; students li-

ked the app

no difference to regular lear-

ning

[Han+19] no evaluation

[Plu19] no evaluation

[Sin+19] pre-/post-

test; with

CG

questionnaire;

knowledge

test

positive effect on skills in

test; positive effect on co-

gnitive load in test; high

acceptance; liked the sand-

box effect of virtual experi-

ments

[AT18b] no evaluation

[Alt+20] pre-/post-

test; no

CG

questionnaire low cognitive load; slightly

positive effect on skills

almost no difference to equi-

valent non-AR app

[CGC20] no evaluation

[Müs+20] pre-/post-

test; no

CG

questionnaire

[Nad+20] pre-/post-

test; no

CG

questionnaire positive effect on attitude

in questionnaire; students

liked the app

[The+20] pre-/post-

test; with

CG

questionnaire;

knowledge

test

positive effect on cognitive

load

no effect on skills in test

[Yaz+20] no evaluation

[Din+21] no evaluation

[Kap+21] pre-/post-

test; with

CG

questionnaire no evidence for AR advan-

tages

[Lic+21] pre-/post-

test; no

CG

questionnaire;

interviews

students liked the app

[Söd+21] pre-/post-

test; with

CG

questionnaire;

knowledge

test

positive effect on self effica-

cy; students liked the sand-

box effect of virtual experi-

ments

no effects on performance

in test
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[WCP21] pre-/post-

test; no

CG

questionnaire;

knowledge

test

positive effect on skills in

test

[Chu22] pre-/post-

test; no

CG

questionnaire slighty positive effect on at-

titude in questionnaire

users did not see advantage

over virtual equipment wi-

thout AR; mobile AR might

be unappropriate for inter-

active applications due to

small screen

[De

+22]

pre-/post-

test; with

CG

questionnaire slightly positive effect on at-

titude in questionnaire

no difference in skills

[Dom+22] pre-/post-

test; no

CG

questionnaire;

interviews;

knowledge

test

suited for familiarizingwith

equipment

no effects on skills in test;

students were overwhel-

med by the complexity of

the app

[HG23] pre-/post-

test; no

CG

questionnaire;

interviews

positive effect on skills in

questionnaire; students li-

ked the app

[IST22] pre-/post-

test; no

CG

questionnaire;

interviews

[Kap+22] pre-/post-

test; no

CG

questionnaire high acceptance

[Nou+22] pre-/post-

test; no

CG

questionnaire positive effect on attitude

in questionnaire; students

liked the app

[The+22] pre-/post-

test; with

CG

questionnaire no advantage over regular

display when it comes to

skills; higher cognitive load

[Tul+22] pre-/post-

test; with

CG

questionnaire;

knowledge

test

positive effect on skills in

test; positive effect on atti-

tude in questionnaire; high

acceptance; students liked

the app

[Vil+22] pre-/post-

test; no

CG

questionnaire;

interviews

especially effective for low

achieving students

[Cri+23] pre-/post-

test; no

CG

questionnaire students liked the app bad at delivering conceptu-

al knowledge that does not

require physical interaction

because it adds complexity

[Gua+23] pre-/post-

test; no

CG

questionnaire positive effect on attitude in

questionnaire
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[HSA23] pre-/post-

test; with

CG

questionnaire students liked the app

[KTP23] no evaluation

[PSD23] pre-/post-

test; no

CG

questionnaire;

knowledge

test

positive effect on skills in

test

[Bin+23] post-test; no

CG

questionnaire positive effect on skills in

questionnaire; students li-

ked to use the app

[Che+24] pre-/post-

test; no

CG

questionnaire;

interviews;

knowledge

test

positive effect on skills in

test; students liked the app;

students liked the sand-

box effect of virtual experi-

ments

[Ism+24] no evaluation

[SA24] pre-/post-

test; with

CG

questionnaire;

knowledge

test

positive effect on skills in

test; positive effect on atti-

tude in questionnaire

students expressed need for

intuitive user experience
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II Anhang zu Abschnitt 2

II.1 Codeauszüge zur Realisierung des Oszilloskops und
Funktionsgenerators in Python

Abstraktionsstufe 2: Klasse Funktionsgenerator und Oszilloskop

1 import numpy as np
2 import matplotlib.pyplot as plt
3 from ipywidgets import interact, FloatSlider, Dropdown, Output
4 from IPython.display import display
5

6 class FunctionGenerator:
7 def __init__(self, callback=None):
8 self.signal_type = 'Sinus'
9 self.frequency = 1.0 # in Hz
10 self.freq_scale = 'Hz'
11 self.amplitude = 1.0 # in V
12 self.amp_scale = 'V'
13 self.callback = callback # Rückruffunktion, um das

Oszilloskop zu aktualisieren↩→

14

15 def generate_signal(self, t):
16 freq = self.frequency if self.freq_scale == 'Hz' else 1

/ self.frequency↩→

17 amp = self.amplitude if self.amp_scale == 'V' else
self.amplitude / 1000↩→

18

19 if self.signal_type == 'Sinus':
20 return amp * np.sin(2 * np.pi * freq * t)
21 elif self.signal_type == 'Rechteck':
22 return amp * np.sign(np.sin(2 * np.pi * freq * t))
23 elif self.signal_type == 'Dreieck':
24 return amp * 2 * np.arcsin(np.sin(2 * np.pi * freq *

t)) / np.pi↩→

25 elif self.signal_type == 'Sägezahn':
26 return amp * 2 * (t * freq - np.floor(0.5 + t *

freq))↩→

27

28 def setup_ui(self):
29 interact(self.update_signal_type,
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30 signal_type=Dropdown(options=['Sinus',
'Rechteck', 'Dreieck', 'Sägezahn'],
description='Signal-Typ'))

↩→

↩→

31

32 interact(self.update_frequency,
33 frequency=FloatSlider(min=0.1, max=10.0,

step=0.1, value=1.0,
description='Frequenz'),

↩→

↩→

34 freq_scale=Dropdown(options=['Hz', 'ms'],
description='Frequenz-Skala'))↩→

35

36 interact(self.update_amplitude,
37 amplitude=FloatSlider(min=0.1, max=5.0,

step=0.1, value=1.0,
description='Amplitude'),

↩→

↩→

38 amp_scale=Dropdown(options=['V', 'mV'],
description='Amplituden-Skala'))↩→

39

40 def update_signal_type(self, signal_type):
41 self.signal_type = signal_type
42 if self.callback:
43 self.callback()
44

45 def update_frequency(self, frequency, freq_scale):
46 self.frequency = frequency
47 self.freq_scale = freq_scale
48 if self.callback:
49 self.callback()
50

51 def update_amplitude(self, amplitude, amp_scale):
52 self.amplitude = amplitude
53 self.amp_scale = amp_scale
54 if self.callback:
55 self.callback()
56

57 class Oscilloscope:
58 def __init__(self, func_gen):
59 self.func_gen = func_gen
60 self.func_gen.callback = self.display_signal # Setzen

des Rückrufs im FunctionGenerator↩→

61 self.time_base = 1.0 # s/Div
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62 self.time_scale = 's' # Standard Skala für Zeit
63 self.sensitivity = 1.0 # V/Div
64 self.sens_scale = 'V' # Standard Skala für

Empfindlichkeit↩→

65 self.output = Output() # Output-Widget für die Anzeige
des Graphen↩→

66

67 def display_signal(self):
68 t_max = 10 * self.time_base if self.time_scale == 's'

else 10 / self.time_base↩→

69 t = np.linspace(0, t_max, 1000)
70 y = self.func_gen.generate_signal(t) # Signal

generieren ohne Skalierung↩→

71

72 # Skalieren des Signals basierend auf der
Empfindlichkeitseinstellung↩→

73 y_scaled = y / self.sensitivity
74

75 with self.output:
76 self.output.clear_output(wait=True) # Vorherige

Plots löschen↩→

77 plt.figure(figsize=(10, 6))
78 plt.plot(t, y_scaled)
79 plt.grid(True, which='both', linestyle='--',

linewidth=0.5)↩→

80 plt.title(f'{self.func_gen.signal_type}-Signal')
81 plt.xlabel(f'Zeit ({self.time_scale})')
82 plt.ylabel(f'Amplitude ({self.sens_scale})')
83

84 # Y-Achse festlegen
85 plt.ylim(-5, 5)
86

87 # Legende hinzufügen, die die aktuellen
Einstellungen anzeigt↩→

88 plt.legend([f'Zeitbasis: {self.time_base}
{self.time_scale}, Empfindlichkeit:
{self.sensitivity} {self.sens_scale}'],
loc='upper right')

↩→

↩→

↩→

89 plt.show()
90

91 def setup_ui(self):
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92 interact(self.update_time_base,
93 time_base=FloatSlider(min=0.1, max=2.0,

step=0.1, value=self.time_base,
description='Zeitbasis'),

↩→

↩→

94 time_scale=Dropdown(options=['s', 'ms'],
description='Zeit-Skala'))↩→

95

96 interact(self.update_sensitivity,
97 sensitivity=FloatSlider(min=0.1, max=5.0,

step=0.1, value=self.sensitivity,
description='Empfindlichkeit'),

↩→

↩→

98 sens_scale=Dropdown(options=['V', 'mV'],
description='Empf.-Skala'))↩→

99

100 display(self.output) # Das Output-Widget anzeigen
101

102 def update_time_base(self, time_base, time_scale):
103 self.time_base = time_base
104 self.time_scale = time_scale
105 self.display_signal() # Signal aktualisieren
106

107 def update_sensitivity(self, sensitivity, sens_scale):
108 self.sensitivity = sensitivity
109 self.sens_scale = sens_scale
110 self.display_signal() # Signal aktualisieren
111

112 func_gen = FunctionGenerator()
113 oscilloscope = Oscilloscope(func_gen)
114

115 # UI für den FunctionGenerator einrichten
116 func_gen.setup_ui()
117

118 # UI für das Oszilloskop einrichten und Signal anzeigen
119 oscilloscope.setup_ui()

Abstraktionsstufe 3

1 import numpy as np
2 import matplotlib.pyplot as plt
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3 from ipywidgets import interact, FloatSlider, Dropdown
4 from IPython.display import display as ipydisplay
5

6 class FunctionGenerator:
7 def __init__(self):
8 self.signal_type = 'Sinus' # Default-Wert
9 self.frequency = 1.0 # in Hz
10 self.amplitude = 1.0 # in V
11

12 def generate_signal(self, t):
13 if self.signal_type == 'Sinus':
14 return self.amplitude * np.sin(2 * np.pi *

self.frequency * t)↩→

15 elif self.signal_type == 'Rechteck':
16 return self.amplitude * np.sign(np.sin(2 * np.pi *

self.frequency * t))↩→

17 elif self.signal_type == 'Dreieck':
18 return self.amplitude * 2 * np.arcsin(np.sin(2 *

np.pi * self.frequency * t)) / np.pi↩→

19 elif self.signal_type == 'Sägezahn':
20 return self.amplitude * 2 * (t * self.frequency -

np.floor(0.5 + t * self.frequency))↩→

21

22 class Oscilloscope:
23 def __init__(self):
24 self.sensitivity = 1.0 # V/Div
25 self.time_base = 1.0 # s/Div
26

27 class Display:
28 def __init__(self, func_gen, scope):
29 self.func_gen = func_gen
30 self.scope = scope
31

32 def update_display(self, signal_type='Sinus', frequency=1.0,
freq_scale='Hz', amplitude=1.0, amp_scale='V',
sensitivity=1.0, time_base=1.0):

↩→

↩→

33 self.func_gen.signal_type = signal_type
34 if freq_scale == 'ms':
35 self.func_gen.frequency = 1 / frequency
36 else:
37 self.func_gen.frequency = frequency
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38 if amp_scale == 'mV':
39 self.func_gen.amplitude = amplitude / 1000
40 else:
41 self.func_gen.amplitude = amplitude
42

43 self.scope.sensitivity = sensitivity
44 self.scope.time_base = time_base
45

46 t_max = 10 * self.scope.time_base
47 t = np.linspace(0, t_max, 1000)
48 y = self.func_gen.generate_signal(t) /

self.scope.sensitivity↩→

49

50 plt.figure(figsize=(10, 6))
51 plt.plot(t, y)
52 plt.grid(True, which='both', linestyle='--',

linewidth=0.5)↩→

53 plt.title(f'{self.func_gen.signal_type}-Signal')
54 plt.xlabel('Zeit (s)')
55 plt.ylabel('Amplitude (V)')
56 plt.ylim(-5, 5)
57 plt.text(0.01, 0.95, f'{self.scope.sensitivity} V/Div',

transform=plt.gca().transAxes,
verticalalignment='top')

↩→

↩→

58 plt.text(0.01, 0.90, f'{self.scope.time_base} s/Div',
transform=plt.gca().transAxes,
verticalalignment='top')

↩→

↩→

59 plt.show()
60

61 class MainApp:
62 def __init__(self):
63 self.func_gen = FunctionGenerator()
64 self.scope = Oscilloscope()
65 self.display = Display(self.func_gen, self.scope)
66

67 def run(self):
68 interact(self.display.update_display,
69 signal_type=Dropdown(options=['Sinus',

'Rechteck', 'Dreieck', 'Sägezahn']),↩→

70 frequency=FloatSlider(min=0.1, max=10.0,
step=0.1, value=1.0),↩→
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71 freq_scale=Dropdown(options=['Hz', 'ms']),
72 amplitude=FloatSlider(min=0.1, max=5.0,

step=0.1, value=1.0),↩→

73 amp_scale=Dropdown(options=['V', 'mV']),
74 sensitivity=FloatSlider(min=0.1, max=5.0,

step=0.1, value=1.0),↩→

75 time_base=FloatSlider(min=0.1, max=2.0,
step=0.1, value=1.0))↩→

76

77 app = MainApp()
78 app.run()

XX



II.2 Überblick über die entwickelten Prototypen: Darstellungs-
bzw. Nutzungsform, genutzte SDKs, und Schwerpunkt
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Abbildung 1: Überblick über die entwickelten Prototypen: Darstellungs- bzw. Nut-

zungsform, genutzte SDKs, und Schwerpunkt
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II.3 Konkretisierte Lernziele

Hier sind die konkretisierten Lernziele für das Vorpraktikum formuliert, wie sie

sowohl in der AR-Anwendung, als auch im E-Labor der Fachschaft Elektrotechnik

angestrebt werden. Die Liste ist bewusst ausführlich gehalten, wird aber im

Rahmen des Vorpraktikums bis zur dritten Stufe genutzt, da die späteren Ziele

im eigentlichen Laborpraktikum abgedeckt werden. Studierende können

• Lernziel 1a

– die wichtigsten elektronischen Bauteile wie Widerstand, Kondensa-

tor, Spule und Dioden anhand ihrer Symbole und in den jeweiligen,

virtuellen Bauformen korrekt wiedererkennen.

– die Bedeutung und Verwendung der Markierungen auf den Bauteilen

beschreiben.

– die grundlegenden physikalischen Eigenschaften von Kondensatoren,

Spulen, Widerständen und Dioden wiedergeben.

– die Funktionen und Anwendungsbereiche der verschiedenen elek-

tronischen Bauteile angeben.

• Lernziel 1b

– die gängigen Laborgeräte wie Oszilloskop, Funktionsgenerator, Netz-

teil und Vielfachmessgerät sowohl als Symbole, als auch in virtueller

Darstellung wiedererkennen.

– die Hauptanwendungsfelder von Oszilloskopen, Funktionsgenerato-

ren, Vielfachmessgeräten und Netzteilen beschreiben.

– die verschiedenen Bedienelemente und Anschlüsse an den Laborge-

räten lokalisieren und die Bedeutung und Verwendung dieser wieder-
geben.

• Lernziel 2a

– die Unterschiede zwischen idealen und realen elektrotechnischen

Komponenten erläutern.

– die Auswirkungen von Toleranzen, parasitären Effekten und tem-

peraturabhängigen Eigenschaften auf das Schaltungsverhalten be-
schreiben.
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– typische Abweichungen wie Widerstandsänderungen vom Nenn-

wert, Frequenzabhängigkeiten bei Spulen und Kondensatoren erklä-
ren.

– den Einfluss der realen Eigenschaften auf Messungen und Schaltun-

gen verstehen und die Unterschiede zu idealen Modellen beschreiben.

– die Wirkungsweise von Kondensatoren, Spulen, Widerständen und

Dioden in einfachen Schaltungen erklären.

• Lernziel 2b

– die Bedienelemente von Laborgeräten erläutern und die grundlegen-

den Konzepte wie Amplitude, Frequenz und Phasenverschiebung am

Oszilloskop bestimmen.

– die Beziehung zwischen den Einstellungen eines Funktionsgenera-

tors und der erzeugten Wellenformen verstehen.

– die Mehrfachfunktionen von Bedienelementen an Laborgeräten, wie

z. B. Drehregler mit zusätzlicher Bestätigungsfunktion, verstehen und
deren Anwendung beschreiben.

• Lernziele 3a

– Widerstandsnetzwerke aufbauen, die bestimmte Funktionen erfüllen,

z. B. Spannungsteiler

– Schaltungen ausWiderständen, Spulen und Kondensatoren aufbauen,
um bestimmte Funktionen zu erfüllen, z. B. Hoch-/Tiefpass-Filter

– vorgegebene Schaltungen durch Ändern der elektronischen Bauteile

modifizieren, um andere Schaltungseigenschaften zu realisieren.

– Eigenschaften von elektronischen Bauteilen durch geeignete Schal-

tungen visualisieren, z. B. Auf-/Entladevorgang beim Kondensator

oder Erzeugung von magnetischen Feldern.

• Lernziele 3b

– die verschiedenen Bedienelemente von Laborgeräten korrekt einstel-
len und zielgerichtet verwenden.

– ein Oszilloskop bedienen, um die wichtigsten Signalparameter zu

bestimmen.

XXIII



– die grundlegenden Schritte durchführen und ein Vielfachmessgerät so

einstellen, um korrekt Spannung und Stromstärke in einer Schaltung

zu messen.

– ein Vielfachmessgerät bedienen, um wichtige Parameter elektroni-

scher Bauteile wie Widerstand, Kapazität und Induktivität zu bestim-
men.

– die grundlegenden Schritte planen, um Messungen von Spannung

und Strom mit einem Multimeter durchzuführen.

– die geeigneten Einstellungen eines Funktionsgenerators ermitteln,
um bestimmte Signaltypen zu erzeugen.

• Lernziel 4a

– komplexe Schaltungen analysieren und die Funktion jedes Bauteils

innerhalb der Schaltung begründen.

– die Auswirkungen von Parameteränderungen der Bauteile auf die

Gesamtschaltung darlegen.

– die Eignung von Bauteilen für spezifische Anwendungen einschät-
zen und begründen, warum bestimmte Komponenten in bestimmten

Schaltungen bevorzugt werden.

– die Leistungsfähigkeit einer Schaltung analysieren, bewerten und

mögliche Verbesserungen vorschlagen.

• Lernziel 4b

– die Vor- und Nachteile verschiedener Laborgeräte gegenüberstellen
und argumentieren, warum ein bestimmtes Gerät für eine gegebene

Aufgabe besser geeignet ist als ein anderes.

– die Genauigkeit und Zuverlässigkeit von Messungen zwischen und

innerhalb der verschiedenen Laborgeräte unterscheiden und die Aus-

wirkungen von Messfehlern auf die Ergebnisse reflektieren.

– Probleme in einer Schaltung ermitteln, indem sie die Ausgangsspannung/-

signal mittels eines Vielfachmessgerätes/Oszilloskops prüfen.

– Signale auf dem Bildschirm eines Oszilloskops untersuchen und in-
terpretieren.
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• Lernziel 5a und b

– elektronische Schaltungen unter Verwendung und Integration meh-

rerer Bauteile entwerfen.

– spezifische Schaltungen entwickeln, um konkrete Fragestellungen zu

beantworten.

– neue Anwendungen für elektronische Bauteile identifizieren und

deren Einsatzmöglichkeiten erweitern.

– eigenständig Experimente entwerfen, planen und durchführen.
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Sehr geehrte/r Proband/in.  

Im Rahmen einer Studie zur Beurteilung der Qualität und des User Experience bitte ich Sie einige 
Fragen zur vorgestellten Augmented Reality (AR) App zu beantworten.  
Bitte füllen Sie den Bogen vollständig und so genau wie möglich aus. 
Es werden keine, auf ihre Person zurückführbaren Daten erfragt, sämtliche Informationen vertraulich 
behandelt und nicht an Dritte weitergegeben. 

 

1. Allgemeines zur Person 

Geschlecht  männlich   weiblich  

Studiengang  

Seit wann besitzen Sie ein Smartphone/ Tablet (in Jahren)?  

Welche(s) Betriebssystem(e) nutzen Sie?  
(Mehrfachauswahl möglich.) 

 Android 

 iOS 

 Windows Mobile 

 Symbian 

 BlackBerry 

 Andere 

Haben Sie bereits eine Augmented Reality App genutzt?  Ja   Nein 

Wie oft nutzen Sie Ihr Smartphone/ Tablet am Tag? sehr 
selten 

     sehr 
häufig 

Wofür nutzen Sie das Smartphone/ Tablet? (Mehrfachauswahl 
möglich.) 

 Unterhaltung 

 Spiele 

 Produktivität 

 Kommunikation 

 Social Media 
 Organisation 

 
 
Bitte kreuzen Sie im Folgenden an, inwieweit die Aussagen zutreffen. 
 

2. Onboarding  

 Trifft gar 
nicht zu  Trifft  

voll zu 

Die Instruktionen der App fand ich hilfreich                                          

Ich hatte schnell einen Überblick über die verschiedenen 
Funktionen der App.                                          

Die Funktionen der App sind selbsterklärend.                                          

Die App reagiert schnell auf Eingaben.                                          

Die App läuft stabil und zuverlässig, ohne Abstürze oder 
Eingabeverzögerungen.                                          

 
 

Anregungen/ Kritik / 
Verbesserungswünsche: 

 
 
 
 
 
 
 
 

 

Die folgenden Fragen bestehen aus Gegensatzpaaren von Eigenschaften, die das Produkt haben 

Chapter

II.4 Fragebogen zur Onboarding-Studie
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kann. Entscheiden Sie möglichst spontan. Es ist wichtig, dass Sie nicht lange über die Begriffe 
nachdenken, damit Ihre unmittelbare Einschätzung zum Tragen kommt. 

 
Bitte kreuzen Sie immer eine Antwort an, auch wenn Sie bei der Einschätzung zu einem 
Begriffspaar unsicher sind oder finden, dass es nicht so gut zum Produkt passt. 

 
Es gibt keine „richtige“ oder „falsche“ Antwort. Ihre persönliche Meinung zählt! 

 
 

3. User Exerpience (UX) 

   

  

 

 
 1 2 3 4 5 6 7   

unerfreulich        erfreulich 1 

unverständlich        verständlich 2 

kreativ        phantasielos 3 

leicht zu lernen        schwer zu lernen 4 

wertvoll        minderwertig 5 

langweilig        spannend 6 

uninteressant        interessant 7 

unberechenbar        voraussagbar 8 

schnell        langsam 9 

originell        konventionell 10 

behindernd        unterstützend 11 

gut        schlecht 12 

kompliziert        einfach 13 

abstoßend        anziehend 14 

herkömmlich        neuartig 15 

unangenehm        angenehm 16 

sicher        unsicher 17 

aktivierend        einschläfernd 18 

erwartungskonform        nicht erwartungskonform 19 

ineffizient        effizient 20 

übersichtlich        verwirrend 21 

unpragmatisch        pragmatisch 22 

aufgeräumt        überladen 23 

attraktiv        unattraktiv 24 

sympathisch        unsympathisch 25 

konservativ        innovativ 26 

 
 

 
Vielen Dank für die Teilnahme an der Umfrage! 
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 [Hier eingeben]  

Teilnehmer Nr. 

 

 
 
 
 

2. Amplitude 

Aufgabe zum Oszilloskop 

Bestimmen Sie folgende Kenndaten des 
empfangenen Signals durch die Nutzung des 

  

1. Signalform 

3. Frequenz 

Chapter

II.5 Unterlagen zur Eye-Tracking-Studie

II.6 Aufgabe am realen Oszilloskop
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 [Hier eingeben]  

Teilnehmer Nr.  

 

- 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1. Geschlecht:   männlich     2. Alter: ______________ 

 weiblich  
 
3. Berufliche Vorerfahrung mit Labortätigkeit: 
  
Dauer: __________ Tätigkeiten: ___________________________________________ 
 
Dauer: __________ Tätigkeiten: ___________________________________________ 
 
Dauer: __________ Tätigkeiten: ___________________________________________ 
 
5. Welches Praktikum/ Versuche werden betreut? 
 
_____________________________________________________________________________________________ 
 
_____________________________________________________________________________________________ 
 
 
6.1 Kommt ein Oszilloskop zum Einsatz?   ja  
       nein 
 
6.2 In welcher Form?/ Wie intensiv?/ Welche Funktionen? 
 
______________________________________________________________________ 
 
______________________________________________________________________ 

 
7.1 Arbeiten Sie privat und/oder beruflich (Uni) mit einem Oszilloskop?  

  ja    7.2 Häufigkeit: ____________________ 
  nein 
 
8. Wie stark würden Sie ihr Wissen im Umgang mit einem Oszilloskop einschätzen? 
sehr niedrig      sehr hoch 

 

Interview/ Fragebogen zu „Experten“ 

Chapter

II.7 Interview-Fragebogen für Expert:innen
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 [Hier eingeben]  

 

 

Teilnehmer Nr.  

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1. Geschlecht:  männlich      2. Alter: ______________ 

 weiblich  
 
 
 
3. Studiengang: ________________________  4. Semester: __________ 
 
 
 
5. Haben Sie bereits eines der Laborpraktika A - C im Laufe Ihres Studiums 
durchlaufen? 
 

   ja 
 nein 

 
 
 
6. Haben Sie bereits vorher mit einem Oszilloskop gearbeitet (Privat oder Uni)? 
  
 

  ja 
  nein 
 
 
7. Wie stark würden Sie ihr Wissen im Umgang mit einem Oszilloskop einschätzen? 
 

sehr niedrig      sehr hoch 
 

Interview/ Fragebogen zu „Novizen“ 

II.8 Interview-Fragebogen für Anfänger:innen
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 [Hier eingeben]  
 
 
 
 
 
 
 
 
 

1. Informationen zur Studie: 

- UI von Laborgeräten mittels Eye-Tracking untersuchen 

- Aufgabe zu einem Gerät vorgegeben und Lösen dieser in max. 5 Minuten 

- Gerne lautes denken (Gedachtes laut aussprechen), wenn es nicht 
irritierenden ist 

- Anonymisierung -> keine Personenbezogenen Daten gespeichert oder 
weitergegeben 

 

2. Einstellen des Signalgenerators: 

- Frequenz auf 2.480 Hz setzen 

- Amplitude auf 2.48 Vpp setzen 

- darauf achten, welcher Kanal aktiv und Kabel entsprechend anschließen 

 

3. Aufsetzen und Kalibrieren der Eye-Tracking Brille 

- Hinweis: Keine großen Kopfbewegungen während und nach Kalibrierung  

o Relativ stabil sitzen (kein hin und her schaukeln…) 

- Kamera des Eye-Trackers so heraus-/ hineinschieben das komplette Auge 
erfasst wird 

- Im Eye-Camera-Window  

o Auf ROI klicken und Bereich auf relevante Auge skalieren 

o Auf Algorithm klicken und min und max pupil diameter so einstellen, 
dass grüner Kreis zwischen min und max (2 rote Kreise) befindet  

-  

- Pupil Calibaration Marker drucken und auf selben abstand wie Oszilloskop 
halten 

- Im Pupil Player Rechte leiste auf Calibration klicken und auf Manual 
Marker einstellen 

o Confidence auf 0.9 Stellen 

- „C“ auf der Tastatur drücken um die Kalibrierung zu beginnen 

- Ca. 9 mal verschiedene Positionen für die Calibrationmarker nehmen  
 
 
 

- Plugin Manager: 

Vorgehen/ Leitfaden 

II.9 Leitfaden zur Durchführung
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 [Hier eingeben]  
o  Aktiviere Blinkdetection 

o  Aktiviere Camera intrinsics Estimation: 

  Im CiE Menu auf Radial stellen  

  Aktiviere „Show undistorted Image“ 

 

4. Zwischen-Check für Offset-Korrektur 

- Record oder „R“ drücken  

- Proband auffordern Marker am Oszilloskop von oben links nach unten 
rechts zu betrachten 

- Jeweils immer mit Finger hinzeigen 

- Record beenden 

 

5. Bearbeitung der Aufgabe ohne Rückfragen 

- Record oder „R“ drücken 

- Zeit stoppen (max. 5 Min.) 

- Diktiergerät starten 

- Zeit stoppen – nach max. 5 Min. Record beenden 

 

6. Nach der Studie-> Einstellen des Oszilloskops: 

- Amplitudenskalierung max. nach links drehen 

- Frequenzskalierung max. nach rechts drehen 

- Trigger-level aus sichtbaren Bereich verschieben 
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Frage 1
Nicht beantwortet

Nicht bewertet

v1 (neueste)

Frage 2
Nicht beantwortet

Erreichbare Punkte: 1

v1 (neueste)

Frage 3
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Frage 4
Nicht beantwortet

Erreichbare Punkte: 3

v1 (neueste)

Damit der Fragebogen zum Quiz anonym zugeordnet werden kann, wird hier ein anonymer Code generiert, der nicht auf deine Person zurückführbar ist.

 

Bitte gebe folgendes an:

Ersten beiden Buchstaben des Vornamens Deiner Mutter 

Ersten beiden Buchstaben des Vornamens Deines Vaters 

Tag des eigenen Geburtsdatums (zweistellig, z.B. 08) 

Was ist ein Oszilloskop?

Ein Messinstrument

Eine Signalquelle

Eine elektronische Last

Eine Strom-/Spannungsquelle

Was stellt ein Oszilloskop grafisch dar?

Wählen Sie eine oder mehrere Antworten:

Widerstand über Zeit

Strom über Zeit

Spannung über Zeit

Was kann man mit einem Oszilloskop direkt messen?

Wählen Sie eine oder mehrere Antworten:

Strom

Signalverläufe

Induktivität

Spannung

Frequenz

Widerstand

Chapter
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Frage 5
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Frage 6
Nicht beantwortet

Erreichbare Punkte: 4

v1 (neueste)

In welchen Fällen ist ein Oszilloskop besonders hilfreich?

Wählen Sie eine oder mehrere Antworten:

Bei Gleichspannung

Bei Wechselspannung

Bei ohmschen Verbrauchern

Bei Schwingkreisen

Ordne den Bedienelementen die passenden Bezeichnungen zu.

Empfindlichkeit Zeitbasis Horizontale Verschiebung Vertikale Verschiebung Horizontal zentrieren Vertikal zentrieren
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Frage 7
Nicht beantwortet

Erreichbare Punkte: 3

v1 (neueste)

Frage 8
Nicht beantwortet

Erreichbare Punkte: 3

v1 (neueste)

Ordne den Markierungen am Signal die passenden Begriffe zu.

Frequenz Amplitude Offset Maximum Minimum Periodendauer Mittelwert Peak-to-Peak

 

 

 

Ordne den Signalformen die richtigen Namen zu.

Unzutreffend Stufensignal Treppensignal Trapezsignal Pulssignal Rechtecksignal Sinussignal

Tangenssignal Dreiecksignal Gleichspannungssignal Sägezahnsignal Rauschen
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Frage 9
Nicht beantwortet

Erreichbare Punkte: 3

v1 (neueste)

Was wurde am Oszilloskop verstellt, um bei gleichem Signal vom oberen zum unteren Bild zu kommen?

Erhöhung der Zeit pro Kästchen (Zeitbasis)

Verringerung der Zeit pro Kästchen (Zeitbasis)

Erhöhung der Spannung pro Kästchen (Pegeleinstellung)

Verringerung der Spannung pro Kästchen (Pegeleinstellung)

Erhöhung des Triggerlevels pro Kästchen

Verringerung des Triggerlevels pro Kästchen
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Frage 10
Nicht beantwortet

Erreichbare Punkte: 3

v1 (neueste)

Was wurde am Oszilloskop verstellt um bei gleichem Signal vom oberen zum unteren Bild zu kommen?

Erhöhung der Zeit pro Kästchen (Zeitbasis)

Verringerung der Zeit pro Kästchen (Zeitbasis)

Erhöhung der Spannung pro Kästchen (Empfindlichkeit)

Verringerung der Spannung pro Kästchen (Empfindlichkeit)

Erhöhung des Triggerlevels pro Kästchen

Verringerung des Triggerlevels pro Kästchen

Chapter

XXXVII



Frage 11
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Frage 12
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Warum lässt sich das Signal nicht richtig ablesen?

Zu wenig Zeit pro Kästchen (Zeitbasis)

Das Oszilloskop muss neu gestartet werden

Der Triggerlevel ist unpassend eingestellt

Das Signal lässt sich (aus technischen Gründen) nicht besser darstellen

Zu viel Spannung pro Kästchen (Empfindlichkeit)

Zu wenig Spannung pro Kästchen (Empfindlichkeit)

Zu viel Zeit pro Kästchen (Zeitbasis)

Warum lässt sich das Signal nicht richtig ablesen?

Der Triggerlevel ist unpassend eingestellt

Das Oszilloskop muss neu gestartet werden

Zu viel Spannung pro Kästchen (Empfindlichkeit)

Zu viel Zeit pro Kästchen (Zeitbasis)

Zu wenig Zeit pro Kästchen (Zeitbasis)

Zu wenig Spannung pro Kästchen (Empfindlichkeit)
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Frage 13
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Frage 14
Nicht beantwortet

Erreichbare Punkte: 3

v1 (neueste)

Warum lässt sich das Signal nicht richtig ablesen?

Zu wenig Spannung pro Kästchen (Empfindlichkeit)

Zu viel Zeit pro Kästchen (Zeitbasis)

Der Triggerlevel ist unpassend eingestellt

Das Signal lässt sich (aus technischen Gründen) nicht besser darstellen

Zu wenig Zeit pro Kästchen (Zeitbasis)

Zu viel Spannung pro Kästchen (Empfindlichkeit)

Welches Signal an welchem Kanal hat die größere Amplitude?

Das Signal an Kanal 1 hat die größere Amplitude.

Das Signal an Kanal 2 hat die größere Amplitude.

Die Signale an beiden Kanälen haben etwa die gleiche Amplitude.

Die beiden Signale lassen sich nicht vergleichen.
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Frage 15
Nicht beantwortet

Erreichbare Punkte: 3

v1 (neueste)

Information

v1 (neueste)

Frage 16
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Welches Signal an welchem Kanal hat die größere Periodendauer?

Das Signal an Kanal 1 hat die größere Periodendauer

Das Signal an Kanal 2 hat die größere Periodendauer

Die Signale an beiden Kanälen haben etwa die gleiche Periodendauer

Die beiden Signale lassen sich nicht vergleichen.

Gegeben sei die folgende Messung:

Welche Spitze-Spitze-Spannung in Volt hat das anliegende Signal?

Antwort:
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Frage 17
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Frage 18
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Frage 19
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Information

v1 (neueste)

Frage 20
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Welchen Mittelwert in Volt hat das anliegende Signal?

Antwort:

Welche Offsetspannung in Volt hat das anliegende Signal?

Antwort:

Welche maximale Spitze-Spitze-Spannung in Volt kann bei den verwendeten Einstellungen angezeigt werden?

Antwort:

Gegeben sei die folgende Messung:

Welche Periodendauer in Millisekunden hat das Signal?

Antwort:
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Frage 21
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Frage 22
Nicht beantwortet

Erreichbare Punkte: 2

v1 (neueste)

Welche Frequenz in Hertz hat das dargestellte Signal?

Antwort:

Welche Messzeit in Millisekunden wird horizontal insgesamt dargestellt?

Antwort:
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1.

Fragebogen Vorbereitung Praktikum

Bitte gebe folgendes an:

2.

3.

4.

1. Soziodemographie

Allgemeiner Fragebogen
Liebe/r Student/in,

um das Vorpraktikum besser auf Deine Wünsche anzupassen, werden in der folgenden Umfrage 
Daten zu Deinen Vorerfahrungen und persönlichen Experimentierkenntnissen erhoben. Die Umfrage 
dauert ca. 10-15 Minuten und wird völlig anonym übermittelt. Bitte fülle alle Fragen wahrheitsgemäß 
und vollständig aus. 

Vielen Dank im Voraus für Deine Mithilfe!

* Gibt eine erforderliche Frage an

Umfrage Passwort *

Ersten beiden Buchstaben des Vornamens Deiner Mutter *

Ersten beiden Buchstaben des Vornamens Deines Vaters *

Tag des eigenen Geburtsdatums (zweistellig, z.B. 08) *

Chapter
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5.

Markieren Sie nur ein Oval.

Männlich

Weiblich

Keine Angabe

6. Dropdown

Markieren Sie nur ein Oval.

Elektrotechnik

Wirtschaftsingenieur ET/MB

Computer Engineering

Lehramt ET

Physik

2. Gerätespezifisches Vorwissen und Vorbereitung Vorpraktikum

7.

Markieren Sie nur ein Oval.

Ja

Nein Fahren Sie mit Frage 14 fort

3. Folgende Informationsquellen zur Vorbereitung habe ich genutzt:

8.

Sonstiges:

Wählen Sie alle zutreffenden Antworten aus.

Script
Internet(Wiki, Blog, ...)
Versuchsanleitung
Videos
Vorpraktikum E-Labor

Geschlecht

Studiengang

Ich habe mich auf das Praktikum vorbereitet *

3.1 Folgende Informationsquellen zur Vorbereitung habe ich genutzt:
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9.

Markieren Sie nur ein Oval pro Zeile.

10.

Markieren Sie nur ein Oval.

Ja

Nein Fahren Sie mit Frage 14 fort

4. Ich habe mich auf den Umgang mit Laborgeräten vorbereitet ...

11.

Sonstiges:

Wählen Sie alle zutreffenden Antworten aus.

Vielfachmessgerät
Netzteil
Signalgenerator
Videos
Oszilloskop

3.2 Bei Script oder Versuchsanleitung zu beantworten

trifft
voll zu

trifft
eher zu

teils
teils

trifft
eher
nicht

zu

trifft
gar

nicht
zu

Das Script / die
Versuchsanleitung /
die Literaturquellen
zur Vorbereitung auf
das Praktikum sind
ausreichend und in
guter Qualität
vorhanden.

Ich wusste, wo ich
die
Versuchsanleitungen
für das
bevorstehende
Praktikum suchen
muss.

Das Script / die
Versuchsanleitung /
die Literaturquellen
zur Vorbereitung auf
das Praktikum sind
ausreichend und in
guter Qualität
vorhanden.

Ich wusste, wo ich
die
Versuchsanleitungen
für das
bevorstehende
Praktikum suchen
muss.

3.3 Ich habe mich auf den Umgang mit Laborgeräten vorbereitet. *

4.1 ... , mit folgendem/folgenden Laborgerät/en.
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12.

Sonstiges:

Wählen Sie alle zutreffenden Antworten aus.

Simulation
Wikis, Blog, Handbuch, ...
Real (E-Labor / eigenes Gerät)

13.

Markieren Sie nur ein Oval.

< 0,5 h

0,5 - 1,0 h

1,0 - 1,5 h

1,5 - 2 h

> 2 h

Fahren Sie mit Frage 17 fort

5. Ich habe mich aus folgenden Gründen nicht vorbereitet:

14.

Sonstiges:

Wählen Sie alle zutreffenden Antworten aus.

Unwissenheit
für unwichtig befunden
unüberschaubare Angebote
keine Zeit

6. Ich kenne mich schon aus...

15.

Sonstiges:

Wählen Sie alle zutreffenden Antworten aus.

Hobby
Schule
Studium
Ausbildung

4.2 ... und mit folgenden Hilfsmitteln/Medien:

4.3 Meine Vorbereitungszeit für das Praktikum pro Versuch beträgt:

5.1 Ich habe mich aus folgenden Gründen nicht vorbereitet:

6.1 (Ich kenne mich schon aus) ... durch:
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16.

Sonstiges:

Wählen Sie alle zutreffenden Antworten aus.

Vielfachmessgerät
Netzteil
Signalgenerator
Oszilloskop

7. Welche Erfahrungen hast Du bereits im Umgang mit Oszilloskopen?

17.

Markieren Sie nur ein Oval.

Bislang keine Erfahrung

Bereits ein Oszilloskop in der Schule / zu Hause gesehen

Bereits mit einem Oszilloskop gearbeitet

Nutze ich hin und wieder zum Messen und kenne die Grundfunktionen

Mit unterschiedlichen Oszilloskopen vertraut und auch in der Lage damit konkrete
Messungen vorzunehmen.

8. Experimentbezogene Selbstkonzept

6.2 (Ich kenne mich schon aus) ... mit:

Welche Erfahrungen hast Du bereits im Umgang mit Oszilloskopen? *
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18.

Markieren Sie nur ein Oval pro Zeile.

9. Sachinteresse „Experimentieren“

Wie schätzt Du Dich selbst ein? *

trifft
gar

nicht
zu

trifft
eher
nicht

zu

teils
teils

trifft
eher zu

triff
völlig

zu

Mich würde das
Experimentieren
bestimmt
interessieren, wenn
nicht alles so
kompliziert wäre.

Obwohl ich mir
bestimmt Mühe gebe,
fällt mir das
Experimente schwer.

Das Vorbereiten auf
ein Experiment fällt mir
leicht.

Kein Mensch kann
alles. Fürs
Experimentieren habe
ich einfach keine
Begabung.

Bei manchen
Experimenten, weiß ich
von vornherein: "Das
verstehe ich nie".

Anhand anschaulicher
Experimente verstehe
ich auch komplizierte
naturwissenschaftliche
Theorien.

Das Experimentieren
liegt mir nicht
besonders.

Für das Durchführen
von Experimenten
habe ich kein
Händchen.

Mich würde das
Experimentieren
bestimmt
interessieren, wenn
nicht alles so
kompliziert wäre.

Obwohl ich mir
bestimmt Mühe gebe,
fällt mir das
Experimente schwer.

Das Vorbereiten auf
ein Experiment fällt mir
leicht.

Kein Mensch kann
alles. Fürs
Experimentieren habe
ich einfach keine
Begabung.

Bei manchen
Experimenten, weiß ich
von vornherein: "Das
verstehe ich nie".

Anhand anschaulicher
Experimente verstehe
ich auch komplizierte
naturwissenschaftliche
Theorien.

Das Experimentieren
liegt mir nicht
besonders.

Für das Durchführen
von Experimenten
habe ich kein
Händchen.
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19.

Markieren Sie nur ein Oval pro Zeile.

20.

Markieren Sie nur ein Oval.

Ja

Nein

Fahren Sie mit Frage 21 fort

11. Überforderung

Gib bitte an, inwieweit folgende Aussagen auf Dich zutreffen. *

trifft
gar

nicht
zu

trifft
eher
nicht

zu

teils
teils

trifft
eher zu

triff
völlig

zu

Wenn ich
experimentiere,
kann es
passieren,
dass ich gar
nicht merke,
wie die Zeit
verfliegt.

Wenn ich
Experimente
durchführen
kann, bin ich
bereit, auch
Freizeit dafür
zu verwenden.

Experimente
durchzuführen,
macht mir
einfach keinen
Spaß.

Wenn ich
experimentiere,
kann es
passieren,
dass ich gar
nicht merke,
wie die Zeit
verfliegt.

Wenn ich
Experimente
durchführen
kann, bin ich
bereit, auch
Freizeit dafür
zu verwenden.

Experimente
durchzuführen,
macht mir
einfach keinen
Spaß.

10. Hast Du im naturwissenschaftlichen oder technischen Bereich ein Hobby?

Chapter

XLIX



21.

Markieren Sie nur ein Oval pro Zeile.

Gib bitte an, inwieweit folgende Aussagen auf Dich zutreffen.

stimme
gar

nicht
zu

stimme
eher
nicht

zu

weder
noch

stimme
eher zu

stimme
vollkommen

zu

Ich fühle mich
nervös, wenn
ich darüber
nachdenke, in
das Labor zu
gehen.

Ich mache mir
Sorgen darüber,
wie ich im
Labor
abschneiden
werde.

Ich bin besorgt
darüber, dass
ich im Labor
Schwierigkeiten
haben werde.

Ich mache mir
Sorgen darüber,
was im Labor
auf mich
zukommt.

Ich fühle mich
nervös, wenn
ich an
bevorstehende
Laboraufgaben
denke.

Ich bin nervös,
wenn ich
experimentieren
oder im Labor
arbeiten muss.

Ich mache mir
Sorgen darüber,
wie ich bei
Experimenten
abschneiden
werde.

Ich befürchte,
dass ich Fehler
bei der

Ich fühle mich
nervös, wenn
ich darüber
nachdenke, in
das Labor zu
gehen.

Ich mache mir
Sorgen darüber,
wie ich im
Labor
abschneiden
werde.

Ich bin besorgt
darüber, dass
ich im Labor
Schwierigkeiten
haben werde.

Ich mache mir
Sorgen darüber,
was im Labor
auf mich
zukommt.

Ich fühle mich
nervös, wenn
ich an
bevorstehende
Laboraufgaben
denke.

Ich bin nervös,
wenn ich
experimentieren
oder im Labor
arbeiten muss.

Ich mache mir
Sorgen darüber,
wie ich bei
Experimenten
abschneiden
werde.

Ich befürchte,
dass ich Fehler
bei der
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Durchführung
von
Experimenten
machen werde.

Ich mache mir
Sorgen darüber,
dass ich mich
im Labor
verletzen
könnte.

Ich fühle mich
unwohl bei der
Arbeit mit
gefährlichen
Substanzen
oder Geräten.

Ich bin besorgt
darüber, dass
ich im Labor
eine gefährliche
Situation
auslösen
könnte.

Ich fühle mich
unwohl, wenn
ich mit anderen
im Labor
interagieren
muss.

Ich mache mir
Sorgen darüber,
was andere von
mir im Labor
denken.

Ich bin nervös,
wenn ich im
Labor mit
anderen
kommunizieren
muss.

Durchführung
von
Experimenten
machen werde.

Ich mache mir
Sorgen darüber,
dass ich mich
im Labor
verletzen
könnte.

Ich fühle mich
unwohl bei der
Arbeit mit
gefährlichen
Substanzen
oder Geräten.

Ich bin besorgt
darüber, dass
ich im Labor
eine gefährliche
Situation
auslösen
könnte.

Ich fühle mich
unwohl, wenn
ich mit anderen
im Labor
interagieren
muss.

Ich mache mir
Sorgen darüber,
was andere von
mir im Labor
denken.

Ich bin nervös,
wenn ich im
Labor mit
anderen
kommunizieren
muss.

Chapter

LI



22.

Markieren Sie nur ein Oval.

Ja

Nein

Dieser Inhalt wurde nicht von Google erstellt und wird von Google auch nicht unterstützt.

12. Hast Du im naturwissenschaftlichen oder technischen Bereich ein Hobby?

 Formulare
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Fragebogen PEARL

Bitte gebe folgendes an:

1.

2.

3.

I. Soziodemographie und AR Vorerfahrung

4.

Markieren Sie nur ein Oval.

Männlich

Weiblich

keine Angabe

Fragebogen PEARL
Liebe/r Student/in,

im Rahmen einer Studie zur Beurteilung der Qualität und des User Experience bitte ich Dich einige 
Fragen zur vorgestellten Augmented Reality (AR) App zu beantworten.
Bitte fülle den Bogen vollständig und so genau wie möglich aus.

Es werden keine, auf Deine Person zurückführbaren Daten erfragt, sämtliche Informationen 
vertraulich behandelt und nicht an Dritte weitergegeben.

* Gibt eine erforderliche Frage an

Ersten beiden Buchstaben des Vornamens Deiner Mutter *

Ersten beiden Buchstaben des Vornamens Deines Vaters *

Tag des eigenen Geburtsdatums (zweistellig, z.B. 08) *

Geschlecht

Chapter
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5. Dropdown

Markieren Sie nur ein Oval.

Elektrotechnik

Wirtschaftsingenieur ET/MB

Computer Engineering

Lehramt ET

6.

7.

Sonstiges:

Wählen Sie alle zutreffenden Antworten aus.

Android
IOS
WindowsMobile
BlackBerry
Sonstiges

8.

Markieren Sie nur ein Oval.

Ja

Nein

9.

Markieren Sie nur ein Oval.

sehr selten

1 2 3 4 5

sehr häufig

Studiengang

Seit wann besitzt Du ein Smartphone/ Tablet (in Jahren)?

Welche(s) Smartphone oder Tablet (Betriebssystem) nutzt Du?

Hast Du bereits eine Augmented Reality App genutzt?

Wie oft nutzt Du Dein Smartphone/ Tablet am Tag?
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10.

Sonstiges:

Wählen Sie alle zutreffenden Antworten aus.

Unterhaltung
Spiele
Produktivität
Kommunikation
Social Media
Organisation

II. SUS - System Usability Scale

Wofür nutzt Du das Smartphone/ Tablet?
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11.

Markieren Sie nur ein Oval pro Zeile.

Gib bitte an, inwieweit folgende Aussagen auf Dich zutreffen. *

stimme
gar

nicht
zu

stimme
eher
nicht

zu

stimme
teils zu

stimme
eher zu

stimme
völlig

zu

Ich denke,
dass ich die
AR App häufig
verwenden
möchte.

Ich fand die AR
App unnötig
komplex.

Ich fand die AR
App einfach zu
bedienen.

Ich denke,
dass ich die
Unterstützung
einer
technischen
Person
benötigen
würde, um
diese AR- App
nutzen zu
können.

Ich fand die
verschiedenen
Funktionen in
dieser AR App
gut integriert.

Ich dachte,
dass diese AR-
App zu viele
Inkonsistenzen
aufweist.

Ich kann mir
vorstellen,
dass die
meisten Leute
sehr schnell
lernen würden,
diese AR-App
zu verwenden.

Ich fand die
Verwendung

Ich denke,
dass ich die
AR App häufig
verwenden
möchte.

Ich fand die AR
App unnötig
komplex.

Ich fand die AR
App einfach zu
bedienen.

Ich denke,
dass ich die
Unterstützung
einer
technischen
Person
benötigen
würde, um
diese AR- App
nutzen zu
können.

Ich fand die
verschiedenen
Funktionen in
dieser AR App
gut integriert.

Ich dachte,
dass diese AR-
App zu viele
Inkonsistenzen
aufweist.

Ich kann mir
vorstellen,
dass die
meisten Leute
sehr schnell
lernen würden,
diese AR-App
zu verwenden.

Ich fand die
Verwendung
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III. UEQ - User Experience Questionnaire

Die folgenden Fragen bestehen aus Gegensatzpaaren von Eigenschaften, die das Produkt haben 
kann. Entscheide möglichst spontan. Es ist wichtig, dass Du nicht lange über die Begriffe nachdenkst, 
damit Deine unmittelbare Einschätzung zum Tragen kommt.
Bitte kreuze immer eine Antwort an, auch wenn Du bei der Einschätzung zu einem Begriffspaar 
unsicher bist oder findest, dass es nicht so gut zum Produkt passt.

12.

Markieren Sie nur ein Oval.

unerfreulich

1 2 3 4 5 6 7

erfreulich

13.

Markieren Sie nur ein Oval.

unverständlich

1 2 3 4 5 6 7

verständlich

der AR App
sehr
umständlich.

Ich war sehr
zuversichtlich,
die AR App zu
verwenden.

Ich musste
viele Dinge
lernen, bevor
ich mit dieser
AR-App
loslegen
konnte.

der AR App
sehr
umständlich.

Ich war sehr
zuversichtlich,
die AR App zu
verwenden.

Ich musste
viele Dinge
lernen, bevor
ich mit dieser
AR-App
loslegen
konnte.

*

*
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14.

Markieren Sie nur ein Oval.

kreativ

1 2 3 4 5 6 7

phantasielos

15.

Markieren Sie nur ein Oval.

leicht zu lernen

1 2 3 4 5 6 7

schwer zu lernen

16.

Markieren Sie nur ein Oval.

wertvoll

1 2 3 4 5 6 7

minderwertig

17.

Markieren Sie nur ein Oval.

langweilig

1 2 3 4 5 6 7

spanned

18.

Markieren Sie nur ein Oval.

uninteressant

1 2 3 4 5 6 7

interessant

*

*

*

*

*
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19.

Markieren Sie nur ein Oval.

unberechenbar

1 2 3 4 5 6 7

voraussagbar

20.

Markieren Sie nur ein Oval.

schnell

1 2 3 4 5 6 7

langsam

21.

Markieren Sie nur ein Oval.

originell

1 2 3 4 5 6 7

konventionell

22.

Markieren Sie nur ein Oval.

behindernd

1 2 3 4 5 6 7

unterstützend

23.

Markieren Sie nur ein Oval.

gut

1 2 3 4 5 6 7

schlecht

*

*

*

*

*
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24.

Markieren Sie nur ein Oval.

kompliziert

1 2 3 4 5 6 7

einfach

25.

Markieren Sie nur ein Oval.

abstoßend

1 2 3 4 5 6 7

anziehend

26.

Markieren Sie nur ein Oval.

herkömmlich

1 2 3 4 5 6 7

neuartig

27.

Markieren Sie nur ein Oval.

unangenehm

1 2 3 4 5 6 7

angenehm

28.

Markieren Sie nur ein Oval.

sicher

1 2 3 4 5 6 7

unsicher

*

*

*

*

*
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29.

Markieren Sie nur ein Oval.

aktivierend

1 2 3 4 5 6 7

einschläfernd

30.

Markieren Sie nur ein Oval.

erwartungskonform

1 2 3 4 5 6 7

nicht erwartungskonform

31.

Markieren Sie nur ein Oval.

ineffizient

1 2 3 4 5 6 7

effizient

32.

Markieren Sie nur ein Oval.

übersichtlich

1 2 3 4 5 6 7

verwirrend

33.

Markieren Sie nur ein Oval.

unpragmatisch

1 2 3 4 5 6 7

verwirrend

*

*

*

*

*
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34.

Markieren Sie nur ein Oval.

aufgeräumt

1 2 3 4 5 6 7

überladen

35.

Markieren Sie nur ein Oval.

attraktiv

1 2 3 4 5 6 7

unattracktiv

36.

Markieren Sie nur ein Oval.

Sympathisch

1 2 3 4 5 6 7

unsympathisch

37.

Markieren Sie nur ein Oval.

konservativ

1 2 3 4 5 6 7

innovativ

IV. Sonstige Fragen

*

*

*

*

Chapter

LXIII



38.

Markieren Sie nur ein Oval pro Zeile.

39.

40.

Gib bitte an, inwieweit folgende Aussagen auf Dich zutreffen. *

trifft
gar

nicht
zu

trifft
eher
nicht

zu

teils
teils

trifft
eher zu

triff
völlig

zu

Die Instruktionen der
App fand ich hilfreich.

Ich hatte schnell einen
Überblick über die
verschiedenen
Funktionen der App.

Die Funktionen der App
sind selbsterklärend.

Die App reagiert
schnell auf Eingaben.

Die App läuft stabil und
zuverlässig, ohne
Abstürze oder
Eingabeverzögerungen.

Die Instruktionen der
App fand ich hilfreich.

Ich hatte schnell einen
Überblick über die
verschiedenen
Funktionen der App.

Die Funktionen der App
sind selbsterklärend.

Die App reagiert
schnell auf Eingaben.

Die App läuft stabil und
zuverlässig, ohne
Abstürze oder
Eingabeverzögerungen.

Was hat Dir am besten gefallen?

Was hat Dir nicht gefallen?
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41.

42.

43.

Markieren Sie nur ein Oval.

Trifft gar nicht zu

1 2 3 4 5

Trifft voll zu

44.

Markieren Sie nur ein Oval.

Auf keinen Fall

1 2 3 4 5

Auf jeden Fall

Dieser Inhalt wurde nicht von Google erstellt und wird von Google auch nicht unterstützt.

Was hat Dir gefehlt?

Was könnte man noch anders oder besser machen?

Glaubst Du durch die AR App ausreichend auf den Umgang mit einem Oszilloskop
vorbereitet zu sein?

*

Würdest Du die App weiter empfehlen? *

 Formulare

Chapter
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Abbildung 2: F-Verteilung für ein Signifikanzniveau von 5%. Quelle: [Sto23]
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IV Digitaler Anhang mit Verzeichnisstruktur

.

case_studies Sämtliche Daten für die in der Arbeit durchgeführten Studien

2019-04-onboarding_mAR

auswertung Roh- und Auswertedaten der Onboarding-Studie

2019-09-eye_tracking

evaluation Rohdaten und verarbeitete Probandendaten

experiment Grafiken aus der Auswertung

tool Python-Tool, um die Eye-Tracking Daten zu bereinigen und

auszuwerten

2021-04-wirksamkeit_mAR_pilotierung

corona_antrag

panda_fragen_files

results

vorbesprechung

2023-05-wirksamkeit_mAR_final

auswertung Auswertung unterteilt nach verwendeten Tools inkl.

SPSS Skripte und Ausgaben sowie Grafiken

datenvorbereitung

lehrmaterialien

orga_fragebogen

rohdaten

upb-et

2024-01-litReview Tools und Auswertungsergebnisse des Literaturreviews

code

data

2025-08-onboarding_MR_final Rohdaten für die Wirksamkeitstudie MR (Pilotierung)

mit Meta Quest 3 (ohne Auswertung)

concepts Studiendesigns und andere Konzepte z.B. Didaktisches Konzept

scope_code Python-Code für die Demonstration der fundamentalen Funktionsweise

eines Oszilloskops

ueq_analysis_tool

dev Alle relevanten Daten für die Entwicklung der App in Unity3D einschließlich

3D-Modelle, UI-Grafiken, Android APK Exports etc.
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graphics Sämtliche Grafiken (original und exportierte) die in der Arbeit verwendet

werden

case_studies Grafiken für die jeweiligen Studien

development

didactics

effectiveness

eye-tracking

literature_review

onboarding_mAR

onboarding_MR

flow_diagramm Flow-Diagramme, z.B. Studiendesigns

orig

archive

tmp

videos Videos aus den jeweiligen App-Versionen

laTex sämtliche LaTeX-Unterlagen der Arbeit einschließlich backups und logs

appendix

bibs

bibs_corrected

frontmatter

overleaf_backups

tables

literature_repository Verfügbare PDFs für das Literaturverzeichnis, sortiert

nach Thema. Nicht alle PDFs werden in der Arbeit verwendet und nicht alle Literaturquellen

haben eine dazugehörige PDF

mindmap mindmap zur Arbeit

misc Sonstige Unterlagen

outline_paper Versionierung des Inhaltsverzeichnisses und der PDF-Exports aus

LaTeX
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