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Artificial Intelligence, Healthy Distrust & Explainability

While writing Manuscript 3 of this dissertation, I was in need of a synonym for the
term ‘aligns well’. Following my typical approach, I used a search engine for quick
inspiration. My search aligns well synonym gave me the result I was looking for, namely
the link to some online thesaurus listing multiple alternatives. Above this link, the recently
added feature ‘Al-overview’ appeared. This overview also provided an answer. However,
instead of synonyms, I received multiple translations of the term into German in the form
of a nicely worded summary, and thus, not at all what I was looking for ]

Why do I bother with this arguably mundane example of Al failure to begin my
dissertation? I could open with lawyers who used ChatGPT without ensuring that the
cited cases exist, biased crime forecasts, or fatalities due to autonomous vehicles. However,
I deliberately picked this example because it touches upon a sentiment that I, among other
points, want to convey in this first section that introduces my topic — healthy distrust in
the context of artificial intelligence (AI). For this introduction, let us first turn to the
context of Al

Artificial intelligence can be defined as a system that is capable of solving tasks and
problems, which are typically considered to require human intelligence, and that operates
with some degree of autonomy and may exhibit adaptiveness (Regulation (EU) 2024/1689,
2024; Sheikh et al., [2023)). Such Al systems are nowadays applied in numerous fields and
have already transformed certain everyday tasks. While the progress in recent years is
astounding, current and foreseeable Al technologies remain fallible. Failures remain that
range from Al errors of grave consequences (the examples I did not pick) to blatantly
obvious errors of little consequence, such as providing translations instead of synonyms.
The former examples illustrate the importance of holding a healthy degree of distrust when
interacting with Al. Otherwise, blindly trusting Al can lead to lawyers being fined, racial

profiling, the endangerment of pedestrians, and many other problems. The latter example

! This was reproducible months later, see Figure in the Appendix, 22.08.2025.



points to a benefit of healthy distrust towards Al in general, and to elaborate on this, allow
me to digress from the scientific content of the following chapters to a more general

discussion of Al.

In the last decade, scientific and public interest in artificial intelligence surged.
Since the broader public was introduced to ChatGPT, it is even applicable to speak of a
hype. The term and interest in Al are by no means novel. Already in the 1960s-70s or in
the 90s, a surge of interest in and research on Al can be observed. Yet, periods of interest
were also followed by a decline in interest, referred to as Al winter. For a nice history and
overview of the developments, turn to Haenlein and Kaplan (2019)). Interestingly, they
state that “[ijn regular intervals since the 1950s, experts predicted that it will only take a
few years until we reach Artificial General Intelligence—systems [...].” (p. 6) — a

prediction that is also common nowadays.

Whether or not another Al winter is coming remains open. For instance, it has been
called into question whether the developmental pace of the last few years will be
maintained, as recently indicated by the release of OpenAl’s latest model and the
accompanying disappointment (Newport, 2025). Nonetheless, the successes of the current
Al phase are likely to persist rather than disappear because they have already changed and
will continue to change the way we use technology. For instance, LLM-based applications
have problems with being up to date and providing actual references. This has improved
with technological solutions like RAG. However, while RAG can make so-called
hallucinations less likely (Shuster et al., |[2021), they can also lead to different forms of
hallucinations or other issues (Wu et al., [2024)). Although these and other problems
remain, LLM-based applications have changed, for example, internet search in two ways:
people using ChatGPT instead of traditional search engines, and search engines following
ChatGPT’s example and introducing their own LLM-based features. Such deployment of
LLM-based applications can be highly beneficial. However, they remain fallible, and

looping back to my initial example, they can also be unnecessary and even less useful than



previous technical solutions.

Given that Al solutions are not without problems, this brings me back to healthy
distrust towards Al in general. Although not central to this dissertation, the development
of Al, related technologies, and infrastructure is also a subject of criticism from different
directions. This, among others, includes criticism towards the energy consumption of Al,
and specifically of generative Al (Bashir et al., 2024)), outsourced human labor for
annotating and filtering problematic Al-generated text under questionable circumstances
(Perrigo, 2023), the danger of huge investments without predictable downstream revenues

(Newport, [2025)), and the potential to spread dis- or misinformation (Chen & Shu, [2024]).

Moreover, especially in the realm of education, outsourcing, for example, coursework
to LLM-based applications runs the danger of diminishing the educational and learning
effects of engaging with a topic. In a recent preprint (Kosmyna et al., 2025)), university
students who used LLM-based tools for an essay assignment performed worse in multiple
measures than students who were permitted to use search engines or no tools at all. For all
these reasons, I see benefits not only in healthy distrust during the interaction with AI but
also in healthy distrust in using AI. The latter means two things: critically reflecting on
the decision to use existing Al for certain tasks and the (developers’) decision to apply
Al-based solutions to certain tasks. While I will not continue in this direction and cannot
offer any further insights for improvement, I wanted to at least highlight these issues. I
regard them as pressing and therefore did not want to completely gloss over them.

Furthermore, I will briefly return to them in my conclusion.

Besides these more general issues of Al, as mentioned above, individual Al systems
each have their own technical shortcomings and pitfalls. For instance, so-called adversarial
examples (e.g., Zhang & Li, 2019) illustrate the fallibility of AT and how different these
failures can be compared to areas where humans tend to make errors. The aspect that Al
remains fallible in combination with the increased application of Al to so-called high-stakes

domains (e.g., medicine, law, finance) has reinforced different concerns. As discussed in



Manuscripts 1 and 2, within current Al research, recurring goals are to foster Al’s fairness,
accountability, interpretability, and transparency (Barredo Arrieta et al., 2020; Guidotti

et al., 2019; Mohseni et al., [2021). To ensure that such goals are met, numerous guidelines
and regulations have been formulated (Thiebes et al., 2021). Among those is also the EU
ATl Act (Regulation (EU) 2024/1689, 2024)), which is currently considered the most
comprehensive Al regulation and subsumes such concerns under the term of trustworthy
AL One prominent way to foster and ensure AI’s trustworthiness is the usage and
development of explainable AT (XAI). XAT or explainability methods can be understood as
any means to allow users to better understand Al output. This typically does not only
include textual or verbal explanations but also, e.g., visual highlighting via heatmaps in the
case of image-based decisions or ranking of most relevant features, e.g., in the case of credit
scoring. These or other forms of XAI methods are often considered to improve users’ trust.
This assumption was coined as the explainability-trust hypothesis (Kastner et al., 2021)).
Interestingly, more cautious formulations of this hypothesis are also reported. Instead of

assuming an improvement of trust, they assume an improvement of appropriate trust.

Appropriate trust is related to healthy distrust, but as I detail in the following, it is
not the same. So far, the explicit notion of healthy distrust does not exist in current Al
literature, with a recent exception (Paafien et al., 2025). While the research on appropriate
trust shares similar motivations and is relevant to healthy distrust, it also lacks certain
conceptual aspects and remains vague in crucial areas that I hope to concretize with the

notion of healthy distrust.

Thus, the overarching topic of my dissertation is to approach the notion of healthy
distrust. This means that my contributions take first steps towards understanding,
investigating, and fostering healthy distrust. The following is structured by the chronology
of the included manuscripts. Fittingly, this also means that I will start with the theoretical
and conceptual basis of healthy distrust. I will then discuss recent investigations of related

concepts, transition to my own empirical investigation, and finish with some concluding



remarks. Throughout this, I identify and discuss shortcomings and limitations of the
manuscripts and highlight connections between the individual manuscripts.

Manuscript 1 and Manuscript 2 combine multiple strands of research to approach
healthy distrust from existing theoretical and empirical work. Manuscript 1 is focused on
the theoretical and conceptual aspects revolving around healthy distrust. Manuscript 2
reiterates the same thoughts in an abbreviated form, combines them with further notions
typically encountered in the context of (X)AI, and on the grounds of this theoretical basis,
gives an overview of existing empirical research. Manuscript 3 takes on typical approaches
to assess (dis)trust in human-Al interactions, namely self-reported trust and reliance, and
refines them. Moreover, with the chosen experimental scenarios, I created a situation where
healthy distrust is expected to occur and tested whether an instruction to distrust can
improve participants’ performance. Manuscript 4 extends the typical assessment
approaches by introducing the perspective of visual attention as an indicator of healthy
distrust. Importantly, in this paper, I also discuss the complexity of the aim of healthy

distrust and related notions like appropriate trust.



Table 1

Information on the manuscripts included in the dissertation.

Manuscript 1*  Peters, T. M., & Visser, R. W. (2023). The published in Commu-

importance of distrust in Al nications in Computer

and Information Sci-
ence (xAl 2023)

Manuscript 2* Visser, R., Peters, T. M., Scharlau, 1., & Ham- published in Cognitive

mer, B. (2025) Trust, distrust, and appropriate re- Systems Research
liance in (X)AI: A conceptual clarification of user
trust and survey of its empirical evaluation.

Manuscript 3 Peters, T. M., & Scharlau, 1. (2025). Interacting published in Frontiers

with fallible AI: Is distrust helpful when receiving in Psychology
AT misclassifications?.

Manuscript 4 Peters, T. M., Biermeier, K., & Scharlau, I. published in Frontiers

(2026) Assessing healthy distrust in human-AI in- in Psychology
teraction: Interpreting changes in visual attention.

* The first two authors contributed equally to the manuscript and share first authorship.

e Manuscript 1

— TP: Writing — review & editing, Writing — original draft, Visualization,

Conceptualization. RV: Writing - review & editing, Conceptualization.

— The majority of the original draft was written by TP; the contribution’s content

(on the underlying desideratum of appropriate trust) was extensively discussed
with RV and was developed together. Both authors undertook extensive
rewrites of the paper beyond the typical amount of review and editing.

e Manuscript 2

— RV: Writing — review & editing, Writing — original draft, Visualization,

Validation, Software, Resources, Project administration, Methodology,
Investigation, Formal analysis, Data curation, Conceptualization. TP: Writing —
review & editing, Writing — original draft, Visualization, Validation, Resources,
Project administration, Methodology, Investigation, Formal analysis, Data
curation, Conceptualization. IS: Writing — review & editing, Validation,
Supervision, Project administration, Methodology, Funding acquisition,
Conceptualization. BH: Writing — review & editing, Writing — original draft,
Supervision, Project administration, Funding acquisition, Formal analysis,
Conceptualization.

Both co-authors wrote parts of the original draft. The original draft of Sections
3,4, 6.5, and 7 was written by TP; the original draft of Sections 2, 5, and
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6.1-6.4 was written by RV; the original draft of Sections 1 and 8 was co-written
by TP and RV. Each Section was reviewed and edited by all authors. RV
conducted the literature search of the empirical overview. TP analyzed the
papers included in this overview in terms of trust effects, types of trust
measurement, and the conceptual consideration concerning trust and distrust.
RV analyzed the papers included in this overview in terms of applied Al model,
domain, XAI method, and evaluation criteria other than trust.

o Manuscript 3

— TP: Conceptualization, Formal analysis, Investigation, Methodology, Software,
Visualization, Writing — original draft, Writing — review & editing. IS:
Conceptualization, Funding acquisition, Resources, Supervision, Writing —
review & editing.

o Manuscript 4

— TP: Writing - original draft, Writing - review & editing, Methodology,
Conceptualization, Investigation, Formal analysis, Software, Visualization. KB:
Writing - review & editing, Methodology, Formal analysis, Software. IS:
Supervision, Conceptualization, Writing — review & editing, Funding acquisition.

— Original draft by TP, except original draft Subsection TVA-TOJ model within
Section Materials and Methods by KB. Drafting the model in pymc and the

implementation of the power analysis were conducted by KB. TP used and
adapted this model according to the statistical comparisons he carried out.
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Understanding Healthy Distrust

The first two manuscripts of this cumulative dissertation approach the notion of
healthy distrust in Al on a theoretical and conceptual basis by discussing and summarizing
relevant existing research. At the very beginning of research for these two manuscripts
stood the idea to provide a comprehensive and interdisciplinary overview of distrust in the
context of Al from the two perspectives of Machine Learning and Psychology. While my
co-authors and I did approach the topic from these two perspectives, we ultimately did not
focus only on distrust but also on trust. We did so because contemporary Al research was
mainly investigating trust, and also, psychological research had an emphasis on studying
trust. Given that this emerged as a problematic omission, this neglect of distrust became a

core topic of the manuscripts.

Similar to the introductory chapter, Manuscripts 1 and 2 identify the concerns
about Al that led to regulations for and interest in trustworthy Al and connect this to the
approach of developing methods of XAI. Within this context, a prominent aim is the
notion of appropriate trust. Appropriate trust and related concepts with differing terms,
e.g., warranted trust or calibrated trust, are meant as a distinction from fostering trust

because fostering trust in all cases would allow for blind trust.

This means that appropriate trust and related concepts are similar to the notion of
healthy distrust. While we concluded that healthy distrust shares the same underlying aim
as notions like appropriate trust, we did not equate them. Instead, we advocated for
considering and fostering both appropriate trust and healthy distrust. For reaching this
conclusion, let us first turn to the concepts of trust. The attentive reader may wonder why

I do not turn to distrust, but this is part of the problem I am building up to.

In his influential work, sociologist Luhmann (2009) describes trust as a basic
element of social life, which would not function without it. He describes trust as a
necessary mechanism to reduce the complexity of interpersonal interactions, and together

with other earlier work (e.g., Deutsch, [1958; Rotter, 1967, [1971)), this forms the basis for
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subsequent, influential models of trust (and distrust). Two of these models are relevant
throughout Manuscripts 1 and 2. The first is the Integrative Model of Organizational Trust
by Mayer et al. (1995), and the second is the model by Lewicki et al. (1998). Both are

important conceptualizations of trust (and distrust) and offer key insights.

Mayer et al. (1995) integrated the previous trust research and proposed a unified
model of trust. In doing so, they clearly differentiate between trust and trustworthiness,
discuss the role of uncertainty and risk, and distinguish trust from related concepts. These
insights and distinctions were not new, but integrating them in this comprehensive manner
was likely the reason why this model had a profound influence on subsequent research on
trust. In this model, trust and distrust are understood as opposing ends of a single

dimension.

In contrast to this, the main argument of Lewicki et al. (1998)) was to understand
distrust differently. They proposed trust and distrust as two related yet separate
dimensions. Thereby, they can co-exist and are defined by different characteristics. In this
conceptualization, trust and distrust are generally understood in a negatively related way
(high trust often goes along with low distrust, and vice versa), but situations occur in
which medium levels of the two co-exist. Importantly, this means that when measuring
trust and distrust (e.g., via self-report), they should be measured as two dimensions. This
also finds support in factor analyses showing superiority of the two-dimensional model

(Scharowski et al., 2025; Spain et al., 2008).

At this point, it should be mentioned that there is also another, intermediate
conceptualization that regards trust and distrust as one continuum but with a qualitatively
meaningful middle that represents the state of suspicion (Basel & Briihl, 2024)). This form
of conceptualizing is neglected in Manuscripts 1 and 2. However, given that the model by
Mayer et al. (1995)) is the most common conceptualization in the context of automation
and Al, and Basel and Briihl (2024)) identify the two-dimensional concept as the most

fitting, these overlooked concepts are unproblematic for the argumentation of the
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manuscripts. This third type of conceptualization is an interesting alternative
conceptualization that should be considered in further research. Still, we again turn to the
models mentioned above.

These models’ insights are core contributions to the context of Al. It is not that
each of these points is unheard of, but given that, as discussed in the manuscripts, research
still does not consider them sufficiently, Manuscript 1 argues for considering trust and
distrust in the context of Al. Given the two-dimensional concept of trust and distrust,
Manuscript 1 does not call for replacing appropriate trust with healthy distrust but rather
advocates appropriate trust combined with a healthy amount of distrust. Manuscript 1
identifies three main benefits of this. Firstly, explicitly naming both trust and distrust is a
more accurate reflection of the two-dimensional conceptualization. Secondly, translating
this concept to the assessment of users then allows for properly quantifying trust and
distrust, instead of only quantifying trust. Thirdly, beyond explicitly aiming for trust and
distrust, it also includes the term healthy. While we could have picked appropriate instead
of the term healthy, to simply call for appropriate trust and distrust, we did not. To use
this shorter description would not be wrong, but by adding healthy to distrust, a
connection is made to the positive effects that distrust can have. This aims to break up the
typical negative connotation of distrust, which should be overcome (Basel & Briihl, 2024}
Guo et al., 2017; Lewicki et al., [1998; Miihlfried, |2018]). Otherwise, a negative view of
distrust contributes to a neglect of its beneficial characteristics, for which Manuscripts 1
and 2 provide multiple examples.

These observations and their foundation are discussed in Manuscript 1. As already
mentioned, Manuscript 2 reiterates the same argumentation in an abbreviated form and
connects it with the distinction between actual and perceived trustworthiness.
Furthermore, Manuscript 2 provides an overview of the empirical investigation of trust and

distrust in the (X)AI Contextﬂ Multiple issues contributed to the need for such an

2 The parentheses in ‘(X)AI’ reflect that Manuscript 2 combines insights from the contexts of AI and XAIL
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overview. The main driver for the conceptual overview was the neglect of distrust and the
conflation of insights from (dis)trust research and common-sense reasoning about
(dis)trust, and thereby inconsistencies in the employed terminology. The primary driver for
the empirical overview was the vast amount of different approaches, operationalizations,
and manipulations in existing studies on trust in (X)AI, thereby necessitating an

intermediate resumée to provide future research with an improved starting point.

Manuscript 2 offers a comprehensive conceptualization of trust, distrust, and
appropriate reliance. It does so by clearly disentangling trust from trustworthiness and
separating (dis)trust from reliance. This was needed because some work did not sufficiently
distinguish between trustworthiness, the property of the system in which trust is placed,
and the behavioral consequence of trust, namely, reliance. Moreover, we identified a
multitude of influential factors of trust in the existing literature, which we organized and
categorized. To offer an improved starting point for future research on trust and distrust in
AI, Manuscript 2 lists a number of takeaways. They are related to the conceptualization
and measurement of trust and distrust, to the consideration of appropriate trust, healthy

distrust, and appropriate reliance, and to the effects of (X)AI systems’ design.

Additionally, Manuscripts 1 and 2 make a connection to the already mentioned
explainability-trust hypothesis. In XAI research, it is a common assumption that XAI
methods lead to an increase in trust, or, if formulated more cautiously, to an increase in
appropriate trust (Kastner et al., [2021). Manuscripts 1 and 2 highlight that explanation
can identify reasons to trust and reasons to distrust. This is at least acknowledged when
formulating the explainability-trust hypothesis cautiously, and therefore, the cautious
formulations should be preferred. If explanations would simply foster trust, they would
convince users to trust instead of improving their decision on when to trust and when to

distrust.

Arguably, when researchers state that explanations should foster trust, they most

likely do not mean that any explanation should lead users to always trust. But this should
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be more explicit, e.g., by aiming for appropriate trust and healthy distrust. One advantage
could be that such an aim makes it more apparent that the success of XAI methods may
be worth evaluating not only by trust but also by distrust, or that a decrease in trust can
also be a positive result. If it is only evaluated by trust, only the function to identify
reasons to trust is directly assessed, and it becomes complicated if an explanation provides

reasons for both trust and distrust.

With regard to at least formulating the explainability-trust hypothesis more
cautiously, our overview in Manuscript 2 indicates improvement. In the period of 2024, all
papers except one aimed for appropriate trust and not trust, while in the years before, only
half of the papers did. However, we find that such research still has a problem: The

complexity of the aim of appropriate trust.

In our overview of existing research in Manuscript 2, we argued that the concepts
appropriate, warranted, or calibrated trust or similar phrasing all share the aim of
appropriate reliance. Typically, appropriate reliance is defined as the alignment between
perceived and actual trustworthiness (Mehrotra et al., 2024). This entails that appropriate
reliance is ensured if a hypothetical person would only rely on correct Al but not on
incorrect Al. This also entails that someone appropriately relies if they only rely on an Al
system suitable for a given task in a suitable manner and do not rely on Al systems that

are unsuitable for the task or rely on a system in an unsuitable manner.

Manuscript 2 oversimplifies appropriate reliance as ensuring that a potential user
relies on correct and does not rely on incorrect Al. This is oversimplified because such users
would need a perfect understanding of the task for which they receive Al support. This
perfect understanding is necessary because it would allow them to rely only on correct Al,
but not on incorrect Al. Arguably, such users would then not need AI support, because
with their perfect knowledge, they could also decide without the AI support or, at most,
only use the Al support as a helpful tool, like a mathematician would use a calculator.

Importantly, this then would not necessitate any trust or distrust because no uncertainty is
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present. Thus, the requirements for trust and distrust to be conceptually relevant are not

fulfilled (Miihlfried, 2018).

This is an issue that we did not touch upon in Manuscript 2, but one which is
discussed and approached in Manuscript 4 by explicating this complex aim of appropriate
trust and healthy distrust, and thereby of appropriate reliance. Manuscript 4 takes a first
step in establishing assessments that fully encompass the complexity of this aim.

Therefore, we will return to this issue in a moment.

An aspect that also has to be critically acknowledged and discussed is that we and
the existing research transfer concepts of trust and of distrust from an interpersonal
context into the context of human-machine interaction. In Manuscript 1 and briefly in
Manuscript 2, we already discussed this step and referenced evidence (Hoff & Bashir, [2015)
that this is a valid application. Nonetheless, one needs to be cognizant of this step. While,
for example, the Computers as Social Actors paradigm (Nass et al., [1994) supports the
validity of using interpersonal concepts also in this domain (Stanton & Jensen, 2021)), it

can not be taken for granted that everything from the interpersonal applies to this context.

In the context of trust in automation, trust has a long history of being relevant and
defining for the way people interact with technology (Hoff & Bashir, [2015; Lee & See,
2004). However, Glikson and Woolley, 2020 note that there is a key difference between
prior generations of technology and current AI. While the capabilities of prior generations
of technology were limited by the programmer’s knowledge, Al can learn to make better or
different decisions than a human. Thus, with different generations of technology, the way
that insights on interpersonal trust translate to human-machine interaction may change

because, e.g., the degree of anthropomorphism changes.

The relationship between anthropomorphism and the degree to which insights from
interpersonal trust are valid for the Al context should not be regarded in a simple linear
manner. Prominently, the uncanny valley effect (Mori et al., 2012) highlights that there is

a qualitative difference when increasing anthropomorphism. Even though the uncanny
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valley is not directly linked to trust, it still points to the benefit of being conscious about
the fact that one draws from an interpersonal concept, and some aspects can and should

not easily be mapped to the context of automation and Al.

With acknowledgment of this fact, existing research has identified different
commonalities between interpersonal trust and trust in automation or Al. The first key
commonality is the function of trust: In both interpersonal and technological contexts,
trust is assumed to reduce the complexity of an interaction. The second and third
commonalities are risk and uncertainty. Both are considered as prerequisites for trust to be
of matter. They may be slightly differently phrased, e.g., cost or vulnerability for risk.
Therefore, on top of being aware of the transition from interpersonal to human-machine
trust, it is advisable to ensure that there is complexity to be reduced and that risk and
uncertainty are given when investigating trust and distrust. If they are not present, one
does not investigate (dis)trust. This is, of course, difficult to fully simulate in an
experimental setting. However, it is possible to respect these aspects in the design of
experimental scenarios, to which I will return when discussing Manuscript 3, whose
methodological design was strongly influenced by the insights gained in Manuscripts 1 and

2.

To sum up, approaching the notion of healthy distrust theoretically and
conceptually in Manuscripts 1 and 2 formed a solid foundation for the other two
manuscripts. Part of this foundation is the solid insight that there is no easy and
prominent conceptual basis for healthy distrust. Instead, multiple aspects support our
notion of healthy distrust. Across the current research on human-Al interaction, the need
for a better understanding of healthy distrust can be observed. This is rarely explicit, but
the way that XAI methods are envisioned to empower their users, it is well described as
trust with a sufficient amount of distrust. The existing research on appropriate trust,
together with the more fitting conceptualization of trust and distrust as two related yet

separate dimensions, led us to advocate appropriate trust together with healthy distrust.
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The two manuscripts discussed in the following chapter take steps to substantiate this
proposition by empirical investigation of scenarios in which healthy distrust should occur.
In these manuscripts, we improve and extend common assessments in human-Al

interaction and test a way to foster healthy distrust.
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Investigating Healthy Distrust
Manuscript 3

Manuscript 3 applies the theoretical and methodological insights obtained in
Manuscripts 1 and 2 to an empirical investigation of two experimental scenarios. These
scenarios are situated in the context of image classification, and I designed them in a way
that healthy distrust is expected to occur. The two scenarios mainly differ in the material
that is used. The first, the Real or Fake material (RoF), is about distinguishing real
photographs from Al-generated images. The second, the Forms material, is about
categorizing abstract forms into one of two categories. For the categorization of the forms,
familiarization with the material and the categorization rules is necessary to decide to
which category (Type A vs. Type B) each form belongs. EI The RoF material does not

require such a familiarization because it consists of images that people regularly encounter.

The stimuli were designed and tested for sufficient difficulty, and participants’
performance in the experimental task was incentivized with a monetary bonus. These two
steps respect two insights from Manuscripts 1 and 2: The fact that (1) the stimuli are
sufficiently difficult to categorize makes the participants’ decision uncertain, and (2) that
the participants could receive a bonus introduces a form of risk. Thereby, the two
prerequisites of trust — risk and uncertainty — are ensured to be present during the
experiments. Monetary incentives are one of the measures that Miller (2022) suggests as
possible ways to have risk present in one’s experiments.

Notably, the possibility that participants could win or lose the bonus by performing
well or badly does neither equate nor resemble the risk of decisions in those high-stakes
scenarios that typically motivate research on trustworthy Al. Instead of simulating a
condition similar to, say, an Al-advised medical diagnosis, this rather ensures that the task

is not completely inconsequential to the participants. Therefore, monetary incentivization

3 For more details and examples of the material, turn to Manuscript 3 or to
https://github.com/PsyLab-UPB /Img- Clsfct-Dstrst, where all stimuli can be found.
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does mitigate low-effort responses, but it must not be regarded as a way to create a true
high-stakes scenario. I would argue it is a balanced tradeoff between the objective of
making it conceptually valid to consider trust and distrust, and having a feasible
experimental setup. If necessary, the felt risk by the participants could, for example, be
increased by improving task engagement among participants through gamification of the
experiments. Improving the introduction and manipulation of risk in experiments on
human-AlI interaction could be an important part of future research because of the role
that risk may have on the desired balance between appropriate trust and healthy distrust.

I will elaborate on that in the conclusion.

Returning to the experiments of Manuscript 3, for both scenarios, the experiment
was split into two sessions. To increase the generalizability of the results, both scenarios
were conducted once in a laboratory and once in an online setting. In Session 1,
participants had to categorize the images on their own — they made an unadvised
decision. In Session 2, they had to categorize the same images once again, but this time
they received Al advice. The participants were informed about the Al advice and received,
depending on the condition they were in, different information about the AI advice. What
the participants did not know was that the advice was not Al-generated but was either
correct or wrong based on a probability value that differed depending on the phase of
Session 2: the pre-error, error, and post-error phase. In the pre- and post-error phase, 90%
of the advice was correct. In the error phase, this probability was gradually decreased to
only 45% correctness. With this error-prone advice in combination with the Al cover story,

I wanted to create a scenario in which healthy distrust should occur.

Furthermore, I instructed half of the participants to be skeptical of the Al-advice
and check for themselves if it should be used for their decision. This instruction was meant
to increase the participants’ healthy distrust. The other half of the participants received
the same information but were not instructed to be skeptical and were told that they

should use the advice. Comparing these two conditions (information-only vs. distrust), I
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tested whether such an instruction can foster healthy distrust. For this test, the
performance of the participants in the two conditions was compared. Against my
expectation and as discussed in the following, also against common expectations, the
performance between the conditions did not differ. Thus, the instruction to distrust the

error-prone Al advice was not helpful in comparison to the information-only instruction.

For investigating healthy distrust, this means that a simple instruction prior to the
participants’ interaction with the mock-up Al advice does not foster their healthy distrust.
I picked this manipulation of the instruction as a first and very feasible means to
potentially foster healthy distrust. Instead of indicating that such instructions are
ineffective, other alternative explanations can, of course, be possible. The first alternative
explanation for the ineffectiveness that comes to mind is that the participants ignored the
instructions. Expecting this potential issue, the laboratory participants received the
instructions twice, once verbally and a second time in writing, and the online participants
had to summarize the instructions they received in their own words. Although I cannot
rule out that the participants still attributed little relevance to the instruction, this ensured

that they at least apprehended the general tone of the instruction.

Another alternative explanation is that the participants’ interaction trajectory with
the Al advice was a stronger influence on their reliance on the advice than the instruction.
The probability of receiving incorrect advice and its changes were the same across the two
conditions. Experiencing this may have altered the participants’ reliance irrespective of the
initial instruction, leading to similar performance across conditions. Manuscript 3’s
approach did not allow for a more fine-grained analysis beyond the data split by the
experiments’ phases. Therefore, the second alternative explanation remains speculative.
Repeating the instruction and manipulating whether such repetitions occur randomly or

before errors would be adaptations that I would recommend for further investigation.

In a similar manner, this could be applied to investigating the use of disclaimers in

interactions with LLM-based applications, such as ChatGPT. First works in that direction
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already exist, as Manuscript 4 also points out. Given the frequent use of such disclaimers
in LLM-based chat applications, it would be expected that they not only shift
responsibility to the applications’ users but also foster a more critical usage of such
applications’ output. However, as Manuscript 3 mentions, the existing research remains
inconclusive. Despite a different context, Manuscript 3’s results add to that. Given the
widespread adoption of LLMs, it is important to investigate whether my results directly
translate to the interaction with LLM-based applications. Again, comparing disclaimers to
repeated warnings (random or specific) would be an interesting direction for future
research. Furthermore, I would expect that the context of the interaction, for example, its

topic, and thereby the involved risk and uncertainty, to be an interesting moderator.

Beyond the investigation of fostering healthy distrust via instructions, Manuscript 3
contributes to refining the assessment of appropriate reliance. To improve appropriate
reliance, the two problems, under- and overreliance, need to be mitigated. For that, I
developed a quantification of appropriate reliance by utilizing parameters of the Signal
Detection Theory (SDT; e.g., Hautus et al., 2021) obtained from Al-advised and unadvised
decisions. For details, please turn to Manuscript 3. The advantages of this analysis are
that it provides a performance estimate independent of potential response biases (e.g.,
participants tend to categorize almost all images as real even though some of them are
fake), that the analysis respects individual performance differences, and allows for

inspecting the mitigation of under- and overreliance.

The first advantage is a core merit of using SDT and is already very well explained,
for example, by Hautus et al. (2021). The second advantage is the merit of my two-session
approach. For analyzing appropriate reliance, I used the d’ difference between Session 2
and Session 1. Thereby, I analyzed only the performance difference from having Al advice
in Session 2. For the last advantage, in Manuscript 3’s experiments, a ground truth was
needed. I calculated the d’ difference once for the trials where the advice was correct and

once for the trials where the advice was incorrect. Based on the direction and magnitude of
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these differences, conclusions can be drawn about whether under- or overreliance, or both,
are mitigated. As mentioned, employing the analysis in the described way requires a
ground truth to distinguish between correct and incorrect advice. Especially, more realistic
applications often do not allow for that. Therefore, it is important to note that it is also
possible to follow a similar approach in the absence of ground truth. Instead of splitting
trials by advice correctness, it would also be possible to compare a well-performing system

with a poorly performing one, or to compare one XAI method to another.

Furthermore, throughout Session 2, the participants were repeatedly asked to report
their trust and distrust. Informed by Manuscripts 1 and 2, I assessed both trust and
distrust to reflect the two-dimensional concept, and we did so repeatedly, given Manuscript
2 insights on (dis)trust’s dynamicity. The self-report shows that the participants’ trust
decreased and their distrust increased after the error phase. In addition, given the multiple
time points, it was also possible to analyze when this decrease and increase took place.
Interestingly, after the first third of the error phase, where the advice correctness was at
75%, T did not find a meaningful difference compared to the self-report in the pre-error
phase. The differences were observed when comparing the self-report obtained after the
entire error phase to the previous time points. Moreover, neither trust nor distrust
returned to the values reported at the beginning of the experiments, even though the Al

advice in the post-error phase was as often correct as in the pre-error phase.

As discussed in Manuscript 3, this aligns well with the so-called asymmetry
principle (Poortinga & Pidgeon, 2004; Slovic, [1993)) in existing trust research, which
describes trust as easy to lose but hard to gain, and distrust research, where the reverse is
assumed (Guo et al., [2017; Vaske, [2016). Unsatisfyingly, these results and the way I
measured them do not provide evidence for or against the two-dimensional concept of trust
and distrust. Given the single-item approach that I chose, a correlation between the two
items is valid in the one-dimensional concept, but also in the two-dimensional concept. To

this end, more extensive and validated questionnaires are required. I chose the single-item
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approach because of the manuscript’s focus on repeated interaction with AI and the need
for multiple assessments. In these experiments, we wanted to avoid presenting the same
extensive questionnaire five times throughout the experiments by picking the less obtrusive

single-item judgments.
Manuscript 4

Manuscript 4 approaches the investigation of healthy distrust from a different angle.
Instead of refining typical measurements in the context of human-Al interactions, it
introduces a new potential indicator of healthy distrust. In doing so, Manuscript 4 makes
the complex aim of appropriate trust and healthy distrust apparent. We already
approached this in the previous section via the closely related concept of appropriate
reliance. Similarly, Manuscript 4 discusses that appropriate trust is described in a way that
it is given when humans trust an Al system, while they also notice errors and have an
intuition when to expect errors. This points to the fact that desired parts of appropriate
trust are conscious perceptions in combination with a mere, potentially unconscious,
intuition. As problematized in Manuscript 4, the latter part may be difficult to
operationalize via self-report, even if trust and distrust are assessed. Therefore, my
co-authors and I argue that self-report and reliance do not suffice to fully encompass such
an aim. We suggest attention as an additional indicator.

Given our scenario and methods, and the connection between vigilance and distrust
that is discussed in Manuscript 4, we focused on visual attention. The experimental
paradigm is similar to the ones from Manuscript 3. The important difference is that
Manuscript 4’s setup includes 2 images that are classified by mock-up Al instead of 1
image. Two images are needed to assess visual attention via the TVA-TOJ paradigm. For
details of this paradigm, turn to Manuscript 4’s methods section or to the more extensive
details that we also reference in said manuscript (Bundesen, |1990; Bundesen et al., 2015}
Tiinnermann et al., 2017).

Experiment 1 of Manuscript 4 investigated the influence of the stimuli’s
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categorization difficulty on visual attention, and Experiment 2 investigated the influence of
the Al classification’s correctness on visual attention. To briefly summarize the results of

Manuscript 4: The categorization difficulty influences the attentional weight w but not the
attentional capacity C. For the classification’s correctness, we observed the reverse, that is

it influenced the attentional capacity but not the weighting.

So what does that mean for investigating healthy distrust? — Unfortunately, in
terms of a clear indication of healthy distrust, rather little. If the classification’s correctness
had increased wy,ope, this would have been easy to interpret, but it did not. The observed
reduction in attentional capacity due to misclassification would have been easier to
interpret if we had observed a correlation between this reduction and the participants’

performance on judging the classifications in our post-hoc analysis; yet again, it did not.

However, it does not mean that we cannot take away anything from the results for
investigating healthy distrust. Firstly, the results indicate that our manipulation worked
because it affected TVA’s parameters; otherwise, we would not have observed the C
difference or the w effect of the categorization difficulty. As discussed, in Manuscript 4, if
the decrease in attentional capacity due to misclassification were to be replicated, it would
be highly valuable to explore the potential benefits of it. Moreover, regarding the results
on w, the effect of categorization difficulty informs a direction for future research, namely,

to improve the manipulation of the image classifications.

This is also mentioned in Manuscript 4’s discussion, where we suggested introducing
systematic errors for a certain subtype of the stimuli. This could be tested to affect w.
Furthermore, to connect back to Manuscript 3, it would also be interesting to have such a
systematic error in place and combine it with the temporal increase of errors of the
experiments in Manuscript 3. Additionally, further investigation on disclaimers or on
warnings throughout the interaction could be tested for their potential to foster healthy
distrust, e.g., by manipulating whether or not they help to identify the pattern behind the

systematic error.
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With a more critical stance, at least two things should be considered about the
TVA-TOJ usage of Manuscript 4: Firstly, despite the efforts to closely combine the TOJ
and the classification judgment task, which went into Manuscript 4’s setup, the possibility
remains that the participants separated the two tasks from one another. This would be
problematic because it can diminish the effect that manipulations of the classification have
on the attention measurement. Changing the order of classification judgment and TOJ, or

additionally tracking the participants’ gaze, could corroborate the discussed results.

Secondly, it has to be considered that the TVA-TOJ approach is established for
investigating changes in visual attention due to low-level manipulations (e.g., saliency
manipulations) that directly manipulate the stimuli’s sensory information (though
application beyond such typical manipulations exists (see, e.g., Banh et al., 2024} Biermeier
et al., 2024))). Given that our manipulation changes the correctness of a label regarding the
combination of multiple features of the stimuli, it might not work as well. While I think
the connection between healthy distrust and attention is a plausible and interesting
connection to investigate, it may be difficult to operationalize via a paradigm that typically
investigates more direct manipulations of visual attention. Therefore, it may not be
possible to obtain more convincing results for using visual attention as an indicator of

healthy distrust with this approach.

An additional part of Manuscript 4’s investigation was the research question of
whether participants’ performance improves when they are given the option to deliberate
on their judgment. To this end, participants had, in a quarter of their trials, the option to
delay their response. They could choose to be presented with the stimulus once again, and
only then decide whether the classification was correct. Problematically, only a few
participants used this response option, and if they did, they did so only a few times.
Therefore, we did not obtain sufficient data to carry out the planned analysis for that
research question. Potentially, it was too ambitious to add this research question to the

already existing experimental design. For a sufficient trial count for the other analyses, the
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experiment was already long and rather complicated. Adding this additional option may
have been overwhelming for the participants, which resulted in them ignoring the
additional response option. We tried to minimize the additional demand by varying the
response options only block-wise, not trial-wise, but it appears that it would have been
better to split this into two separate experiments.

In summary, and despite the discussed limitations, Manuscripts 3 and 4 make
multiple contributions to investigating healthy distrust. They apply insights from the first
two manuscripts, refine the investigation of appropriate reliance, extend typical assessments
of human-AlI interaction by a formal assessment of visual attention, and identify against

my and common expectations that instructions do not foster healthy distrust.
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Future directions

All four manuscripts approach the topic of healthy distrust via (appropriate) trust.
I did this to align the contributions with the existing approaches, notions, and research in
the AI context. While doing that, we always advocated for not only aiming for appropriate
trust but also for healthy distrust. In a closely related preprint (Paafien et al., 2025), the
benefit of this explication is discussed. In parallel, it is not my intention to replace the aim
of appropriate trust with aiming for healthy distrust. I intend to add the notion of healthy

distrust to the manifold research on appropriate trust.

As discussed in Manuscripts 1 and 2, existing research describes appropriate trust in
a way that not only trust but also distrust is sometimes warranted. But often this
research’s operationalization of trust and distrust remains underdeveloped. Distrust is
neglected because either only trust is assessed or scales about trust and distrust are
interpreted one-dimensionally, even though they are better interpreted two-dimensionally.
It is not wrong to assess trust, but if only trust is assessed, the full dynamics of trust and
distrust are not measured. Of course, the fact that trust and distrust are often negatively
correlated means that trust can be a decent proxy for distrust. However, for appropriate
trust and healthy distrust, the cases where trust and distrust are not proxies of one another
appear especially relevant. Therefore, this argumentation leading to the suggestion of
considering trust and distrust is an overarching argument across the four papers and this

dissertation.

Beyond conceptual improvements and more accurate measurements, aiming for
appropriate trust and healthy distrust would also broaden the development of relevant
research questions and the interpretation of results. While the more cautious formulations
of the explainability-trust hypothesis implicitly share this aim, the implicitness and the
focus on evaluating trust trigger research questions such as ‘Does my method lead to the
right amount of trust?” However, the more accurate question would be, ‘Does it lead to the

right amount of trust, and does it also lead to the right amount of distrust?’ Aiming for



29

appropriate trust and healthy distrust can shift the interpretation of results. For example,
observing lower trust due to an XAI method may in fact be a positive result, or observing
no changes in trust may in fact be that the XAI method sometimes fosters trust but also

sometimes fosters distrust.

The question then, of course, is what is the right amount of (dis)trust, and this
brings me back to a point of the previous section that I promised to elaborate on. I regard
the amount of uncertainty and risk within the interaction with Al as playing a crucial role
in calibrating the right amount of trust and distrust for the given context. Beyond ensuring
that risk and uncertainty are present in the investigation of human-Al interaction to fulfill
the requirements that (dis)trust is conceptually relevant, I advocate for further
investigation of potential moderating effects by manipulating the context of the interaction
to test for the influence of differing risk and uncertainty. There are scenarios where
practically no distrust can be healthy (e.g., using generative Al for a creative task) and
scenarios where having a lot of distrust can be healthy (e.g., medical advice). The opposite
also holds for trust. Therefore, the influences of the context’s risk and uncertainty are

relevant for future research on trust and distrust in human-Al interaction.

So far, we have not been able to sufficiently back up the separation of trust and
distrust. Our assessment of trust and distrust in Manuscript 3 is too shallow to provide
convincing evidence for the two-dimensional concept. As already mentioned, more
extensive and validated questionnaires are required. Given the single-item approach we
chose, a correlation between the two items is valid in the one-dimensional concept but also
in the two-dimensional concept. In that direction, analyses of trust questionnaires provide
evidence for a better fit of two dimensions instead of one (Scharowski et al., 2025; Spain
et al., 2008), and other studies also report qualitative benefits of considering trust and
distrust when interacting with LLM-based applications (Colville & Ostern, 2024)). Despite
this, and seeing that multiple overviews come to the conclusion that this is not fully

resolved, the conceptualization of trust and distrust is still debated. However, in these
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overviews, the two-dimensional concept is consistently described as the most fitting given
the existing evidence, and that therefore, research should continue in this direction (Basel
& Briihl, 2024 Vaske, 2016|). For instance, in their chapter on distrust, Basel and Briihl
(2024)) conclude that the view on trust and distrust as closely related but distinct should
be preferred. As they stress, this entails that trust and distrust can have positive and
negative consequences, and that this, most importantly, conceptually allows for the

investigation of positive effects of distrust.

Moreover, Basel and Briihl (2024)) nicely describe how distrust plays a crucial role in
politics, science, and economics. They consider a general distrust problematic. However,
they regard elements that institutionalize specific distrust as beneficial and as contributors
to ultimately trusting the relevant systems. For example, financial audits, double-blind
peer review, and checks and balances are examples of distrust embodied into systems that
function based on the trust that is put into them. The knowledge that these safeguards

based on distrust are in place ultimately fosters trust.

Similarly, Poortinga and Pidgeon (2003) highlight that already in 1983, Barber
argued that distrust can be an essential element of political accountability in participatory
democracy, which they describe as an effective distrust. Another related argumentation can
be found in Sperber et al.’s (2010]) work on epistemic vigilance. They describe that the
function of trust is buttressed by epistemic vigilance to distinguish it from blind trust. All
of this is closely connected to what I also propose across the manuscripts, namely that a
healthy amount of distrust may be the key ingredient for what is typically described as
appropriately trusting. With a healthy distrust, one may have given enough room to their

skepticism and doubt to inform and secure their trust.

To put my argumentation on a more abstract level, what I summarized and
discussed until now indicates that trust needs a control mechanism. By knowing about this
control, by experiencing it, and by seeing it in effect, trust can be further corroborated.

Especially in the case of power imbalance, this is a crucial mechanism to be established.
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Conceptually, distrust is related to this. While such mechanisms are not straightaway
defined as distrust, distrust appears to me as the most fitting overarching term for the
differing descriptions. Moreover, by picking distrust, one stays in line with the already
employed terminology of trust in the AI context. Even though the idea is shared across
contexts, no unified common ground exists. I do not think that I can provide such a
common ground, but I hope to have underlined the commonalities that exist and backed
up my notion of healthy distrust. For establishing and improving said common ground, I
recommend, like Basel and Briihl (2024), the accumulation of knowledge about trust and

distrust as two related dimensions and the positive effects of distrust.
Conclusion

With my dissertation, I provide an in-depth analysis of the notion of healthy
distrust within the currently highly relevant context of Al I identify the theoretical and
conceptual foundations of healthy distrust, as well as the gaps within them. Translating
these insights into my empirical investigations led to useful refinements and an extension of
the measurement of healthy distrust and related notions. While I regard healthy distrust as
a virtue for many contexts, I think that, especially, the research about human-AI
interaction in general and about XAI specifically can benefit from it. These research areas
already share motivations and aims close to the notion of healthy distrust, and only lack
more clarity on it.

Given the current interest in and relevance of human-Al interaction, I regard this
context as well-suited to progress the understanding of healthy distrust. By considering
both trust and distrust, by focusing also on the beneficial consequence that distrust has,
and accurately assessing it, I hope that a healthy distrust during human-AI interactions
can be fostered. Moreover, returning to the introduction of this text, I hope that these
insights also translate to and stimulate a healthy distrust in using AI. With this, I envision
a sensible usage of Al applications, and humans who are empowered to decide when to

trust and when to distrust an Al system.
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Appendix

Screenshot — internet search for synonym

Figure A1l
Screenshot of the internet search for synonyms for ‘alings well’ that is discussed in the
introduction.

undcube Webmail - Uni Padc X €) Psylab UPB X @ Healthy Distrust Towards ML R X (@) aligns well synonym - GoogleS X +
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aligns well synonym

4 Obersicht mit Ki

Synonyme fiir "aligns well sind beispielsweise passt gut, stimmt gut iiberein,
entspricht gut, koordinieren sich gut, harmoniert gut, fiigt sich gut ein oder
entspricht. Die Wahl des passenden Synonyms hangt vom Kontext ab, da
*align’ je nach Situation verschiedene Bedeutungen haben kann, wie etwa das
physische Anordnen oder das Einvernehmen zwischen Ideen. ¢

ALIGNS WELL Synonyms: 10 Similar Phrases

ms for 1+ fits

Synonyme fiir "aligns well" je nach Bedeutung: 34 Synonyms & Antonyms for ALIGN | Thesaurus.com

Wenn es um das physische Anordnen geht: passte gut, liegt gut, ordnet sich o

gut ein, koordiniert sich gut, kommt gut zurecht.
ALIGNS Synonyms: 112 Similar and Opposite Words |
Wenn es um Ubereinstimmung oder Einvernehmen geht: Merriam-Webster Thesaurus
+ stimmt gut iiberein
entspricht gut
Alle anzeigen
harmonisiert gut
iigt sich gut ein
passt gut
stimmt lberein
passt
konform ist
entspricht
Wenn es um die Abstimmung zweier oder mehrerer Dinge geht: stimmt gut
Giberein, passt, koordinieren, abstimmen. &

& @
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