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1 Einleitung

Diese Arbeit entstand im Rahmen des Sonderforschungsbereichs 614 ,,Selbstoptimie-
rende Systeme des Maschinenbaus* (SFB 614) der Universitdt Paderborn. Ziel des SFB
sind Systeme, die ihr Verhalten selbststandig und bestmdglich auf das aktuelle Sys-
temumfeld einstellen. Die vorliegende Arbeit ordnet sich in den Bereich der Entwurfs-
methodik fur derartige Systeme ein und beschreibt eine Entwicklungssystematik zur
Integration kognitiver Funktionen in fortgeschrittene mechatronische Systeme.

1.1 Problematik

Die Rolle technischer Systeme im Leben der Menschen hat seit der industriellen Revo-
lution stetig an Bedeutung gewonnen. Die Technik durchdringt Alltag und Wirtschaft
derart, dass sie nicht mehr wegzudenken ist. Kommunikation, Produktion und Transport
sind die wesentlichen Felder, in denen der Mensch auf technische Systeme immer mehr
angewiesen sein wird. Selbstredend verandern sich aber auch die technischen Systeme.
Neue Einsatzbereiche bringen neue Anforderungen, die erfullt werden mussen.

Zukunftige Produktinnovationen im Maschinenbau und anderen technikorientierten
Branchen, wie der Automobilindustrie oder der Medizintechnik, werden aber nicht nur
durch rein ingenieurwissenschaftliche Ansatze entstehen. Die Informationstechnik und
auch nicht-technische Disziplinen, wie die Kognitionswissenschaft oder die Neurobio-
logie, bringen eine Vielfalt an Methoden, Techniken und Verfahren hervor. Mit diesen
kdnnen sensorische, aktorische und kognitive Funktionen in technische Systeme inte-
griert werden, die bislang nur von biologischen Systemen erflllt wurden. Insbesondere
kognitive Funktionen versetzen technische Systeme in die Lage, sich noch besser in ihre
Umgebung einzubinden und in dieser selbstandig zu agieren. Ziel sind intelligente adap-
tive Systeme, die in ihrer Funktionsweise flexibler sowie robuster als auch auf den Um-
gang mit dem menschlichen Benutzer abgestimmt sind [Eur09, S. 27], [BW10, S. 1f.],
[VMSO07, S. 151]. Vier wesentliche Trends prégen diese faszinierende Perspektive:

e Miniaturisierung der Elektronik: Das Mooresche Gesetz besagt, dass sich die
Prozessorleistung sowie die Transistorfunktionen in einem Zeitraum von 18 bis 24
Monaten verdoppeln®. Diese GesetzmaBigkeit gilt zwar seit der Jahrtausendwende
nur noch eingeschrankt, der technologische Fortschritt in der Mikroelektronik er-
maoglicht dennoch immer kleinere und leistungsfahigere Rechner. Das Parallelisie-
ren der Informationsverarbeitung durch Multikernprozessoren, die immense Steige-
rung der Speicherkapazitat und die Reduzierung des Energiebedarfs charakterisieren

! Benannt nach G. MOORE, einem der drei Mitbegriinder der Firma Intel. MOORE erkannte und propa-
gierte diesen Zusammenhang ab Mitte der 1960er Jahre.
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fortschreitende Entwicklungen fur die kognitive Hardware technischer Systeme
[HSO09, S. 76f.], [Kno03, S. 187].

e Etablierung der Softwaretechnik: Software ist ein wesentlicher Bestandteil tech-
nischer Systeme. Enorme Fortschritte sind bei der methodischen Entwicklung der
Software fur technische Systeme zu verzeichnen. So ist das Paradigma der objekt-
orientierten Programmierung im Bereich eingebetteter Systeme und Echtzeitsysteme
voll etabliert. Ferner werden Entwicklungsumgebungen und Programmiersprachen
immer leistungsfahiger und robuster. Die Softwaretechnik ist als eigenstédndige Dis-
ziplin akzeptiert, ihr Wissen wurde bspw. im sog. SWEBOK? standardisiert. Die
Anzahl an Algorithmen fir technische Anwendung steigt immer weiter an und er-
folgreich eingesetzte Softwaremodule konnen teilweise wiederverwendet werden
[SEH+10, S. 3f.], [Kno03, S. 187f.].

e Vernetzung von Informationssystemen: Das ,Internet der Dinge®, ,,Ubiquitous
Computing®, ,,Pervasive Computing* oder ,,Ambient Intelligence™ sind aktuelle
Forschungsfelder, die sich mit der elektronischen Vernetzung von informationsver-
arbeitenden Systemen befassen. Ziel ist die konsequente und allgegenwaértige
Durchdringung des privaten und beruflichen Alltags. Der Anwendungsbereich ist
beachtlich —Gliterlogistiksysteme bis hin zu intelligenten Prothesen sind in Planung
und teilweise mit heute verfligbaren Technologien realisierbar. Die Vernetzung
technischer Systeme wird das Umfeld des Menschen auch in Zukunft stark prégen,
dabei interessiert insbesondere die Art und Weise der Koordination der vernetzten
Systeme [RamO06, S. 2ff.], [HSQ9, S. 75f.].

e Fortgeschrittene Mechatronik: Mechatronische Systeme stellen eine neue Klasse
von technischen Systemen dar. lhre Leistungsfahigkeit geht tber die rein mechani-
scher Systeme deutlich hinaus. Sie basieren auf dem engen Zusammenwirken von
Mechanik, Elektrik/Elektronik, Regelungstechnik und Software. Aufgrund der sich
abzeichnenden Entwicklung der Kommunikations- und Informationstechnik werden
fortgeschrittene mechatronische Systeme realisierbar, die ein intelligentes Verhalten
zeigen und Uber sog. ,,Self-X“-Fahigkeiten verfliigen wie z.B. Selbstoptimierung,
Selbstkoordination oder Selbstheilung [Tré&09, S. 4].

Trotz dieser Trends und den offensichtlichen Nutzenpotentialen durch die Integration
kognitiver Funktionen konnten bislang nur wenige Anwendungen realisiert werden. Bei
der Mehrzahl handelt es sich um prototypische Entwicklungen aus dem Bereich der
Robotik. Es fehlt in erster Linie an einer systematischen Verzahnung der fir die Erfor-
schung kognitiver Funktionen relevanten Disziplinen, wie der kinstlichen Intelligenz,
der Neurobiologie oder der Kognitionswissenschaft mit der ingenieurwissenschaftlichen
Vorgehensweise in der Produktentwicklung, wie sie bspw. die klassische Konstrukti-

% SWEBOK: Guide to the Software Engineering Body of Knowledge [ISO19759].
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onsmethodik lehrt. Die beiden wesentlichen Herausforderungen fiur die Entwicklung
derartiger Systeme sind die verstarkte Interdisziplinaritit und die steigende Komplexitat
der zu entwickelnden Systeme selbst. Beide fuhren zu einer erhohten Komplexitéat der
Entwicklung.

Diese Problematik fuhrt zu der Notwendigkeit, die Integration kognitiver Funktionen in
fortgeschrittene mechatronische Systeme methodisch zu unterstiitzen. Handlungsfeld ist
der friihzeitige und disziplinubergreifende Entwurf eines Ldsungskonzepts, das die
prinzipielle Wirkungsweise des zu entwickelnden Systems beschreibt. Hier fehlt nicht
nur ein systematisches und idealisiertes Vorgehen, sondern auch eine Technik zur Iden-
tifikation und Spezifikation der kognitiven Funktionen innerhalb der Architektur der
Informationsverarbeitung fortgeschrittener mechatronischer Systeme. Weiterhin fehlt
eine Methode zur Dokumentation und Wiederverwendung von erfolgreich eingesetztem
Losungswissen fur die Implementierung und Umsetzung kognitiver Funktionen. Summa
summarum fehlt eine Entwicklungssystematik, die die Entwicklungstatigkeiten struktu-
riert und entsprechende Hilfsmittel bereitstellt.

1.2 Zielsetzung

Ziel der Arbeit ist eine Entwicklungssystematik zur Integration kognitiver Funktionen in
fortgeschrittene mechatronische Systeme. Sie soll so konzipiert sein, dass sie in den
frihen Phasen der Entwicklung ein interdisziplinares Entwicklerteam unterstitzt.

Die Entwicklungssystematik soll — ausgehend von den Systemanforderungen, ersten
Systemzielen und einer funktionalen Systembeschreibung — potentielle Lésungen fur
die Realisierung kognitiver Systemfunktionen identifizieren sowie derart beschreiben,
dass eine systematische Integration in die Spezifikation des Gesamtsystems erfolgen
kann. Kern bildet ein strukturiertes sowie in den Gesamtentwicklungsprozess integrier-
tes Vorgehen und die Dokumentation von Ldsungen in einer wiederverwendbaren
Form. Als Resultat liegt die friihzeitige Spezifikation der kognitiven Informationsverar-
beitung eines fortgeschrittenen mechatronischen Systems vor. Diese dient als Aus-
gangspunkt fir die Systemkonkretisierung und -implementierung in den nachfolgenden
Entwicklungsphasen.

Die durchgéngige Anwendbarkeit der Entwicklungssystematik soll anhand der Konzi-
pierung eines Demonstrators des SFB 614 nachgewiesen werden. Hier handelt es sich
um ein hybrides Energiespeichersystem des autonomen Schienenfahrzeugs RailCab.

1.3 Vorgehensweise

In Kapitel 2 wird die einleitende Problematik konkretisiert. Dazu wird das Forschungs-
feld der Arbeit abgesteckt. Ausgangspunkt ist eine Beschreibung der Funktionsweise
mechatronischer Systeme. Auf die Betrachtung adaptiver Systeme folgt eine Einflihrung
in die Grundlagen der Selbstoptimierung und entsprechender Systeme als Beispiel fir
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fortgeschrittene mechatronische Systeme. Da die Realisierung der Informationsverarbei-
tung derartiger Systeme Funktionen voraussetzt, die dem Phdnomen der Kognition zu-
zuschreiben sind, wird dieses néher betrachtet. Ferner werden die Entwicklung fortge-
schrittener mechatronischer Systeme und daraus resultierende Herausforderungen be-
handelt. Der Fokus liegt dabei auf den friihen Phasen der Entwicklung, der sog. Konzi-
pierung. Vor diesem Hintergrund schlieRt die Problemanalyse mit der Ableitung von
Anforderungen an die geforderte Entwicklungssystematik.

Kapitel 3 gibt einen Uberblick tber den Stand der Technik. Hierfir werden zunachst
methodische Ansatze zur Entwicklung kognitiver Funktionen in technischen Systemen
beschrieben. Danach werden Methoden zur Beschreibung von Funktionen im Rahmen
der Entwicklung untersucht. Strukturelle Anséatze zur Integration kognitiver Funktionen
setzen die Analyse des Stands der Technik fort. Nachdem Techniken zur ganzheitlichen
Beschreibung der kognitiven Informationsverarbeitung analysiert werden, stehen Mus-
ter zur Dokumentation wiederkehrender Lésungen in den frihen Phasen der Entwick-
lung im Fokus. Zusétzlich werden zwei Konzepte fur IT-Werkzeuge zur Unterstiitzung
der Entwickler bei der Suche und Ablage von Losungswissen analysiert. SchlieRlich
wird anhand der in Kapitel 2 ermittelten Anforderungen der Stand der Technik bewertet
und der Handlungsbedarf identifiziert.

Kern der Arbeit bildet das Kapitel 4. In diesem wird die Entwicklungssystematik zur
Integration kognitiver Funktionen in fortgeschrittene mechatronische Systeme beschrie-
ben. Das Kapitel startet mit einem Uberblick tber die Entwicklungssystematik. Danach
folgt die Herleitung einer gemeinsamen Begriffswelt der Mechatronik und der Kogniti-
onswissenschaft, die die Grundlage der Entwicklungssystematik bildet. AnschlieRend
werden die einzelnen Bestandteile der Entwicklungssystematik vorgestellt.

Die Validierung der Arbeit erfolgt in Kapitel 5. Anhand eines Demonstrators wird die
durchgéngige Anwendung der erarbeiteten Entwicklungssystematik gezeigt. Der De-
monstrator ist so gewéhlt, dass die Erfullung der aufgestellten Anforderungen und der
Nutzen der Entwicklungssystematik validiert werden kénnen.

Kapitel 6 besteht aus einer Zusammenfassung und einem Ausblick auf zukinftige Ar-
beiten. Der Anhang umfasst ergdnzende Informationen zum Stand der Technik sowie
zu der erarbeiteten Entwicklungssystematik.
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2 Problemanalyse

Ziel der Problemanalyse sind Anforderungen an eine Entwicklungssystematik zur In-
tegration kognitiver Funktionen in fortgeschrittene mechatronische Systeme. Hierflr
werden in Kapitel 2.1 wesentliche Begriffe definiert und die Arbeit im Kontext des
Sonderforschungsbereichs 614 ,,Selbstoptimierende Systeme des Maschinenbaus* (SFB
614) eingeordnet. Danach werden in Kapitel 2.2 Aufbau und Funktionsweise fortge-
schrittener mechatronischer Systeme vorgestellt. Im Rahmen dieser Arbeit werden me-
chatronische Systeme, adaptive Systeme und selbstoptimierende Systeme des Maschi-
nenbaus unterschieden. Im Fokus von Kapitel 2.3 stehen sog. kognitive Funktionen, die
die Basis fiir eine Weiterentwicklung mechatronischer Systeme hin zu fortgeschrittenen
mechatronischen Systemen sind. In Kapitel 2.4 wird auf die Entwicklung fortgeschritte-
ner mechatronischer Systeme und deren Herausforderungen néher eingegangen. Kapitel
2.5 umfasst eine Problemabgrenzung aus der in Kapitel 2.6 die Anforderungen an die
Entwicklungssystematik resultieren.

2.1 Begriffsdefinitionen und Einordnung der Arbeit

Ziel dieser Arbeit ist eine Entwicklungssystematik, die Entwickler in den frihen Phasen
des Entwurfs unterstitzt. Der Begriff (Produkt-)Entwicklung steht im Kontext dieser
Arbeit flr die Gesamtheit an Tatigkeiten zur Definition, Lésung und Realisierung einer
technischen Aufgabe, deren Resultat ein technisches System ist. Sie grenzt sich hier-
durch von der Forschung ab, die neue Lsungen zur Umsetzung der technischen Aufga-
be erarbeitet. Der zugehdrige Entwicklungsprozess erfolgt vom Markt zum Markt, also
von der Marktforschung, die neue Kundenanforderungen identifiziert, zum Absatz-
markt, der das entwickelte System nutzt [Sau06, S. 19].

Der Begriff Systematik ist insbesondere in der Biologie etabliert und beschreibt die
Teildisziplin Biosystematik. Diese beschaftigt sich maligeblich mit der systematischen
Benennung und Bestimmung von Lebewesen und Pflanzen [LLO6]. In der Brockhaus
Enzyklopé&die ist eine Systematik grundsatzlich als eine einheitliche Darstellung und
Gliederung nach sachlichen und logischen Gesichtspunkten definiert [Bro03, S. 1942].

In den funfziger Jahren des letzten Jahrhunderts wurde in der Firma Carl Zeiss Jena der
Begriff Konstruktionssystematik geprégt, der in den Folgejahren in der damaligen
DDR auch in der Wissenschaft verwendet wurde. Getrieben von einem Mangel an Fiih-
rungs- und Fachkréften in der Konstruktionsabteilung war es das Ziel, die Konstrukti-
onstatigkeiten durch ausfiihrliches Analysieren der in der Konstruktion ablaufenden
Vorgéange zu optimieren. Wesentliche Ergebnisse der Konstruktionssystematik sind die
Strukturierung der Konstruktionstatigkeiten in einem logischen und idealisierten Kon-
struktionsprozess sowie geeignete Hilfsmittel fir dessen effektive Durchfuhrung
[HO6h02]. Der damalige Konstrukteur bei Carl Zeiss Jena und spétere Professor an der
TU llmenau F. HANSEN definierte die Konstruktionssystematik als das planmaRige, wis-
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senschaftliche Kombinieren der Einzelerkenntnisse der Technik zum Aufbau eines tech-
nischen Gebildes [Han55, S. 36].

In diesem Sinne beschreibt eine Entwicklungssystematik ein universelles Rahmen-
werk, das ein VVorgehensmodell sowie dedizierte Hilfsmittel zur erfolgreichen Umset-
zung der Entwicklung technischer Systeme bereitstellt. Sie ermoglicht weder ein auto-
matisiertes Entwickeln noch ist sie ein Ersatz flr die kreative Leistung des Anwenders.
Das Vorgehensmodell strukturiert den Entwicklungsprozess nach aufgabenspezifischen
Gesichtspunkten. Hilfsmittel konnen bspw. Methoden, Richtlinien, Spezifikationstech-
niken/Modellierungssprachen, Konstruktionsprinzipien, Entwurfsmuster oder Werkzeu-
ge sein.

Der Begriff Entwicklungssystematik grenzt sich in zwei Punkten von dem Begriff Ent-
wicklungsmethodik® ab. Zum einen flieRen in eine Entwicklungsmethodik denk- und
arbeitspsychologische Untersuchungen ein. Zum anderen betrachtet die Entwicklungs-
methodik zuséatzlich organisatorische Aspekte [PBF+07, S. 10f.]. Beide Punkte fehlen in
einer Entwicklungssystematik.

Demzufolge adressiert die hier zu erarbeitende Entwicklungssystematik ein strukturier-
tes Vorgehen und dedizierte Hilfsmittel zur Integration kognitiver Funktionen in fortge-
schrittene mechatronische Systeme. Sie soll in den frihen Phasen der Entwicklung ein-
gesetzt werden. Notwendige bestehende Hilfsmittel sind dabei in die Entwicklungssys-
tematik zu integrieren, neue sind dann zu entwickeln, falls es keine geeigneten gibt.

Im Rahmen des Sonderforschungsbereichs 614 (SFB 614), dessen Gegenstand ma-
schinenbauliche Erzeugnisse von morgen sind [SFB08, S. 9], schlagt die Arbeit eine
Briicke zwischen den Projektbereichen ,,Grundlagen und Potentiale der Selbstoptimie-
rung“ und ,.Entwurfsmethoden und -werkzeuge®. Sie stellt eine Schnittstelle zwischen
Grundlagenforschung und ingenieurwissenschaftlicher Aufbereitung des Wirkparadig-
mas der Selbstoptimierung dar und tragt so zu einer neuen Schule des Entwurfs fortge-
schrittener mechatronischer Systeme bei.

2.2 Fortgeschrittene mechatronische Systeme

Die rasante und fortschreitende Entwicklung der Mikroelektronik, Kommunikations-
und Informationstechnik ergeben fiir den modernen Maschinenbau und verwandten
Branchen, wie der Automobilindustrie oder der Medizintechnik, neue Moglichkeiten fiir
erfolgsversprechende Produktinnovationen. Bereits heute ist absehbar, dass durch eine
weiter ansteigende Integration von informationsverarbeitenden Komponenten in techni-
sche Systeme, neue Systemfunktionen realisierbar sein werden [HS09, S. 75].

% In der Literatur wird oftmals der Begriff Konstruktionsmethodik verwendet. Sie sind als identisch anzu-
sehen.
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Die Mechatronik und auf ihr basierende Systeme driicken diese Perspektive in besonde-
rem MaRe aus. Sie ermdglicht neue Erfolgspotentiale fur die Gestaltung von innovati-
ven Systemen, wie die Funktions- und Verhaltensverbesserung, die Reduzierung von
Baugrolie, Gewicht und Kosten, die Realisierung vollig neuer Funktionen und die Ent-
wicklung intelligenter, autonomer Systeme [M6h04, S. 6], [Ise08, S. 21]. Vor diesem
Hintergrund erfolgt in den folgenden Abschnitten® eine Beschreibung fortgeschrittener
mechatronischer Systeme in drei aufeinander aufbauenden Systemklassen. Dies ver-
deutlicht die Entwicklung mechatronischer Systeme hin zu intelligenten technischen
Systemen, die auf der Durchdringung der Ingenieurwissenschaft durch die Informatik
und Mathematik basieren.

2.2.1 Mechatronische Systeme

Der Begriff Mechatronik ist ein Kofferwort aus Mechanik und Elektronik, das 1969 die
Japaner T. MoRrI und K. KiKUcHI erschufen und daraufhin von Yaskawa Electric als
Handelsname eingetragen wurde [Mor69], [Com94], [Roh08-ol]. Urspriinglich driickte
es die Erweiterung mechanischer Systeme um elektronische Funktionen aus. Heute
existiert eine Vielzahl an Definitionen, deren Kern im Wesentlichen HARASHIMA,
TomizuKA und FUKUDA pragten. Sie betonten als erste das synergetische Zusammen-
wirken von Mechanik, Elektrik/Elektronik, Regelungs- und Softwaretechnik und
schlieBen daruber hinaus in ihrer Definition der Mechatronik die Entwicklung und die
Produktion ein [HTF96, S. 1]. Die VDI-Richtlinie 2206 ,,Entwicklungsmethodik fiir
mechatronische Systeme* bietet eine Ubersetzung der im Original engl. Definition.

,,Mechatronik bezeichnet das synergetische Zusammenwirken der
Fachdisziplinen Maschinenbau, Elektrotechnik und Informationstech-
nik beim Entwurf und der Herstellung industrieller Erzeugnisse sowie
bei der Prozessgestaltung. “ [VDI12206, S. 14].

Mechatronische Systeme bestehen in der Regel aus vier Einheiten: einem Grundsystem,
einer Sensorik, einer Aktorik und einer Informationsverarbeitung. Diese vier Einheiten
bilden einen systeminternen Regelkreis. Grundsétzlich werden diese Einheiten in einer
Umgebung betrieben. Nach aullen bestehen grundsétzlich zwei Schnittstellen: eine
Mensch-Maschine-Schnittstelle (iber die der Mensch Einfluss auf das System nehmen
kann und einem Kommunikationssystem fiir den Informationsaustausch mit anderen
(technischen) Systemen. Die Leistungsversorgung kann sowohl extern als auch intern
erfolgen [VDI2206, S. 14ff.]. Bild 2-1 zeigt die Grundstruktur eines mechatronischen
Systems in Anlehnung an die VVDI-Richtlinie 2206.

* Der Aufbau der Arbeit unterscheidet in Anlehnung an die DIN-Norm 1421 nicht zwischen Kapiteln und
Abschnitten. Die Begriffe Unterkapitel und Unterabschnitt werden nicht verwendet [DIN1421].
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. Logische Ebene

Kommunikations- Mensch-Maschine-
Informations- '«g=ssssss= ?X?.t.e.’l‘ ......... »| Informations- .....§9.*3E1'H?.t.e.'.'.‘? 3! Mensch
‘ Verarbeltung E --------------- Verarbe'tung S CEELEE TN TR E ‘
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. Leistungs- _ . , 3
" Versorgung AKtorik e Sensorik Umgebung
; A :
: ®1 Grundsystem

Physikalische Ebene

Legende

""" > Informationsfluss [ Inotwendige Einheit
— Energiefluss TR
——> Stofffluss

Bild 2-1:  Grundstruktur eines mechatronischen Systems nach [VDI2206, S. 14]

Das Grundsystem bildet eine mechanische, elektro-mechanische, hydraulische oder
pneumatische Grundstruktur. Technologische Weiterentwicklungen ermdglichen auch
Kombinationen dieser Strukturen. Es ist die zentrale Einheit der physikalischen Ebene.
Die Sensorik erfasst und bestimmt ausgewahlte ZustandsgroRen® des Grundsystems als
auch auRere Einflisse der Umgebung. Die ermittelten Messwerte gehen im Anschluss
als EingangsgroRen an die Informationsverarbeitung. Zentrales Element auf der logi-
schen Ebene ist die Informationsverarbeitung. Sie ermittelt alle relevanten Einwir-
kungen und bestimmt die StellgroRen fiir die Aktorik. Dabei mussen nicht nur systemin-
tern ermittelte Informationen berlcksichtigt werden, sondern Gber die externen Schnitt-
stellen kénnen Informationen anderer technischer Systeme oder des Benutzers erfasst
werden. Die Aktorik hat die Aufgabe, die ZustandsgréRen des Grundsystems in geeig-
neter Weise zu beeinflussen. Durch den technologischen Fortschritt erweitern sich die
Einsatzfelder von Aktoren stetig.

Die Einheiten des mechatronischen Systems sind Uber Flisse miteinander verbunden.
Nach PAHL/BEITZ sind in einem technischen System drei Flussarten zu unterscheiden
[PBF+07, S. 43]:

e Stofffluss: Stoffflusse beschreiben den Transport und den Austausch von Gasen,
Flissigkeiten oder festen Korpern (z.B. Kuhlflussigkeit).

e Energiefluss: Mechanische, thermische und elektrische Energie und entsprechende
Kenngrélien (z.B. Kraft oder Strom) werden durch Energiefliisse festgelegt.

° ZustandsgroRen eines technischen Systems sind physikalische Groéen, durch deren Wert zu einem
beliebigen Zeitpunkt t, der Ablauf des Systems fiir t > t, eindeutig bestimmt ist, sofern die Eingangs-
groRen des System fir t > t, gegeben sind [F6108, S. 389].
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e Informationsflisse: Werden z.B. MessgroRen zwischen elektronischen Einheiten
ausgetauscht, ist die Verbindung als Informationsfluss zu kennzeichnen.

Die Bandbreite mechatronischer Anwendungen ist grofl. GAUSEMEIER unterscheidet
hier zwei grundsatzliche Klassen mechatronischer Systeme. Systeme der Klasse 1 sind
mechanisch-elektronische Baugruppen, die auf der r&umlichen Integration von Mecha-
nik und Elektronik beruhen. Klasse 2 umfasst Mehrkorpersysteme mit kontrolliertem
Bewegungsverhalten. In Bild 2-2 sind einige Beispiele der beiden Klassen zu sehen.

Raumliche Integration Kontrolliertes Bewegungsverhalten
von Mechanik und Elektronik von Mehrkdrpersystemen (MKS)

pareos®— pfarallel elektro-
optisches Steckverbin-
dungssystem (HARTING
Electro-Optics)

Bondkopf (Heinz Nixdorf

MID-Gehéuse

(Heinz Nixdorf Institut,
Gausemeier/Ruckert)

Triplanar

LED-basierte Heckleuchte & (Heinz Nixdorf Institut,
(Hella) Fahrzeug Chamaleon Trachtler)

(Heinz Nixdorf Institut, Trachtler)

Zentrale Aufgabe: Zentrale Aufgabe:
Aufbau- und Verbindungstechnik Regelungstechnik (Mehrkorpersysteme
(z.B. Molded Interconnect Devices — MID) mit kontrolliertem Bewegungsverhalten)

Bild 2-2: Klassen mechatronischer Systeme [Gaul0, S. 15]

Ziel der Klasse 1 ist eine hohe Integration mechanischer und elektronischer Funktions-
trager auf kleinem Bauraum. Wesentliche Erfolgspotentiale liegen in der Miniaturisie-
rung, Funktionsintegration, der hdheren Zuverlassigkeit und den geringeren Herstell-
kosten. Zentrale Aufgabe ist die Aufbau- und Verbindungstechnik z.B. auf Basis inno-
vativer Technologien wie MID (Molded Interconnect Devices). Hervorzuheben ist, dass
zwischen dem Produkt und dem zugehorigen Produktionssystem starke Abhéngigkeiten
herrschen und diese daher parallel und integrativ zu entwickeln sind [GFO06, S. 3f.].

Fokus der Klasse 2 liegt auf der Verbesserung des kontrollierten Bewegungserhaltens
von Mehrkdrpersystemen. Systeme dieser Klasse kdnnen gemaR der oben beschriebe-
nen Grundstruktur mechatronischer Systeme selbststdndig auf Veranderungen ihrer
Umgebung reagieren. Im Vordergrund steht der Entwurf der Regelung als Basis fiir das
kontrollierte Bewegungsverhalten. Die Regelung ist ein VVorgang bei dem fortlaufend
eine zu regelnde Grolle, die Regelgrole, erfasst, mit einer anderen GréfRe, der Fih-
rungsgrofie, verglichen und an diese in vorgeschriebener Abh&ngigkeit angeglichen
wird. Resultat ist ein geschlossener Wirkungskreis, bei dem die RegelgrofRe durchge-
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hend sich selbst beeinflusst. Die Regelung besteht grundsatzlich aus der Regeleinrich-
tung (bzw. dem Regler als Teil der Regeleinrichtung) und der Regelstrecke [GF06, S.
3], [DIN19225, S. 2].

In der Praxis treten beide Klassen mechatronischer Systeme oftmals in Kombination
auf. Nicht selten realisieren mechatronische Systeme der Klasse 1 Elemente der mechat-
ronischen Systeme der Klasse 2. Beispiele hierfiir sind integrierte Sensoren oder minia-
turisierte Elektroantriebe. Im Rahmen der vorliegenden Arbeit liegt der Schwerpunkt
auf den Systemen der Klasse 2, die auch die Basis fur fortgeschrittene mechatronische
Systeme in diesem Kontext sind. Daher wird im Folgenden unter einem mechatroni-
schen System stets die Klasse 2 verstanden.

2.2.2 Adaptive Systeme

Es existiert keine anerkannte Definition des Begriffs Adaption®. Eine Ursache ist seine
generische Verwendung. So beschreibt die Adaption in der Medizin die grundsatzliche
Anpassungsfahigkeit von Lebewesen oder Organismen, wéhrend sie in der Informatik
bspw. die Anpassung eines Datenformats fir eine Hardwaremigration kennzeichnet.
Einigkeit besteht darin, dass Adaption das Anpassen eines Verhaltens an neue Umstan-
de beschreibt. Im Kontext mechatronischer Systeme versteht man unter einem adaptiven
System ein geregeltes System, das sein Verhalten an die Anderungen der Prozessdyna-
mik und der StorgroRen anpassen kann. Kern ist eine adaptive Regelung, die verstellba-
re Parameter besitzt und in der Lage ist, diese zu &ndern [AW95, S. 1].

Adaptive Systeme sind grundsatzlich von adaptronischen Systemen abzugrenzen. Der
Begriff Adaptronik wurde vom VDI Technologiezentrum kreiert. Er beschreibt eine der
Mechatronik zwar ahnliche, aber klar von ihr zu unterscheidende Disziplin. Sie befasst
sich mit geregelten Systemen, deren Funktionalitat auf Multifunktionswerkstoffen und
deren Struktur sowie Verhalten beruht. Diese integrieren die Sensorik und Aktorik. Bei-
spiele hierfur sind Piezokeramiken oder Formgeddachtnislegierungen [Jan07].

Nach der geschilderten Charakterisierung passen adaptive Systeme ihr Verhalten im
Hinblick auf die Stabilitdt, Dynamik und Statik gemal vordefinierter Maltnahmen an
verdnderte Betriebsbedingungen an. Im Normalfall erfolgt dies durch Einstellen oder
Ausbessern der Regelung bzw. der Regelparameter. Die hierfiir notwendige Adaptions-
einrichtung kann das Grundsystem derart beeinflussen, dass es bei unvorhersehbaren,
zeitlich unabhéangigen Ereignissen oder Stérungen, bestmdglich im Hinblick auf vorge-
gebene Ziele arbeitet (Bild 2-3) [SR88, S. 18f.].

® Auch als Adaptation, Adaptierung, Adaptivitdt oder Adaptabilitdt bezeichnet. Alle Bezeichnungen
stammen vom lateinischen Verb adaptare, adapto = anpassen, passend herrichten ab [Lan91].
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Adaptionseinrichtung

Entscheidungsprozess

A

Modifikation

EingangsgrofRen

Grundsystem

Ausgangsgrofien N

Bild 2-3:  Grundstruktur eines adaptiv geregelten Systems nach [SR88, S. 18]

Das Grundsystem stellt das System dar, dessen Parameter nachzustellen sind. Die Adap-
tionseinrichtung fihrt hierzu drei fir die Adaption charakteristische Teilprozesse aus,
die gleichzeitig die grundlegenden Fahigkeiten eines adaptiven Systems beschreiben
[SR88], [CS04], [Nau00, S. 8f.]:

1) Identifikation: Von veranderlichen GréRen werden kontinuierlich die Istwerte er-
fasst und daraus Kennwerte des Grundsystems abgeleitet. Ziel ist die Wahrneh-
mung einer Anderung im Systemumfeld. Dazu kénnen Schétzverfahren oder statis-
tische Verfahren eingesetzt werden.

2) Entscheidungsprozess: Fiir eine vorher ermittelte Anderung im Systemumfeld
erfolgt mittels Optimierungsverfahren eine Berechnung von Stellsignalen fiir den
adaptiven Systemeingriff.

3) Modifikation: Die Durchfiihrung des Systemeingriffs erfolgt durch das Nachstel-
len der Parameter der Regelung des Grundsystems.

Folglich ist die Adaption einer klassischen Regelung tbergelagert und kann diese modi-
fizieren. Adaptive Systeme konnen auf diese Weise Prozesse regeln, auch wenn detail-
lierte Kenntnisse hinsichtlich des Betriebs zum Zeitpunkt der Systementwicklung nicht
vorhanden waren. Dabei kann die Adaption entweder direkt oder indirekt erfolgen (Bild

2-4) [SR88].

Feedforward Adaptive Controller (direkt)

! z(k)
-

Y

u(k)

Prozess

y(K)

Feedback Adaptive Controller (indirekt)

Adap

U(k)}

tion e
Tx(k)

w(k)

Wﬂ(ff Regler

Legende

w(k): SystemeingangsgrofRen (Sollgrof3en)
u(k): ReglerausgangsgroéRen (Stellgrof3en)

y(k): SystemausgangsgroRen (Messgrofien)

Regler

Prozess

y(K

T

x(k): Anderungenim Prozess
z(k): Einflisse auf das System

Bild 2-4: Direkte und indirekte adaptive Regelung nach [ILM92]
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Die direkte adaptive Regelung wird durch einen Feedforward Adaptive Controller
realisiert. Hierflr ist es notwendig, dass der Einfluss der Anderung auf den Prozess be-
kannt ist. Erfolgt der adaptive Eingriff per Ruckfuhrung der SystemausgangsgroRen
nach der Bestimmung der Einfliisse auf den Prozess mittels eines Modells, spricht man
von einer indirekten adaptiven Regelung. Sie wird als Feedback Adaptive Controller
bezeichnet. In beiden Fallen werden die ZielgroRen bereits beim Reglerentwurf vom
Entwickler festgelegt und kénnen nicht mehr vom System modifiziert werden. Die Re-
gelparameter werden allerdings im laufenden Betrieb an die jeweiligen Einfliisse ange-
passt, um die vorgegebenen Ziele zu erfillen [ILM92], [I1S95], [SB89].

Die Umsetzung adaptiver Regelungen begann bereits in den 1950er. Ziel waren adapti-
ve Autopiloten unter anderem fiir Uberschallflugzeuge. Diese andern ihr Systemverhal-
ten bei zunehmender Fluggeschwindigkeit stark [IS95]. Mit dem Einzug der Digital-
technik und der Fly-by-Wire-Technologie verschmolz der Autopilot mit der Fluglage-
steuerung. Seither wird an der adaptiven Flugsteuerung (adaptive flight control), inshe-
sondere flir unbemannte Luftfahrtzeuge gearbeitet [RC98], [JK02].

Da adaptive Systeme sich grundsatzlich auf unterschiedliche Betriebssituationen ein-
stellen kdnnen, eignen sie sich fir Anwendungen, in denen A-priori-Informationen feh-
len. Dort kénnen Systemeigenschaften hinsichtlich Sicherheit, Funktionalitit oder Le-
bensdauer verbessert werden. Adaptive Systeme sind als Erweiterung geregelter, me-
chatronischer Systeme zu verstehen. Diese Erweiterung druckt sich in erster Linie durch
die Ubergeordnete adaptive Regelung aus, die das Verhalten des mechatronischen Sys-
tems optimiert. Daher gibt es in der Mechatronik neben der Flugzeugtechnik eine Viel-
zahl weiterer Beispiele adaptiver Systeme auf die im Rahmen dieser Arbeit nicht n&her
eingegangen werden kann.

2.2.3 Selbstoptimierende Systeme

Die moderne Informations- und Kommunikationstechnik erméglicht bereits heute fort-
geschrittene mechatronische Systeme, die uber intelligente Systemfunktionen verfligen.
Im SFB 614 wird hierfur der Begriff Selbstoptimierung verwendet und derartige Syste-
me als selbstoptimierend bezeichnet:

., Unter Selbstoptimierung (self-optimization) eines technischen Sys-
tems wird die endogene Anpassung der Ziele des Systems auf veran-
derte Einflisse und die daraus resultierende zielkonforme autonome
Anpassung der Parameter und ggf. der Struktur und somit des Verhal-
tens dieser Systeme verstanden. Damit geht Selbstoptimierung Gber
die bekannten Regel- und Adaptionsstrategien wesentlich hinaus;
Selbstoptimierung ermdglicht handlungsfahige Systeme mit inharenter
,, Teilintelligenz “, die in der Lage sind, selbstandig und flexibel auf
veranderte Betriebsbedingungen zu reagieren. “ [ADG+09, S. 5].
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In Bild 2-5 sind die wesentliche Aspekte eines selbstoptimierenden Systems und deren
Zusammenwirken dargestellt.

Einfliisse auf das technische System

Umwelt Benutzer System
z.B. Veranderungen z.B. geanderte z.B. aufgrund
des Fahrwegs Benutzermuster von Verschleil

Y Y Y
Zielsystem

Z, Z; :
(Interne Ziele des Systems)

RailCabs

Z\_! 21.2 221 22.2 223

Mathematische

Verhalten ;g?:“jx(mB'“(‘) Beschreibung

C-x(t)+D-u(t
J=Cx(+D-ut) des Verhaltens
Struktur Parameter
200..0 1
A ={0 720 ...0 B=b =H
000 1
C=c'=[cic2.c)) D=0
fachbezogene Reprasen- fachbezogene Reprasen-
tation der Systemstruktur tation der Systemparameter

Technisches System (z.B. RailCab)

Bild 2-5:  Aspekte eines selbstoptimierenden Systems — Einfliisse auf das System be-
wirken eine Veranderung der Ziele und eine entsprechende Anpassung des
Systemverhaltens [SFBO0S, S. 18]

Grundsétzlich handelt es sich bei einem selbstoptimierenden System um ein techni-
sches System. Ein System besteht im Kontext der Selbstoptimierung und in Anlehnung
an die DIN 19226 aus Elementen, die wiederum selbst Systeme sein kénnen und in Be-
ziehung zueinander stehen [DIN19226]. Eine Klasse von Beziehungen wurde mit den
Flussarten nach PAHL/BEITZ bereits eingefuhrt (vgl. Kap. 2.2.1).

Auf das selbstoptimierende System wirken verschiedene Einfllsse — unterstiitzend oder
storend. Potentielle externe Einflussquellen sind die Umwelt, der Benutzer oder andere
technische Systeme. Vom System selbst konnen aber auch Einflisse stammen bzw.
kann es wiederum auf die externen Einflussquellen wirken.

Ziele beschreiben die geforderten, gewinschten oder zu vermeidenden Systemeigen-
schaften. Sie werden wéhrend der Entwicklung definiert. Die situationsbedingte und
selbststdndige Auspragung der Ziele erfolgt aber erst im Betrieb. Grundsatzlich sind
drei Arten von Zielen zu unterschieden. Von aullen an das System herangetragene Ziele
werden externe Ziele genannt. Inharente Ziele definieren den Entwurfszweck des Sys-
tems und beschreiben die zu entwickelnde Funktionalitdt. Die zu einem bestimmten
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Zeitpunkt aktiven Ziele werden interne Ziele des Systems genannt. Sie leiten sich durch
Auswahl, Kombination als auch Gewichtung aus den externen und den inharenten Zie-
len ab und bilden das interne Zielsystem. Je nach Komplexitat handelt es sich um einen
Zielvektor, eine Zielhierarchie oder einen Zielgraphen [ADG+09, S. 20f.].

Das geregelte (Bewegungs-)Verhalten eines selbstoptimierenden Systems kann analog
zu einem mechatronischen System in einem mathematischen Modell beschrieben wer-
den. Es besteht aus allen in einer bestimmten Situation verfiigharen Aktionen, um von
einem Zustand in einen anderen zu gelangen. Eine Veranderung der internen Ziele re-
sultiert in einer Anpassung des Verhaltens. Eine Verhaltensanpassung kann auf zwei
Arten erfolgen (Bild 2-6).

‘ Verhaltensanpassung ‘

Parameteranpassung ‘ ‘ Strukturanpassung ‘

Kompositionale Anpassung ‘ ‘ Rekonfiguration ‘

Bild 2-6: Madglichkeiten von Verhaltensanpassungen [ADG+09, S. 7]

Unter einer Parameteranpassung ist die Anpassung eines Systemparameters zu verste-
hen. Parameter sind Gré3en, deren Werte das Verhalten eines Systems bzw. seiner ein-
zelnen Elemente bei gegebener Struktur beschreiben. Eine Strukturanpassung umfasst
die Anderungen in der Anordnung und Beziehungen zwischen den Systemelementen.
Eine Struktur stellt die Gesamtheit sémtlicher Beziehungen zwischen den Elementen in
einem System dar. Zwei Arten der Strukturanpassung werden unterschieden. Die kom-
positionale Anpassung umfasst das Einfugen, die Entnahme, die Aktivierung und die
Deaktivierung neuer oder bestehender Systemelemente. Die Rekonfiguration fihrt zu
einer Anderung der Anordnung und Beziehungen bestehender Systemelemente
[ADG+09], [DIN19226].

Die Selbstoptimierung erfolgt als eine Serie drei aufeinander folgender und wiederkeh-
render Aktionen, dem Selbstoptimierungsprozess. Dieser fiihrt zu einem Zustands-
ubergang, wenn sich Einflisse auf das System &ndern, und gibt somit das Anpassungs-
verhalten eines selbstoptimierenden Systems wieder [SFB08, S. 19f.], [ADG+09, S. 6].

1) Analyse der Ist-Situation (Situationsanalyse): Die erste Aktion umfasst neben
der Aufzeichnung relevanter Zustandsgrofien des Systems auch die Wahrnehmung
auBerer Einflisse. Informationen Uber das Umfeld kdnnen dabei entweder direkt
mittels der Sensorik vom System oder indirekt per Kommunikation mit anderen
Systemen gewonnen werden. Eine VVoraussetzung fir eine intelligente und lernende
Verhaltensanpassung ist das Speichern sémtlicher Systemzustédnde, um einen Abruf
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zuruckliegender Aufzeichnungen zu ermdglichen. In diesem Schritt erfolgt auch die
Uberprifung der Erfiillung der gegenwartig aktiven Ziele fir die aktuelle Situation.

2) Bestimmung der Systemziele (Zielbestimmung): Wahrend der zweiten Aktion
werden die aktiven Ziele des Systems bestimmt. Als Entscheidungsgrundlage die-
nen die in der Situationsanalyse gewonnenen Informationen. Die Zielbestimmung
kann durch Auswahl, Anpassung und Generierung von Zielen eintreten. Bei der
Auswahl von Zielen wird aus einer endlichen, zuvor festgelegten Menge von mog-
lichen Zielen eine entsprechende Alternative selektiert. Die Anpassung von Zielen
beinhaltet die schrittweise Verdnderung der Auspragung. Die Generierung be-
schreibt die Erstellung von neuen, bislang unbekannten Zielen.

3) Anpassung des Systemverhaltens (Verhaltensanpassung): Infolge der zuvor er-
mittelten Systemziele wird in der dritten Aktion das Systemverhalten angepasst.
Bild 2-6 verdeutlicht die Mdglichkeiten der Verhaltensanpassung. Die Ergebnisse
werden mittels der Informationsverarbeitung weitergeleitet, woraus letztendlich ei-
ne Umsetzung der Verhaltensanpassung Uber die Aktorik erfolgt.

Kern der Selbstoptimierung ist folglich die fortlaufende, endogene Anpassung der Ziele
des Systems im Sinne des geschilderten Selbstoptimierungsprozesses. Im Vergleich zur
klassischen Regelung und adaptiven Regelung besitzen selbstoptimierende Systeme
eine selbstoptimierende Regelung, die wesentlich Gber bekannte Regel- und Adaptions-
strategien hinaus geht (Bild 2-7).

internes | | |Adaptionsalgorithmus|
Zielsystem
+ | Einflisse I
externe Abbildung Sollwert- | Y o]

Ziele der Ziele generator | Regler [#{Strecke}
— ? idealisiertes System
inharente

Ziele ioptimales System /
[ [
Einflisse aus System
selbstoptimierendes System und Umfeld
Selbstoptimierende Adaptive Klassische
Regelung Regelung Regelung

Bild 2-7:  Erweiterung klassischer und adaptiver Regelungen zur selbstoptimierenden
Regelung [ADG+09, S. 27] bzw. [BSK+06]

Die selbstoptimierende Regelung ist nicht als Alternative zur klassischen oder adapti-
ven Regelung zu verstehen, sondern als Erweiterung. Die klassische Regelung, beste-
hend aus Regeleinrichtung und Regelstrecke, fiihrt zu einem hinsichtlich des System-
verhaltens idealisierten und gegeniiber bekannten Einfliissen robusten System. Bei sich
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andernden Einflissen, aber festen Zielen kann das Verhalten durch eine Adaptionsstra-
tegie optimiert werden. Ergebnis ist ein optimales System. Eine Abbildung der Ziele
wird notwendig, wenn sich die Ziele im Betrieb dndern kdnnen. Hierfiir ist dann ein
selbstoptimierendes System zu implementieren [BSK+06], [ADG+09, S. 27f.].

Die Strukturierung selbstoptimierender Systeme kann auf Basis der von LUCKEL aufge-
stellten hierarchischen Strukturierung komplexer mechatronischer Systeme erfolgen.
Diese orientiert sich an der Grundstruktur mechatronischer Systeme und erweitert diese
um den Aspekt der Modularisierung und Strukturierung [LHLO1], [Hes06] (Bild 2-8).

Agent

Informations-
verarbeitung (regelnd)

oo [ Ams [ AmS | [ AmS Joee

Konvoi

VMS: Vernetzte Mechatronische Systeme
R S 4

- |AMS, aus
Informations-

verarbeitung (regelnd)

raflcab

"""""""""" »| MFM

RailCab (MaRstab 1:2,5)
AMS: Autonomes Mechatronisches System

—

gEsTy "1
' — Informations- | Mavs
verarbeitung (regelnd)

Legende
........ - Sensonk = : Multiagenten-Kommunikation

ET ein ET. aus — : Informationsfluss (1)
R Mechamsche ------- >
Sten | Struktur Gre | IEEEEEEEEE » : Energiefluss (E)
Feder- und Nelgemodul - -
MFM: Mechatronisches Funktionsmodul : Stofffluss (S)

Bild 2-8: Struktur eines fortgeschrittenen mechatronischen Systems mit inharenter
Teilintelligenz [ADG+09, S. 11]

Grundsatzlich werden drei Strukturelemente unterschieden, die aus einer funktionalen
Dekomposition des Bewegungsverhaltens eines mechatronischen Systems resultieren
[Hes06]. Dementsprechend ergeben sich drei Hierarchieebenen’:

e Mechatronisches Funktionsmodul (MFM): Dieses Strukturelement entspricht der
Grundstruktur mechatronischer Systeme mit seinen vier Grundeinheiten (vgl. Bild
2-1). Es bildet die Basis eines komplexen mechatronischen Systems und setzt in der
Regel eine Teilfunktion der Hauptbewegungsfunktion um. Ein MFM kann Schnitt-
stellen zu anderen MFM haben und ein anderes MFM als Aktor integrieren.

! Generisch besitzen technische Systeme ,,n“ Hierarchieebenen. Dennoch ist die Strukturierung in MFM,
AMS und VMS fiir eine Vielzahl von technischen Systemen passend [ADG+09, S. 12].
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e Autonomes Mechatronisches System (AMS): Werden mehrere MFM in einem
System verbaut, ergibt die Vernetzung dieser ein AMS. Das AMS kann selbststén-
dig Handlungen ausfiihren und bedient sich hierfur der Aktorik der MFM. Das AMS
erflllt die Hauptbewegungsfunktion. Beispiele fir ein AMS sind ein PKW oder ein
autonomes Schienenfahrzeug.

e Vernetztes Mechatronisches System (VMS): Das oberste Strukturelement ist ein
VMS. Es resultiert aus der rein informationstechnischen Kopplung mehrerer AMS.
Auf diese Weise kdnnen ubergeordnete Aufgaben der Informationsverarbeitung rea-
lisiert werden. Beispiele fiir ein VMS sind kooperierende Roboter oder ein autono-
mer Fahrzeugverbund.

Die Erweiterung mechatronischer Systeme zu selbstoptimierenden Systemen erfolgt
durch die Ergdnzung der regelnden Informationsverarbeitung der unterschiedlichen
Strukturelemente durch eine selbstoptimierende Informationsverarbeitung. Das mechat-
ronische Gesamtsystem sowie die einzelnen Teilsysteme werden so mit einer inhérenten
Teilintelligenz ausgestattet und kénnen autonom als auch kooperativ agieren. Aus in-
formationstechnischer Sicht handelt es sich um ein Multiagentensystem, in dem einzel-
ne Agenten miteinander kommunizieren und kooperieren kénnen [ADG+09, S. 17],
[RNO7, S. 21]. Ein Agent ist im Rahmen des SFB 614 eine informationsverarbeitende
Einheit, die

vordefinierte Funktionen erfiillt und entsprechende Ziele verfolgt,
¢ hierfiir notwendige Féhigkeiten in Form von Programmen besitzt,

e Informationen Uber das Umfeld sammelt und mit anderen Agenten Information aus-
tauscht und

e autonom sowie situationsgerecht das Systemverhalten anpasst.

Eine wesentliche Rolle fir die Realisierung der Selbstoptimierung spielen Optimie-
rungsverfahren, die auf den Agenten laufen. Es existieren modellorientierte und verhal-
tensorientierte Verfahren. Die Optimierung mittels modellorientierter Verfahren er-
folgt anhand ingenieurwissenschaftlicher (physikalischer) Modelle. Die Modelle werden
mathematisch durch Differentialgleichungen beschrieben. Die Optimierung ist dabei
von der Regelung zeitlich entkoppelt, und optimierte Parameter oder andere Anderun-
gen werden nach erfolgreicher Verifikation an die Regeleinheit weitergereicht.

Verhaltensorientierten Verfahren liegt nicht so ein physikalisches Modell zu Grunde.
Der eigentliche Prozess wird daher in der Regel als Blackbox betrachtet. Auf diese Wei-
se erfolgt eine Abbildung der als relevant identifizierten EingangsgroRe hinsichtlich der
entsprechenden AusgangsgroRe. Damit geht h&ufig eine Diskretisierung des Optimie-
rungsproblems einher. Entsprechende Modelle basieren auf Erfahrungswissen des Ent-
wicklers oder durch Lern- oder Explorationsstrategien gebildet werden, sind verhaltens-
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orientierte Verfahren weniger genau als modellorientierte. Im Gegenzug konnen aber
ldngere Planungshorizonte berticksichtigt werden.

Hybride Verfahren kombinieren Ansatze beider Verfahrensarten. Ein Beispiel ist die
hybride Planung. Diese wurde entwickelt, da verhaltensorientierte Verfahren, insbeson-
dere die Planungsverfahren, Zustandsiibergange nur diskret betrachten. Da selbstopti-
mierende Systeme auf mechatronischen Systemen basieren, sollten zumindest Teile des
Systems und die dort ablaufenden Prozesse kontinuierlich beschrieben werden. Dies
betrifft vor allem die Hierarchieebene der MFM [EAS+08], [AKQ9]. Eine weitere Ver-
fahrenskombination ist die verhaltensbasierte Entwurfspunktselektion. Diese unterstiitzt
bei der situationsabhdngigen Optimierung mechatronischer, kontinuierlicher Prozesse,
flr die mittels einer Mehrzieloptimierung eine Menge optimaler Kompromisse errech-
net wird. Die situationsabhangige Auswahl einer Losung aus dieser Menge basiert auf
Kriterien, die nicht nur rein physikalisch modellierbar sind. Daher kdnnen verhaltens-
orientierte Suchstrategien die Auswahl prazisieren [SFB08, S. 282].

Beispiele selbstoptimierender Systeme sind Anwendungen des SFB 614. Bild 2-9 zeigt
eine Auswahl an Demonstratoren, an denen die Methoden und Verfahren zur Entwick-
lung selbstoptimierender Systeme erprobt werden.

X-by-Wire-Versuchsfahrzeug Schienenfahrzeug
,Chamaleon* I\ ,RailCab“

o 4,

Miniaturroboter
,BeBot"

Bild 2-9: Demonstratoren des SFB 614 — Anwendungen der Selbstoptimierung

Die Bahntechnik ist ein wichtiger Anwendungsbereich im SFB 614. Kern bildet ein
innovatives Bahnsystem mit autonomen Schienenfahrzeugen (RailCabs) fir den Perso-
nen- und Guterverkehr®. RailCabs fahren bedarfsgerecht und nicht nach einem Fahrplan.
Sie zeigen proaktives Verhalten indem sie selbststandig einen Konvoi zur Reduzierung
des Energiebedarfs bilden. Ferner kénnen sie Streckencharakteristika lernen und so

8 Website des Projekts ,,Neue Bahntechnik Paderborn/RailCab“ der Universitat Paderborn:
http://nbp-www.upb.de/
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bspw. den Fahrkomfort deutlich verbessern [TMV06]. Das RailCab-System veran-
schaulicht die Entwicklung von konventionellen hin zu fortgeschrittenen mechatroni-
schen Systemen. Die im Rahmen dieser Arbeit zu erstellende Entwicklungssystematik
wird an der Entwicklung eines Teilsystems des RailCabs validiert (vgl. Kap. 5.1).

Der autonome Miniaturroboter BeBot ist ein avantgardistisches Basissystem fur die
Forschung in den Bereichen dynamisch rekonfigurierbarer Systeme, Multiagentensys-
teme sowie Schwarmintelligenz®. Die Architektur der Informationsverarbeitung sowie
die Vielzahl an Kommunikationsschnittstellen ermoéglichen die Umsetzung der
Selbstoptimierung auf verschiedenen Hierarchieebenen — insbesondere im kooperativen
Verbund. Umgesetzte Szenarien sind bspw. ein mobiles Ad-hoc-Netzwerk aus mehreren
BeBots, die ein robustes Kommunikationsnetzwerk realisieren, oder ein heterogenes
Roboterteam bestehend aus BeBots und Robotern mit vollig anderer physischer Hard-
ware (insb. Sensorik und Aktorik) [WEH+08], [AKH+10]. Das Wirkparadigma der
Selbstoptimierung wird hier eingesetzt, um eine dezentrale und roboterbezogene Aufga-
benverteilung im Roboterteam zu realisieren [ADG+09, S. 108ff.].

Der dritte abgebildete Demonstrator ist das voll aktive X-by-Wire-Versuchsfahrzeug
Chamaleon. Mit diesem Elektrofahrzeug kann die Vernetzung von Fahrdynamikregel-
systemen getestet werden. Hierzu werden neuartige Lenk- und Bremsstrategien entwi-
ckelt und am realen System validiert [RNJ+09], [NJT08]. Fir weitere Anwendungen
selbstoptimierender Systeme sei auf [ADG+09] verwiesen.

2.3 Kognitive Funktionen in technischen Systemen

Im Gegensatz zu konventionellen maschinenbaulichen Erzeugnissen weisen fortge-
schrittene mechatronische Systeme die Mdglichkeit fir eine erhebliche Funktionssteige-
rung auf. Ansatzpunkt ist die Informationsverarbeitung, die zwischen Sensorik und Ak-
torik agiert. Wahrend konventionelle mechatronische Systeme eine rein reaktive, re-
gelnde Informationsverarbeitung besitzen, kann durch das Aufbrechen und Erweitern
dieser Informationsverarbeitung ein Verhalten realisiert werden, das weit Uber reaktive
und starre Verhaltensweisen hinausgeht. Diese Perspektive, mechatronische Systeme in
die Lage zu versetzen, intelligent und flexibel auf veranderte Betriebsbedingungen zu
reagieren, wird durch die Integration kognitiver Funktionen moglich.

Der Begriff Kognition, der sich von dem lateinischen Verb cognoscere bzw. im Grie-
chischen gignoskein erkennen, wahrnehmen und wissen, ableitet, entstand im 19. Jahr-
hundert. In der Psychologie wurde ein Begriff gesucht, der die internen informations-
verarbeitenden Mechanismen zur Verhaltenssteuerung ausdriickt [Len02, S. 9ff.]. Bis
heute gibt es in der Wissenschaft keine einheitliche Definition der Kognition, die ihre

° Website des Projekts ,,Miniaturrobter BeBot* am Heinz Nixdorf Institut in Paderborn:
http://wwwhni.uni-paderborn.de/schwerpunktprojekte/miniaturroboter/
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Grenzen klar absteckt. Daraus ergibt sich eine Unsicherheit in der Verwendung des Be-
griffs, die LENGELER et al. wie folgt beschreiben:

., Kognition wird als Komplex von Eigenschaften besonders hoher
entwickelter Lebewesen fest angenommen, aber wenig Genaues ist
Uber die Voraussetzungen bekannt, die erfullt sein missen, um einem
Lebewesen Kognition zusprechen zu kénnen. “ [LMD99, S. 7].

Einzig im Punkt, dass die Kognition eine bestimmte Art von Informationsverarbeitung
darstellt und es unterschiedliche Formen von informationsverarbeitenden Prozessen
gibt, herrscht Ubereinstimmung [Str95], [Str06]. Aus diesem Grund wird in den folgen-
den beiden Abschnitten zunéchst der Kognitionsbegriff weiter konkretisiert und die we-
sentlichen Grundlagen einer kognitiven Informationsverarbeitung beschrieben. An-
schlielend werden im letzten Abschnitt die Herausforderungen fir die Integration kog-
nitiver Funktionen in technische Systeme dargelegt.

2.3.1 Disziplinspezifische Sichten auf die Kognition

Das Phanomen Kognition und seine Erforschung ist aufgrund seiner vielen unterschied-
lichen Aspekte Gegenstand mehrerer Fachdisziplinen. Die sog. kognitiven’® Wissen-
schaften, denen die Kognitionswissenschaft (ibergeordnet ist, haben die Kognition als
zentralen Forschungsgegenstand. Je nach kognitiver Wissenschaft wird ein anderer
Schwerpunkt gelegt [Str96], [Str95]. Sie werden im Rahmen dieser Arbeit nicht explizit
behandelt, sondern summiert in der Kognitionswissenschaft betrachtet. Dennoch ist es
unausweichlich, das Phanomen Kognition aus Sicht verschiedener Fachdisziplinen zu
beleuchten, um wichtige Punkte fur die Realisierung kognitiver Funktionen in techni-
schen Systemen hervorzuheben (Bild 2-10).

Philosophie Psychologie

Kognitions-

Biologie wissensschaft

Kunstliche

. Technik
Intelligenz

Bild 2-10: Wichtige disziplinspezifische Sichten auf die Kognition

10 »Kognitiv* ist hier als Kurzform von ,kognitiv orientiert“ zu lesen. STROHNER unterscheidet dabei
folgende sechs kognitive Wissenschaften, die interdisziplindre Verbindungen aufweisen: Kognitive Phi-
losophie, Kognitive Psychologie, Kognitive Linguistik, Kognitive Anthropologie, Kognitive Neurowis-
senschaft und Kognitive Informatik [Str95, S. 10ff].
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In der Biologie untersucht insbesondere die Physiologie, wie Kognition in Lebewesen
zustande kommt. Gegenstand sind sog. prakognitive Prozesse, die der eigentlichen
Kognition vorausgehen. Dabei handelt es sich um vorbewusste und physiologische Ab-
laufe, die die Grundbausteine der Kognition sein kénnen. Grundlage der Forschung sind
neurobiologische Untersuchungen des Gehirns. Neuere Ergebnisse konnten bspw. die
Hirnregionen identifizieren, die fir die kognitiven Funktionen bzw. zumindest deren
Steuerung zusténdig sind [RM96], [KTM+08].

Eine andere Sicht auf den Kognitionsbegriff, die auch der Biologie zuzuordnen ist,
wurde von den Chilenen H. MATURANA und F. VARELA gepragt. Unter dem Leitsatz life
IS cognition setzten sie Kognition mit dem Prozess des Lebens gleich und definierten
eine Systemtheorie der Kognition™* [MV80, S. 13]. Diese besagt, dass lebende und sich
selbst regelnde Systeme automatisch Kognition besitzen. MATURANA und VARELA
pragten hierfur den Begriff Autopoiesis, der die Fahigkeit eines Systems zur Selbster-
haltung beschreibt [MV80], [MV90].

Die Philosophie befasst sich mit konzeptuellen und theoretischen Problemen der Kog-
nitionsforschung. Sie wird meist als Philosophie des Geistes bezeichnet. Im Fokus steht
neben erkenntnistheoretischen Untersuchungen das sog. Gehirn-Geist-Problem®. Kern
ist die Frage, in welchem Zusammenhang mentale Zusténde, insbesondere das Bewusst-
sein, und physische Zustanden, bei Lebewesen das Gehirn, stehen. Zwei klassische L6-
sungen wurden hierfiir formuliert. Der dualistische Ansatz wird R. DESCARTES zuge-
schrieben. Er trennt strikt die mentale von der physischen Ebene. Im Gegensatz dazu
steht die monistische Perspektive. Diese sieht Geist und Gehirn als eine Einheit und
untersucht dessen Interaktion mit der Umwelt [Stro95].

Eng mit dem Gehirn-Geist-Problem ist die Frage verknlipft, ob Maschinen Bewusstsein
besitzen. Einen aktuellen Ansatz aus der Philosophie liefert hier die Selbstmodell-
Theorie der Subjektivitdt (SMT) nach METZINGER. Im Kern besagt diese, dass ein Sys-
tem, das selbststandig ein internes Modell von sich konstruiert, per se Bewusstsein be-
sitzt. Das Selbstmodell in biologischen Systemen ist in Folge eines ,.kognitiven Wett-
riistens“ entstanden, das fiir das Uberleben notwendig war. METZINGER verknipft in
seiner Theorie Ansétze aus weiteren Disziplinen und Ubertragt diese teilweise auch auf
technische Systeme [Met00], [Met05].

Wie zuvor erwahnt hat der Begriff Kognition seinen Ursprung in der Psychologie und
driickt dort die Introspektion des Verhaltens aus. Der Kognitivismus nahm eine Gegen-
position zum Behaviorismus™ ein, dem bis in die Mitte des 20. Jahrhunderts anerkann-

11 MATURANA und VARELA nannten diese nach deren Geburtsstadt Santiago-Theorie. Sie bildet die
Grundlage fur die biologische Erkenntnistheorie.

12 36 nach Fokus auch Leib-Seele-Problem oder Korper-Geist-Problem genannt.

3 bie psychologische Schule des Behaviorismus, abgeleitet von dem amerikanisch-englischen Wort
behavior fiir Verhalten, wurde zu Beginn des 20. Jahrhunderts von J.B. WATSON begriindet [BEO1].
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ten wissenschaftstheoretischen Standpunkt in der Verhaltensforschung. Im Behavioris-
mus werden Organismen und deren Abléufe als Black Boxes beschrieben. Die zwischen
eingehenden Reizen und gelernten Reaktionen ablaufenden Prozesse werden nicht er-
forscht. Folglich ist der Mensch ein Produkt seiner Umwelt, der als tabula rasa'* zur
Welt kommt und jegliches Verhalten unabhangig von seinen Erbanlagen erlernt. Einzig
die Reiz-Reaktions-Mechanismen stehen daher im Vordergrund [BEO1].

Der Ansatz des Kognitivismus hingegen fokussiert die Bedeutung der internen Zustande
und Prozesse, die fur eine Reaktion auf einen Reiz aus der Umwelt verantwortlich sind.
Die interne Reprasentation der Umwelt ist dabei von entscheidender Bedeutung. Dieser
Ansatz ist weitestgehend in der kognitiven Psychologie®® aufgegangen, die die psychi-
schen Vorgénge der menschlichen Kognition untersucht. Der Mensch wird als ein in-
formationsverarbeitendes System gesehen, fiir das ein Berechnungsmodell aus Reiz,
Reaktionen und internen Zusténden gilt [Str96], [And01].

Der Standpunkt der Kognitionswissenschaft gleicht dem der kognitiven Psychologie,
beschréankt sich aber nicht auf das menschliche Denken. Gegenstand sind somit samtli-
che lebende als auch kinstliche kognitive Systeme. Ziel ist es, die kognitiv orientierten
Ergebnisse aus den verschiedenen Fachdisziplinen methodisch in einen komplementé-
ren Einklang zu fihren. Hauptaufgaben sind die wissenschaftstheoretische Fundierung,
der Entwurf formaler Modelle sowie die empirische Untersuchung der Kognition
[Str95]. Grundlage fir die kognitive Modellierung ist die Annahme, dass Kognition als
Informationsverarbeitung berechenbar sein muss. LENZEN beschreibt pragnant diese
These, die als Informationsparadigma bekannt wurde:

,, Kognitive Prozesse sind Prozesse der Datenverarbeitung, mentale
Repréasentationen sind ihre Daten: Das ist die klassische Annahme der
Kognitionswissenschaft. “ [Len02, S. 91].

Die Kognitionswissenschaft versteht unter Kognition aber nicht nur komplexe geistige
Funktionen wie das Denken. Auch die Sensorik und Aktorik dirfen nicht getrennt von
der Kognition betrachtet werden. Vielmehr sind sie in weiten Teilen fur die Verarbei-
tung der Informationen mitverantwortlich oder hangen von dieser ab. Hinzu kommen
emotionale und motivationale Aspekte ohne die die Kognition in ihrer Gesamtheit nicht
erklarbar ist. STROHNER schlielt daher auf folgende Definition des Kognitionsbegriffs
in der Kognitionswissenschaft:

14 Latein fur unbeschriebene Tafel bzw. unbeschriebenes Blatt.

% Der Name kognitive Psychologie wurde von U. NEISSER in dem gleichnamigen Buch eingefiihrt und
kennzeichnet die sog. kognitive Wende weg von der behavioristischen hin zur kognitiven Sicht in der
Psychologie [Str96], [Nei74].
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,, Kognition ist jede Art von Informationsverarbeitung durch das Zent-
ralnervensystem von Lebewesen oder eine entsprechende Informati-
onsverarbeitung in kunstlichen Systemen. “ [Str95, S. 7].

Das Zentralnervensystem (ZNS) des Menschen, bestehend aus Riickenmark und Gehirn,
ist das interaktive Verarbeitungszentrum fir alle Kérperfunktionen sowie das Verhalten
[BEOQ1, S. 44ff.]. Zusammen mit dem peripheren Nervensystem bildet es das Nervensys-
tem™®, wobei das periphere die Informationen fiir das ZNS empfangt und aussendet. Die
Aufgaben des ZNS sind die Integration, Koordination und Assoziation der Informati-
onssignale zu einer einheitlichen Leistung. Diese steuert dann die Korpertatigkeit. Das
ZNS bildet somit den Kern der kognitiven Informationsverarbeitung, greift aber tber
diese deutlich hinaus [Sch05], [Str95].

Die Entwicklung der Kognitionswissenschaft weist viele Parallelen zu der der kinstli-
chen Intelligenz (K1) auf — sicherlich eine Konsequenz des Informationsparadigmas™”.
Insbesondere die kognitive Modellierung bedient sich der Methoden der KI. Ziel der
KI-Forschung ist es, kinstliche Systeme zu erschaffen, die mit intelligenten Fahigkeiten
ausgestattet sind. In der Regel werden reine Softwaresysteme entwickelt. Die Kernauf-
gabe besteht darin, rationales, menschendhnliches Denken sowie Handeln zu realisieren.
Sie ist ein Teilgebiet der Informatik und bedient sich ihrer Techniken [GN03]. Rus-
SEL/NORVIG unterscheiden sechs Hauptarbeitsrichtungen, denen die Methoden der KI
zugeordnet werden konnen [RNO7, S. 12f.]:

e Problemlésen: Hierunter fallen in erster Linie Suchverfahren, wie z.B. die Zu-
standsraumsuche. Die Hauptaufgabe Ubernehmen sog. Suchalgorithmen, die den
Suchraum nach den gewinschten Merkmalen filtern. Grundsatzlich gibt es blinde
(uninformierte) Suchverfahren, zu denen die Breiten-, Tiefen- und bidirektionale
Suche gehoren, und heuristische (informierte) Suchverfahren, wie bspw. die
Greedy- und die A*-Suche [GNO03].

e Wissensreprasentation und logisches Schlieen: Eine zentrale Annahme der Ki
ist, dass Wissen logische Schlussfolgerungen (Inferenzen) ermdglicht. Hierdurch
kann wiederum Wissen erworben werden. Die zwei grundlegenden Inferenzen sind
die Deduktion, die vom Allgemeinen zu Speziellen schliel3t, und die Induktion, die
genau umgekehrt verlauft. Grundlage ist die formale Logik, wie die Pradikatenlogik
erster Stufe, oder die Fuzzy-Logik [Kel00].

18 E< handelt sich um eine morphologische Einteilung. Die Funktionen des zentralen und peripheren
Nervensystems sind in Wirklichkeit eng miteinander vernetzt. Daher wird meist funktionell das soma-
tische und das vegetative Nervensystem unterschieden [Sch05, S. 687].

17 Auf eine Darstellung der verzahnten Historie beider Disziplinen wird verzichtet. LENZEN zeigt diese in
[Len02] vollstandig auf.
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e Planen: Beim Planen werden geeignete Aktionsfolgen generiert, um ein System in
einen gewdlnschten Zustand zu versetzen. Mithilfe von Planungssprachen wie der
Planning Domain Definition Language (PDDL) werden die Planungsprobleme for-
malisiert. Gerade auf dem Gebiet der Planung konnten in den letzten Jahren groRe
Erfolge erzielt werden [DB09].

e Unsicherheit: Eine ldealisierung durch strikte logische Formalisierung stoft im
praktischen Einsatz an ihre Grenzen. Hierflr werden Methoden fir den Umgang mit
Unsicherheiten entwickelt, wie z.B. wahrscheinlichkeitsbehaftete Verfahren, die
Theorie von Dempster-Shafer oder die Fuzzy-Logik [GNO3].

e Lernen und Data Mining: Lernende Systeme werden prinzipiell durch Verfahren
des maschinellen Lernens realisierst. Eng damit verbunden ist der VVorgang der Wis-
sensentdeckung und -klassifizierung, dem sog. Data Mining. Hier steht der Umgang
mit grofRen Datenmengen im Vordergrund.

e Kommunizieren, Wahrnehmen und Handeln: RusSeL/NORVIG fassen die Berei-
che der Kommunikation, Perzeption und Handlung bzw. Handlungsplanung zu-
sammen. Konkrete Forschungsfelder sind bspw. die Spracherkennung fur die Kom-
munikation, das Bildverstehen fur die Wahrnehmung und die kognitive Robotik fir
die Handlung [GNO3].

Bei der theoretischen Fundierung der Kl ist in erster Linie die uneinheitliche Definition
des Intelligenzbegriffs'® hinderlich. Die KI-Pioniere A. NEWELL und H. SiMoN schlugen
bereits eine Namensdnderung in ,.komplexe Informationsverarbeitung* vor, die sich
aber nicht durchsetzen konnte [Bor94, S. 115]. Die Folge war, dass innerhalb der KiI-
Bewegung zwei gegensétzliche Thesen definiert wurden. Vertreter der starken Kl sind
der Uberzeugung, dass Maschinen dieselbe Intelligenz haben kénnen, die bislang nur
bei Menschen nachweisbar ist. Denken und Bewusstsein sind demnach reine Rechen-
prozeduren. Einige Kl-Visiondre glauben sogar, dass die Rechenleistung zukunftiger
Computer gentigen wird, um das menschliche Gehirn durch Simulatoren aus Silizium
operativ zu ersetzen und der Mensch auf seine sterbliche ,,Hiille* verzichten konnte. Die
schwache KI hingegen zielt auf eine anwendungsspezifische Simulation der Intelligenz
ab. Kinstliche Systeme dienen eher als hilfreiches Werkzeug zur Erforschung der
menschlichen Denkvorgange als zu deren Nachbildung [Bro02], [RNO7].

Die kognitive Robotik ist ein Ansatz aus der KI-Forschung. Sie hat den Anspruch kog-
nitionsrelevante Ergebnisse aus den hier vorgestellten Disziplinen in die Technik zu
uberflihren. Ziel sind Mechanismen zur Erhéhung der Autonomie und zur Gewinnung
von adaptiven Verhalten von Robotern. Autonomie beschreibt die Fahigkeit eines Ro-

18 Eine oft zitierte Definition hat der Erfinder des Intelligenzquotienten W. STERN aufgestellt: ,, Intelli-
gence is a general capacity of an individual consciously to adjust his thinking to new requirements: it
is general mental adaptability to new problems and conditions of life. “ [Stel2, S. 3].
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boters, sein Verhalten selbst zu bestimmen oder wenigstens sein aktuelles Verhaltens-
muster per Interaktion mit der Umgebung entsprechend zu erganzen, zu verandern oder
es ganzlich durch ein neues auszutauschen. Adaptivitat in der Robotik meint die Fahig-
keit des Roboters, sich mittels eigenen kognitiven und motorischen Funktionen einer
dynamischen Umwelt anzupassen und diese zielgerichtet zu beeinflussen (vgl. Kap.
2.2.2) [Chr99], [KCO03, S. 31].

Eine systematische Integration kognitiver Funktion in technische Systeme so wie sie im
Fokus dieser Arbeit steht, stellt sich aber bislang weitaus schwieriger dar. LENGELER et
al. fihren hierfur den Begriff des mechatronischen Kurzschlusses ein, der ausbleibt
bzw. nicht trivial umzusetzen ist:

,,Auch Forschungsaktivitaten im Bereich der Kinstlichen Intelligenz
bzw. Kognitiven Robotik [...], die einen technischen rekonstruktiven
Anspruch erheben, haben zwar gelegentlich zu einer Prazisierung der
Problemstellungen geflhrt, aber kaum Durchbriche erzielt. Dies
hangt moglicherweise grundséatzlich damit zusammen, daf ein techni-
scher Erfolg nicht ohne weiteres durch einen mathematisch-
informatischen bzw. mechatronischen “Kurzschluf3”, d.h. ohne ge-
naue Berilcksichtigung der Struktur- und Funktionsiubergénge zwi-
Schen den verschiedenen Organisationsebenen von Lebewesen [...]

erreichbar ist. “ [LMP99, S. 7f.].

Kognition in technischen Systemen scheint daher mehr eine softwaretechnische Ziel-
richtung als eine bereits realisierbare Eigenschaft. Es fehlen Beweise fur die Gultigkeit
des Informationsparadigmas und somit fur die Analogie zwischen menschlichem Geist
und berechenbarer Computerumsetzung. Die Grundlage fiir die vollstdndige Realisie-
rung der Kognition in der Technik fehlt [Pri98, S. 6f.]. Insbesondere die Unterschei-
dung, ob ein (technisches) System als kognitiv bezeichnet werden kann, ist aufgrund der
ungenauen Abgrenzung des Kognitionsbegriffs nicht méglich [Str96]. Die Notwendig-
keit einer technischen Reaktivierung der Kognition lasst sich aber auch nicht von der
Hand weisen. MULLER fuhrt hierfir den Begriff Beweltigung ein:

,, Weil ohne Kognition die Komplexitat der Umwelt und der darin zu
I6senden Aufgaben fiir autonome Systeme wie Menschen, Tiere, Robo-
ter nicht zu bewaltigen wére. Kognition ist der Mittel- und Verfah-
rensvorrat zur Bewaltigung der Welt (Beweltigung). ““ /Miil98, S. 7].

Daher ist es nicht das primére Ziel der hier zu erarbeitenden Entwicklungssystematik,
den Entwurf eines kognitiven Systems zu unterstiitzen, das Uber das ganze Repertoire
der Kognition verfugt. Vielmehr steht die ingenieurwissenschaftliche Extension der
Informationsverarbeitung mechatronischer Systeme um kognitive Funktionen im Mit-
telpunkt. Diese kann aber nur unter Berucksichtigung der hier vorgestellten Sichten er-
folgen.
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2.3.2 Grundlagen kognitiver Informationsverarbeitung

Zwar fehlt eine einheitliche Definition der Kognition, doch ist in der Wissenschaft an-
erkannt, dass sie in irgendeiner Art und Weise zwischen der Reizaufnahme und dem
Verhalten interveniert [Str96, S. 2]. Sie ist all das, was zwischen dem Erhalt von Infor-
mationen aus der Umgebung und der entsprechenden Aktion eines Systems stattfindet.
Sie steht somit fir die kognitive Informationsverarbeitung. Ein entscheidender As-
pekt der Kognition ist, dass sie auf systeminternes Wissen zuruckgreift und neues Wis-
sen abspeichert. Dabei ist sie eng mit der Peripherie eines Systems verzahnt. So sind die
Weiterverarbeitung sensorischer Daten als auch die Planung und Steuerung von Bewe-
gungen Bestandteile der kognitiven Informationsverarbeitung [Str95], [Str96]. Kogniti-
ve Funktionen sind die Grundlage fiir die Umsetzung einer kognitiven Informations-
verarbeitung. In der Neurophysiologie sind sie folgendermal3en definiert:

,, Unter kognitiven Funktionen verstehen wir alle bewussten und nicht
bewussten Vorgéange, die bei der Verarbeitung von organismus-
externer oder -interner Informationen ablaufen, z.B. Verschlisselung
(Kodierung), Vergleich mit gespeicherter Information, Verteilung der
Information, Problemlésung und Entschlisselung und sprachlich-
begriffliche Auferung.* [BS06, S. 449].

Kognitive Funktionen umfassen also alle VVorgénge, die mit der Aufnahme von Infor-
mationen, ihrer Verarbeitung und Speicherung im Gedachtnis sowie ihrer Nutzung und
Anwendung verbunden sind. Auf psychologischer Ebene kdnnen beim Menschen fol-
gende kognitive Funktionen identifiziert werden, die der vorgehenden Definition ge-
recht werden [Str96, S. 1]:

e das Wahrnehmen und Erkennen,
e das Enkodieren,

e das Speichern und Erinnern,

e das Denken und Problemldsen,
e das Steuern der Motorik und

e der Gebrauch von Sprache.

Die Umsetzung dieser Funktionen kann erheblich variieren, so kann eine einfache
Sprachfunktion bereits durch das Unterscheiden von ,,ja* und ,,nein“ realisiert werden
und nicht erst durch den Gebrauch naturlicher Sprache [SPO5]. In jedem Fall sind die
kognitiven Funktionen flr eine flexible Kopplung zwischen Wahrnehmung und Hand-
lung verantwortlich. Systeme die diese Funktionen in ihrer Gesamtheit besitzen, werden
als kognitive Systeme bezeichnet. STRUBE leitet aus den kognitiven Funktionen drei
spezifische Merkmale fir kognitive Systeme ab [GRS03, S. 19]:
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e Aktive Einbindung in die Umgebung und die F&higkeit mit ihr Informationen auszu-
tauschen.

e Flexible und umgebungsadaptive Handlungssteuerung durch die Reprasentation
systemrelevanter Informationen der Umwelt.

e Lern- und Antizipationsfahigkeit der integrierten Informationsverarbeitung.

Das Bild 2-11 veranschaulicht die Abgrenzung zwischen kognitiven und nicht kogniti-
ven Systemen aufgrund ihrer Informationsverarbeitung zwischen der Reizaufnahme und
der Aktionsausfiihrung.

@

Reize . Kopplun . Aktionen Reize . . Aktionen
— m| Sensorik PP g> Aktorik |—— — »|Sensorik Aktorik |——

Bild 2-11: Gegenuberstellung eines nicht kognitiven Systems und eines kognitiven Sys-
tems nach [Str98, S. 6]

Kognitive
Informations-
verarbeitung

Kognitive Systeme sind nicht nur in der Lage nach fest vorimplementierten Verhal-
tensmustern auf Reize zu reagieren, sondern kénnen zudem die Kopplung zwischen
sensorischer Eingabe und aktorischer Ausgabe modifizieren. Die kognitive Informati-
onsverarbeitung ermaglicht eine flexible und intelligente Anpassung des systemeigenen
Verhaltens entsprechend der subjektiv wahrgenommen externen sowie internen Zustan-
den [Str98].

Die Verdnderung des Systemverhaltens aufgrund der kognitiven Informationsverarbei-
tung geht immer mit dem Ph&nomen Lernen einher [Str06, S. 9]. Lernen ist ein Prozess
der Verhaltensanpassung basierend auf dem Erwerb von neuem Wissen oder der Um-
strukturierung von bereits vorhandenem Wissen [ZG04, S. 243]. JORGER stellt den
Lernprozess schematisch als Flussdiagramm dar, dem er entsprechende kognitive Funk-
tionen zuordnet (vgl. Bild 2-12) [J6r89]. Das Flussdiagramm ist von links nach rechts
zu lesen. Der Input ist der Reiz aus der Umwelt, der im sensorischen Register wahrge-
nommen und anschliefend im Kurzzeitspeicher als Information verarbeitet wird. Bei
erfolgreicher Verarbeitung und Kategorisierung mit bestehenden Informationen, kénnen
neue Informationen im Langzeitspeicher abgelegt werden (Enkodierung). Auf deren
Basis konnen problemspezifische Modifikationen des Systemverhaltens im Sinne einer
kognitiven Informationsverarbeitung geplant werden (Dekodierung). Der jeweilige
Vorgang des Zuordnens und Abrufens von Informationen bzgl. der vorhandenen Infor-
mationen und Strukturen wird subjektive Organisationstendenz genannt. Die Umset-
zung in der Umwelt und das Ergebnis des Lernprozesses zeigen sich in der Leistung
[Kel00], [2G04].
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Bild 2-12: Lernprozess als Flussdiagramm nach [Kel00, S. 365]

Nicht-kognitive Systeme sind nicht lernfdhig und kénnen nur fest vorprogrammiert
werden. VVon entscheidender Bedeutung ist, dass die kognitive, lernfahige Informations-
verarbeitung die reaktiven Kopplungen nicht vollstdndig ersetzt, sondern mit diesen
koexistieren muss. Reaktive Kopplungen sind deswegen so wichtig, weil die meisten
existentiellen Systemmechanismen rein reaktiv und reflexartig ablaufen. STRUBE
schlagt daher das Dreischichtenmodell fiir die Verhaltenssteuerung lernféhiger, kog-
nitiver Systeme vor. Den jeweiligen Schichten kénnen unterschiedliche Lernformen
zugeordnet werden, die in ihrer Gesamtheit eine kognitive Informationsverarbeitung
charakterisieren (Bild 2-13) [Str98].

Kognitive Regulierung
Zielmanagement, Planung und
Handlungssteuerung

Kognitives Lernen
(Komplexes Lernen)

A

Y

Assoziative Regulierung Klassische und operante
Reiz-Reaktions-Assoziationen Konditionierung
Konditionierung (Assoziatives Lernen)

Y

Nicht kognitive Regulierung
Kontinuierliche Steuerung
und Regelung sowie Reflexe

Kein Lernen
(Habituation)

Bild 2-13: Dreischichtenmodell flr die Verhaltenssteuerung nach STRUBE [Str98, S. 9]
und Zuordnung der Lernformen nach [SP05]
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Die unterste Ebene des Dreischichtenmodells umfasst die nicht kognitive Regulierung.
Aufgrund der starren Kopplung zwischen der Sensorik und der Aktorik findet kein Ler-
nen bzw. nur das Lernen, bestimmte Reize zu ignorieren, statt. In der Lernpsychologie
wird dies als Habituation oder Gewdhnung bezeichnet und zahlt teilweise als einfachste
Form des Lernens. lhr Ziel ist die Verhinderung einer Reiziberflutung und die Erho-
hung der Aufmerksamkeit [Ede00]. Hier laufen einfache kontinuierlich arbeitende Steu-
erungen, rickgekoppelte Regelkreise und Reflexe ab. Dabei ist der Aktionsraum der
jeweiligen Steuer- und Regelungseinheiten begrenzt.

Der Lernprozess in der mittleren Schicht, der assoziativen Regulierung, basiert auf
Reiz-Reaktions-Assoziationen und erfolgt durch klassische oder operante Konditionie-
rung®. Beide Lernformen zahlen zum assoziativen Lernen. Die klassische Konditionie-
rung geht auf den Psychologen PAvLOV zuriick. Es handelt sich um eine Art des Ler-
nens, bei der eine unkonditionierte Reaktion durch einen konditionierten Reiz hervorge-
rufen wird, der seine Wirkung durch Assoziation mit einem unkonditionierten Reiz er-
langte. THORNDIKE zeigte zudem, dass sich diese Reiz-Reaktions-Assoziationen durch
Wiederholung und positive Bestatigung verstarken lassen®’. Beim operanten Konditio-
nieren”* nach SKINNER wird die Auftretenswahrscheinlichkeit des Verhaltens durch die
darauf folgenden Konsequenzen bestimmt. Wird das Verhalten verstarkt, tritt es zukinf-
tig wiederholt auf. Folgt hingegen eine Bestrafung, wird es zukunftig unterlassen. So
konnen komplexe Verhaltensweisen aus elementaren Lernschritten aufgebaut werden
[2GO04, S. 246ff.].

Auf der obersten Schicht des Modells befindet sich die kognitive Regulierung. Sie
realisiert eine zielorientierte und planende Verhaltenssteuerung. Die entsprechende
Lernform ist das kognitive Lernen. Diese bezieht sich auf die Konstruktion von Wissen,
die Herausbildung spezifischer Fahigkeiten und das schlussfolgernde Denken und Urtei-
len. Im Unterschied zur Konditionierung miissen weder die eigene Reaktion noch die
Konsequenzen direkt wahrgenommen werden. Kognitives Lernen ermdglicht es, Wis-
sen in neuartigen Situationen anzuwenden und Probleme flexibel zu I6sen [See03].

Das vorgestellte Dreischichtenmodell verdeutlicht die hohen Anforderungen an die Um-
setzung einer kognitiven Informationsverarbeitung. Insbesondere durch die Verwen-
dung der Techniken der KI, die Verfahren zur Integration kognitiver Funktionen bereit-

19 Konditionierung ist die Art und Weise, wie Ereignisse, Reize (Stimuli) und Verhalten miteinander
assoziiert werden. Es handelt sich dabei um Reiz-Reaktions-Theorien, die das Lernen als Kopplung ei-
nes bestimmten Umweltreizes mit einer VVerhaltensweise definieren [ZG04].

20 Fiur das Lernverhalten, welches dem sog. ,.Lernen durch Versuch und Irrtum® entspricht, definierte
THORNDIKE das ,,Law of Effect”, das im Kern besagt, dass eine Handlung entsprechend einer positiven
oder negativen Konsequenz wieder bzw. nicht mehr ausgefihrt wird [Pri98].

%! Das operante und instrumentelle Konditionieren unterscheiden sich nur marginal und kénnen im Rah-
men dieser Arbeit als identisch angesehen werden.
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stellt, erhoht sich die Komplexitat. Hier wird ein einheitliches Strukturkonzept fir tech-
nische Systeme benétigt.

2.3.3 Herausforderungen bei der Integration kognitiver Funktionen

Zahlreiche Herausforderungen ergeben sich bei der Integration kognitiver Funktionen in
technische Systeme. Diese sind insbesondere auf die interdisziplindre Herangehenswei-
se bei der Entwicklung und die Komplexitat des zu entwickelnden Systems zurlickzu-
fihren. Beide Aspekte wurden in den vorhergehenden Abschnitten analysiert. Doch
gerade die Systemkomplexitat ist noch nicht vollstandig durchdrungen. RIEGLER identi-
fiziert vier wesentliche Herausforderungen [Rie07, S. 3ff.]:

e PacMan: Technische Systeme sind PacMan-Systeme, die nur darauf ausgerichtet
sind, bestimmte Parameter ohne Berlicksichtigung des dahinter stehenden Ziels zu
optimieren. Sie interagieren nur mit vom Systementwickler vordefinierten Objekten.
Ihre Bedeutung kennen sie nicht; noch sind sie in der Lage, diese herauszufinden.

e Black-Box: Technische Systeme benétigen ein internes Modell ihrer Umgebung
und ihrer selbst, um nicht in der Black-Box-Darstellung des Behaviorismus gefan-
gen zu bleiben. Was die Psychologie im Rahmen des Kognitivismus klar gestellt
hat, dass der Mensch mehr als ein Reiz-Reaktions-System ist, ist in der Technik bis-
lang nicht angekommen.

e Binaritat (Symbol-Grounding): Die symbolorientierte Informationsverarbeitung in
technischen Systemen trifft in der Regel bindre Klassifikationen. Sie wird nicht dem
Umstand gerecht, dass sich die reale Systemumgebung kontinuierlich &ndert und
sich durch einen gewissen Grad an Unschérfe auszeichnet. Das technische System
kann zwar somit die Bedeutung bestimmter Symbole lernen, aber nicht im Betrieb
mit diesen neue Assoziationen auch hinsichtlich der Umgebung ziehen.

¢ Anthropomorphe Sicht: Bisherige Verfahren, wie z.B. kinstliche neuronale Netze,
sind zwar biologisch fundiert, jedoch kann deren kognitive Leistung anfangs nur
schwer und bei steigender Komplexitdt kaum noch nachvollzogen werden. Riick-
schllisse werden auf Basis des beobachteten Verhaltens getroffen, die dann in Rela-
tion zu dem (gewiinschten) menschlichen Verhalten gesetzt werden. Die innere,
kognitive Funktionsweise des Systems tritt in den Hintergrund.

Aus diesen Herausforderungen und der notwendigen interdisziplinaren VVorgehensweise
ergeben sich nach RIEGLER vier Grenzbedingungen fir die Integration kognitiver Funk-
tionen in technische Systeme [Rie07, S. 12f.]:

e Evolution: Kognition beschreibt die Fahigkeit, dass ein System durch Organisation
und Evolution von komplexen Verhaltensstrukturen seine Umwelt bewaltigt und
sich in dieser selbst erhalt. Diese Fahigkeit kann daher nicht vollstandig vordefiniert
werden, sondern muss sich teilweise eigenstandig weiterentwickeln kénnen.
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e Hierarchische Struktur: Die Entwicklung der Kognition ist ein inkrementaler Bot-
tom-up Prozess, der auf der reaktiven sensor-motorischen Ebene beginnt. Jede héher
entwickelte Ebene baut auf der vorherigen Ebene auf. Die verschiedenen Funktio-
nen zur Umsetzung der Kognition verteilen sich auf den unterschiedlichen Ebenen.
Es ergibt sich eine streng hierarchische Form. Diese fuhrt jedoch nicht zu getrennt
arbeitenden Modulen, sondern ist eine VVoraussetzung flr ein robustes, vorhersehen-
des und lernendes Verhalten.

e Geschlossenheit: Die kognitive Informationsverarbeitung sollte als geschlossenes
System realisiert sein, denn das System selbst kann nicht zwischen internen und ex-
ternen Zustanden unterscheiden. Dies setzt voraus, dass dessen Prozesse nicht in
semantischer Darstellung und Abhangigkeit der Umwelt definiert werden, wie dies
bei physikalischen Systemen der Fall ist.

e Untersuchbarkeit: Weil kognitive Prozesse auf einem abstrakten und funktionalen
Level erkléarbar sein mussen, stehen konnektionistische Ansétze, wie neuronale Net-
ze, nicht zur Auswahl. Hierarchisch organisierte Ansétze hingegen kdnnen aufgrund
ihrer linearen Zerlegbarkeit schichtweise entkoppelt und untersucht werden.

2.4 Entwicklung fortgeschrittener mechatronischer Systeme

Im Folgenden wird in Kapitel 2.4.1 mit der VDI-Richtlinie 2206 eine etablierte Metho-
dik zur Entwicklung mechatronischer Systeme vorgestellt. Sie fasst den minimalen
Konsens der Fachwelt zusammen. Anschlieend wird die Entwicklung selbstoptimie-
render Systeme im SFB 614 beschrieben (Kap. 2.4.2). Die dort entstehende Entwick-
lungsmethodik stellt eine Weiterflihrung der VDI-Richtlinie 2206 fur fortgeschrittene
mechatronische Systeme dar. Komplettiert wird das Kapitel durch eine grundlegende
Darstellung des in der VDI-Richtlinie 2206 bezeichneten Teilschritts des Systement-
wurfs in Kapitel 2.4.3. Hierdurch wird das Handlungsfeld der hier zu erarbeitenden
Entwicklungssystematik aufgezeigt.

2.4.1 Entwicklung mechatronischer Systeme

Die steigende Systemheterogenitat und die Beteiligung mehrerer Fachdisziplinen sowie
der damit einhergehende Abstimmungsaufwand sind die wesentlichen Herausforderun-
gen bei der Entwicklung mechatronischer Systeme?. Bestehende und etablierte Vorge-
hen zum Entwurf technischer Systeme, wie z.B. die Mechanik-Entwicklung nach
PAHL/BEITZ [PBF+07], werden diesem Anspruch nicht gerecht. Die VDI-Richtlinie
2206 ,,Entwicklungsmethodik mechatronischer Systeme® [VDI2206] beschreibt ein

22 \m Fokus dieser Arbeit stehen mechatronische Systeme der 2. Klasse (vgl. 2.2.1). Systeme der 1. Klas-
se werden malgeblich vom Produktionsprozess determiniert. GAUSEMEIER/FELDMANN schlagen hier-
fur ein Vorgehen in Anlehnung an die VDI-Richtlinie 2206 vor [GF06, S. 118].



Seite 32 Kapitel 2

generelles, fachdisziplinlbergreifendes Vorgehen zur Entwicklung mechatronischer
Systeme. Sie versteht sich als Erganzung zu den VDI-Richtlinien 2221 ,,Methodik zum
Entwickeln und Konstruieren technischer Systeme und Produkte” und VDI-Richtlinie
2422 , Entwicklungsmethodik fiir Gerdte mit Steuerung durch Mikroelektronik*
[VDI2221], [VDI2422]. Sie beschreibt ein flexibles VVorgehen, das drei elementare Be-
standteile umfasst [VDI2206, S. 26ff.]:

1)

2)

Anforde- Produkt
rungen

Phasen/Meilensteine Resultate

Planen und Klaren
der Aufgabe

Problemlésungszyklus auf der Mikroebene: Der ProblemlGsungszyklus auf der
Mikroebene unterstutzt den Entwickler bei der Bewéltigung vorhersehbarer aber
auch unerwarteter Probleme. Er wird in Anlehnung an das Systems Engineering als
Abfolge elementarer Schritte verstanden [DHO02, S. 47ff.]. Beispiele fiir solche ele-
mentaren Schritte sind Situationsanalyse, Losungssynthese, Analyse, Bewertung
und Entscheidung. Die Zusammenstellung der Schritte lasst sich flexibel an die je-
weilige Entwicklungsaufgabe anpassen.

Das V-Modell auf der Makroebene: Das Vorgehen auf (ibergeordneter Ebene
greift das in der Softwaretechnik etablierte V-Modell auf [BD95]. Es wurde an die
Anforderungen der Entwicklung mechatronischer Systeme angepasst. Je nach
Komplexitét der Aufgabe sind die Phasen mehrmals zu durchlaufen (Bild 2-14):

Aufgaben/Tatigkeiten

.
-

System- * Abstraktion zum Erkennen der
entwurf wesentlichen Probleme
* Aufstellen der Funktionsstruktur
Gesamtfunktion — Teilfunktion
* Suche nach Strukturen zur Erfiillung
von Teilfunktionen
Wirkstruktur — Baustruktur
* Konkretisieren zu prinzipiellen
Lésungsvarianten
* Bewerten und Auswahlen
* Festlegung des doménen-
ubergreifenden Lésungskonzepts Maschinenbau
Elektrotechnik
G > Informationstechnik
Domaénenspezi- Modellbildung und -analyse

fischer Entwurf

—_

Bild 2-14: Das V-Modell als Makrozyklus (rechts) und der Prozessbaustein fir den

Systementwurf nach [VDI2206, S. 32]

e Anforderungen: Fir einen konkreten Entwicklungsauftrag sind die An-
forderungen an das Produkt in Form einer Anforderungsliste zu definieren.
Anhand dieser erfolgt die Bewertung des spateren Produkts.
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e Systementwurf: An dieser Stelle wird die wesentliche physikalische und
logische Wirkungsweise des Systems fachdisziplinubergreifend spezifi-
ziert. Ergebnis ist das Losungskonzept.

e Domanenspezifischer Entwurf: Es folgt die Konkretisierung des LO-
sungskonzepts. In der Regel arbeiten die Fachdisziplinen® zu diesem Zeit-
punkt parallel zueinander. Detaillierte Berechnungen und Auslegungen
sollen das Losungskonzept sicherstellen.

e Systemintegration: Die fachdisziplinspezifisch erarbeiteten Ergebnisse
werden zu einer Gesamtlésung zusammengefuhrt. Diese wird auf korrek-
tes Zusammenwirken Uberprift.

e Eigenschaftsabsicherung: Wahrend der Systemintegration werden die
Ergebnisse an den Anforderungen und dem Ldsungskonzept uberprift.

e Modellbildung und -analyse: Fortlaufend werden die Systemeigenschaf-
ten rechnergestiitzt modelliert und analysiert.

3) Prozessbausteine fir wiederkehrende Arbeitsschritte: Wiederkehrende Tétig-
keiten wéhrend der Teilschritte des V-Modells kénnen in Prozessbausteinen hinter-
legt werden. Die VDI-Richtlinie 2206 definiert Prozessbausteine fiir die Teilschritte
Systementwurf, Modellbildung und -analyse, doménenspezifischer Entwurf, Sys-
temintegration und Eigenschaftsabsicherung. Bild 2-14 zeigt den Prozessbaustein
fur den Systementwurf und die darin definierten Tatigkeiten.

2.4.2 Entwicklung selbstoptimierender Systeme

Im SFB 614 wurden die Entwicklungsprozesse fiir die verschiedenen selbstoptimieren-
den Demonstratoren aufgenommen und mit der Prozessmodellierungssprache OME-
GA* modelliert. Diese umfassen die durchzufiihrenden Tatigkeiten, deren Ergebnisse
in Form von Entwicklungsobjekten sowie einzusetzende Methoden und Werkzeuge.
Der gesamte Entwicklungsprozess des Demonstrators RailCab bspw. umfasst ca. 850
Prozessschritte und fast 1000 Entwicklungsobjekte [GRD+09], [KGD10], [DK10].
Nach einer ausgiebigen Analyse konnte ein generischer Entwicklungsprozess sowie ein
generisches Vorgehen fur die friihen Phasen der Entwicklung, der sog. Konzipierung,
formuliert werden [GFD+08b].

23 |m Rahmen dieser Arbeit sind die Begriffe Fachdisziplin und Doméne synonym.

24 OMEGA (Objektorientierte Methode zur Geschaftsprozessmodellierung und -analyse) ist eine Metho-
de zur vollstdndigen Modellierung einer Ablauforganisation in einem Unternehmen. Mit ihr kénnen
Leistungserstellungsprozesse, wie bspw. Entwicklungsprozesse visualisiert werden [GPWO09, S.
281ff.].
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Der generische Entwicklungsprozess selbstoptimierender Systeme ist mit dem vorge-
stellten VV-Modell der VDI-Richtlinie 2206 vergleichbar. Der wesentliche Unterschied
besteht darin, dass eine explizite Integrationsphase nach der fachdisziplinspezifischen
Ausarbeitung entféllt. Vielmehr wird diese als integraler Bestandteil dieser Phase ver-
standen. In der Folge ergibt sich ein generischer Entwicklungsprozess bestehend aus
zwei Phasen (Bild 2-15).

Konkretisierung (domanenspezifisch)

A Mechanik AN
X Elektrik/Elektronik [X) N\
JAX) Regelungstechnik [XX] /
Konzipierung / Softwaretechnik [IK) /
(doméanen- \\ [ Mechanik y \\
- = L Elektrik/Elektronik [ ]
ubergrelfend) yxX) Regelungstechnik [ XX /
4 Softwaretechnik e [e /

Legende

Volisténdige
Entwicklungs-
unterlagen

Prinziplosung

ISynchrunisatlon

Bild 2-15: Entwicklungsprozess selbstoptimierender Systeme nach [GSD+09]

In der domanentbergreifenden Konzipierung erarbeitet ein interdisziplinares Team aus
Entwicklern aller beteiligten Fachdisziplinen die sog. Prinziplésung® des zu entwi-
ckelnden Systems. Diese beschreibt die grundsatzliche Lésung flr eine Entwicklungs-
aufgabe. Ferner legt diese die physikalische und logische Wirkungsweise und Anord-
nung der bendtigten Systembestandteile fest. Diese missen hierfiir noch nicht detailliert
ausgestaltet sein [VDI2221], [PBF+07], [Fra06]. Um die Komplexitit des Gesamtsys-
tems zu beherrschen, erfolgt zu diesem Zeitpunkt eine erste Aufteilung in Module. Ziel
ist eine entwicklungsorientierte Produktstruktur, die die in der Modularisierung tbliche
funktionsorientierte und gestaltorientierte Sicht vereint. Zu diesem Zweck mussen nicht
nur die Eigenschaften und Beziehungen der mdglichen Systembestandteile, sondern
auch das resultierende Systemverhalten betrachtet werden. Auf diese Weise kdnnen fir
die identifizierten Module selbst Prinziplosungen konzipiert werden, die bei Bedarf
auswechselbar sind [Ste07], [GSD+09].

Die Prinziplésung und die darin festgelegte Produktstruktur sind die Grundlage fiir die
domanenspezifische Konkretisierung. Das System wird nun schrittweise ausgestaltet,
modelliert, simuliert, sowie analysiert. SchlieRlich werden die vollstandigen Entwick-
lungsunterlagen erstellt. Die bis dahin weitestgehend sequentielle Entwicklung wird nun
entsprechend der spezifizierten Module in parallele Entwicklungsstrange aufgeteilt.
Ferner werden diese Modulstrange durch die beteiligten Domdanen entwickelt. Diese
treiben die Systementwicklung mit ihren domanenspezifischen Methoden und Werk-
zeugen voran. Ein Ubergeordneter Entwicklungsstrang, der die domanenibergreifende
Systemspezifikation aus der Prinziplosung weiterfiihrt, sichert durch gezielte, aber kon-

28 Synonyme Begriffe in der Entwicklungsmethodik sind prinzipielle Lésung [PBF+07] oder Lésungs-
konzept [VDI2206], [Ehr07].
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tinuierliche Synchronisation der Entwicklungsergebnisse die Gesamtintegration ab. Die
Abstimmung der beteiligten Doméanen muss modulintern als auch modullbergreifend
erfolgen.

Im Vordergrund der Arbeiten des SFB 614 standen aus entwicklungsmethodischer Sicht
bislang die friihen Phasen der Entwicklung. Da sich die vorliegende Arbeit dort einord-
net, wird im Folgenden das detaillierte VVorgehensmodell fir die Konzipierung nach
GAUSEMEIER et al. kurz erldutert (Bild 2-16).

Phasen/Meilensteine Tatigkeiten Resultate

e Aufgaben- und Umfeldanalyse

Planen und Klaren o .
e Definition von Anwendungsszenarien

der AUfgabe ® Planung der Produktstruktur
o Definition der Anforderungen
& Anforderungsliste,
| l Anwendungsszenarien
e Entwicklung der Funktionshierarchie
Konzipierung auf o Systementwurf je Anwendungsszenario
Systemebene e Zusammenfiihren der Lésungen
e |dentifikation und Eliminierung von
Widerspriichen
é ® Analyse und Bewertung _ Prinziplésung auf

Systemebene

e Dekomposition der Prinziplosung

Konzipierung auf ® Durchfiihrung der Phasen 1 und 2 fiir
Modulebene jedes einzelne Modul

é - Prinziplésungen auf
| Modulebene

e Zusammenfiihrung der Modulldsungen
Konzeptintegration e Identifikation und Eliminierung von
Widerspriichen
® Analyse und Bewertung
Jl Vollstandige

Prinziplésung

\J

Bild 2-16: Vorgehensmodell fir die Konzipierung selbstoptimierender Systeme nach
[GFD+08b, S. 97]

Das Vorgehensmodell zur Konzipierung besteht aus vier grundlegenden Phasen und
beschreibt deren idealisierten Ablauf inkl. auszufihrender Téatigkeiten und Resultate.
Das Vorgehen ist dabei nicht als stringente Folge zu verstehen, sondern enthalt in der
Anwendung zahlreiche Iterationen in Folge des Entwurfsobjekts, den organisatorischen
Randbedingungen und des individuellen Problemlésungsvorgehens des Entwicklers
[GFD+08b, S. 96f.], [ADG+09, 167ff.], [SFB08, S. 411ff.].

In der Phase Planen und Klaren der Aufgabe wird zunéchst die Aufgabe auf die we-
sentliche Entwicklungsaufgabe abstrahiert und ein Umfeldmodell des zu entwickelnden
Systems erstellt. Dieses beschreibt das System als eine Black-Box und spezifiziert nur
Elemente aus der Umgebung des Systems und deren Einflisse auf das System. Die
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Kombination konsistenter Einfllisse resultiert in Situationen, fur die das gewinschte
Systemverhalten in Anwendungsszenarien zunéchst prosaisch beschrieben wird. Mit
dem Verfahren zur Produktstrukturierung nach STEFFEN wird die Produktstruktur ge-
plant und hierfiir relevante Entwurfsregeln identifiziert [Ste07]. AbschlieBend werden
die Ergebnisse als funktionale und nicht-funktionale Anforderungen®® sowie Wiinsche
in der Anforderungsliste festgehalten.

Ausgehend von den zuvor ermittelten Anforderungen wird wahrend der Konzipierung
auf Systemebene eine l6sungsneutrale funktionale Systembeschreibung in Form einer
Funktionshierarchie aufgestellt. Fir jedes zuvor aufgestellte Anwendungsszenario er-
folgt dann die Entwicklung einer Losung. Diese startet mit einer Modifikation der Funk-
tionshierarchie hinsichtlich des jeweiligen Anwendungsszenarios. Im Anschluss werden
fur die Teilfunktionen auf der untersten Ebene der Funktionshierarchie Teilldsungen
gesucht und in einen morphologischen Kasten eingetragen. Teilldsungen kdnnen ent-
weder auf eine Losung abstrahierte Muster oder finale Losungselemente sein (vgl. Kap.
2.4.3). Eine widerspruchsfreie Kombination der Teilldsungen im morphologischen Kas-
ten bildet eine Losungsvariante [K6c04]. In der Regel werden mehrere Lésungsvarian-
ten abgeleitet, von denen die vielversprechendsten weiter konkretisiert werden. Hierfur
werden auf Basis der ausgewahlten Teillésungen die Wirkstruktur und ein erstes grobes
Modell der Gestalt erstellt. Zusatzlich wird das Verhalten des zu entwickelnden Sys-
tems in Form von Aktivitaten und Zustanden spezifiziert. Dieses ist die Grundlage fur
das Vorausdenken der moglichen Systemziele und somit fiir die Modellierung des inter-
nen Zielsystems. Im Anschluss sind die fur die einzelnen Anwendungsszenarien entwi-
ckelten Losungen zusammenzufihren und das Ergebnis auf Widerspriiche zu untersu-
chen. Stellt sich heraus, dass sich Widerspriiche in der Systemkonfiguration ergeben,
die situations- und zielabhdngig sind, ergibt sich ein Potential fiir das Wirkparadigma
der Selbstoptimierung. Hierfir muss ein entsprechendes Konzept spezifiziert werden,
das den Selbstoptimierungsprozess enthalt [GZF+07]. AbschlieRend erfolgt eine Analy-
se und Bewertung, die zur Prinziplésung auf Systemebene fihrt.

GemaR der geplanten Produktstruktur erfolgt in der Phase Konzipierung auf Modul-
ebene eine Dekomposition des Gesamtsystems in die einzelnen Module. Fir jedes Mo-
dul wird dann wiederum eine Prinzipldsung entwickelt. Dabei sind die gleichen Tétig-
keiten auszufiihren wie bei der Entwicklung der Prinziplosung auf Systemebene ein-
schlieBlich dem Planen und Klaren der Aufgabe. Das Resultat sind die jeweiligen Prin-
ziplosungen der Module.

Wahrend der Phase Konzeptintegration werden die Prinziplésungen der Module zu
einer Prinziplésung des Gesamtsystems zusammengefiigt. Es ist wiederum nach Wider-
spriichen zu suchen und diese gegebenenfalls mit dem Wirkparadigma der Selbstopti-

26 Nicht-funktionale Anforderungen beschreiben entweder eine Funktion (z.B. die Geschwindigkeit der
Funktion ,,fahren‘) oder ein Bauteil (z.B. dessen Grofie).
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mierung aufzulésen. Die erarbeitete Losung der Integration ist abschlieRend noch nach
technischen und wirtschaftlichen Kriterien zu bewerten [GFD+08b, S. 96]. Um den
Ubergang von der Konzipierung in der Konkretisierung zu ermoglichen, miissen die
Informationen aus der Prinziplosung domanenspezifisch ausgeleitet und in doméanen-
spezifische Modelle Gberfiihrt werden [ADG+09, S. 177].

2.4.3 Handlungsfeld Systementwurf

Im Weiteren wird der Systementwurf einer domanenibergreifenden Losung wahrend
der Konzipierung genauer vorgestellt. DAENZER et al. verstehen unter Entwurf

,, ... die Erahnung eines Ganzen, eines Losungskonzepts, das Erkennen
bzw. Finden der dazu erforderlichen Losungselemente und das ge-
dankliche, modellhafte Zusammenfiigen und Verbinden dieser Ele-
mente zu einem tauglichen Ganzen. “ [DHO02, S. 158].

Die Definition umfasst nicht nur die gestalterische Festlegung mdglicher Losungsvari-
anten, sondern auch die prinzipielle. Im Maschinenbau wird diesbezlglich Kklar unter-
schieden. Die gestalterische Festlegung wird als Entwerfen und die prinzipielle Festle-
gung als Konzipieren bezeichnet [PBF+07, S. 194]. Im Rahmen dieser Arbeit wird die
Phase der prinzipiellen Festlegung in Anlehnung an die VDI-Richtlinie 2206 als Syste-
mentwurf bezeichnet und beschreibt den zentralen Prozess in der domanenibergreifen-
den Konzipierung der Prinzipldsung.

Von entscheidender Bedeutung fiir den Systementwurf sind die funktionale Beschrei-
bung und das Aufstellen der Wirkstruktur des zu entwickelnden Systems. Bild 2-17
zeigt den prinzipiellen Verlauf des Systementwurfs mit anschlieBender Konkretisierung
in Bau- und Komponentenstruktur.

‘ Zunehmende Konkretisierung >
Funktionshierarchie Baustruktur
Oberer Trager Hydraulikzylinder
federn Wirkstruktur

o oo Trager \ . ‘,"»
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Bild 2-17: Der Systementwurf fortgeschrittener mechatronischer Systeme
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Nach PAHL/BEITZ beschreibt eine Funktion den gewollten Zusammenhang zwischen
einem Eingang und einem Ausgang eines Systems, mit dem Ziel eine Aufgabe zu erfullen
[PBF+07, S. 44]. Eine Funktion wird grundsétzlich durch ein Verb beschrieben und
wird in der Regel zusétzlich durch ein Substantiv konkretisiert (z.B. ,,Energie leiten®).
Es ist auf eine lésungsneutrale Beschreibung der Funktion zu achten, um neue L&sun-
gen zu ermdglichen [KK98], [Rot01], [Lan00]. Im Rahmen des Systementwurfs erfolgt
die Aufgliederung der gewinschten Funktionalitit in einer Funktionshierarchie. Auf
oberster Ebene befindet sich die Gesamtfunktion. Diese wird auf den unteren Ebenen in
Teilfunktionen unterteilt. Funktionen héherer Ebenen werden in mindestens zwei Teil-
funktionen unterteilt, die in ihrer Gesamtheit die (ibergeordnete Funktion erfillen. Die
Unterteilung in Teilfunktionen findet solange statt, bis sich fur die Funktionen sinnvolle
Losungen finden lassen [VDI12221, S. 10].

Mit der Wirkstruktur werden die Systemelemente sowie deren Merkmale und Bezie-
hungen zueinander modelliert. Ein Systemelement ist ein Konstrukt, das eine Teillésung
(z.B. fur eine oder mehrere Funktionen) prasentiert, aber noch nicht final ausgestaltet
ist. Die Wirkstruktur bildet somit den grundsétzlichen Aufbau und die prinzipielle Wir-
kungsweise eines fortgeschrittenen mechatronischen Systems feingegliedert ab. Zur
besseren Ubersichtlichkeit lassen sich mehrere Systemelemente dabei zu (ibergeordne-
ten logischen oder funktionalen Gruppen zusammenfassen.

Weiter konkretisierte Systemelemente werden als Ldsungselemente bezeichnet. Sind
diese gestaltbehaftet handelt es sich um Bauteile. Aus deren Anordnung im Raum und
logischen Aggregation zu Baugruppen wird der Bauzusammenhang beschrieben. Das
Ergebnis ist die Baustruktur [PBF+07, S. 56]. Diese ist ein wichtiges Konstrukt zur
Ableitung des Produktionssystems (z.B. Montagereihenfolge).

In Anlehnung an SzyPERSKI werden rein informationsverarbeitende Ldsungselemente
als (Software-)Komponenten?’ bezeichnet. Die Komponentenstruktur beschreibt de-
ren Zusammenwirken in einem Geflige [Oes05]. Zusammen mit der Baustruktur be-
schreibt die Komponentenstruktur die konkrete Realisierung eines fortgeschrittenen
mechatronischen Systems.

Eine zentrale Rolle im Systementwurf nimmt das Konstrukt Lésungsmuster ein. In der
Literatur wird der Begriff Muster je nach Fachdisziplin unterschiedlich interpretiert. In
der Kunst bspw. bezeichnet der Begriff graphische Strukturen, wohingegen sich die
Psychologie u.a. auf menschliche Verhaltensmuster konzentriert [Hae04], [Kas03]. Im
Kontext des Systementwurfs fortgeschrittener mechatronischer Systeme wird die Defi-
nition des Architekturtheoretikers ALEXANDER verwendet [AIS+77]. Er verfolgte die

2 SzypERSKi schreibt: ,,A software component is a unit of composition with contractually specified inter-
faces and explicit context dependencies only. A software component can be deployed independently
and is subject to composition by third parties.” [Szy02].
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Grundidee, haufig wiederkehrende Ldsungsprinzipien in Form von Mustern festzuhal-
ten und definierte diese Idee wie folgt:

,,Jedes Muster beschreibt ein in unserer Umwelt immer wieder auftre-
tendes Problem, beschreibt den Kern der Ldsung dieses Problems,
und zwar so, dass man diese Losung millionenfach anwenden kann,
ohne sich je zu wiederholen. “ [AIS+95, S. 12].

Dabei ist es entscheidend, das Problem in Teilprobleme zu zerlegen, fur die eine Teill-
sung ausgearbeitet werden kann. Die anschliefende Zusammenfuhrung der Teilldsun-
gen soll zur Lésung des tbergeordneten Problems fiihren. Aufgrund der Tatsache, dass
in derartigen Mustern lediglich der Lésungskern beschrieben wird, ist eine Anpassung
an die jeweiligen Randbedingungen des Gesamtproblems notwendig. Hierzu definiert
ALEXANDER vier Kategorien, die jedes Muster enthalten muss [AIS+95]:

1) Name: Diese Kategorie besteht lediglich aus einer geeigneten Benennung des Mus-
ters und einem Beispielbild.

2) Kontext: Hier wird der Kontext beschrieben, in dem das Muster eingesetzt wird.
Zusétzlich wird erklart, wie sich das Muster in Ubergeordnete Muster einfligen
l&sst.

3) Problem: In dieser Kategorie erfolgt eine detaillierte Beschreibung des Problems
flr das das Muster anzuwenden ist. Die Aufgabe des Musters muss sich daraus er-
geben.

4) Losung: Die Darstellung der Problemlésung ist der wichtigste Teil eines Musters.
Die Ldsung wird dabei im Sinne einer Anleitung fir den Anwender beschrieben.
AbschlieRend folgt eine Erklarung uber die Verkniipfung zu untergeordneten Mus-
tern.

Der Ansatz, einmal erfolgreich eingesetzte Lésungen fiir wiederkehrende Probleme zu
verwenden und dieses Entwurfswissen in Form von Lésungsmustern®® zu reprasentie-
ren, ist in der Entwicklung technischer Systeme grundsétzlich etabliert [Suh93],
[Los06]. Einen Vorschlag fir eine Klassifikation von bestehenden Ldsungsmustern fiir
die Entwicklung selbstoptimierender Systeme und somit auch fiir fortgeschrittene me-
chatronische Systeme bieten GAUSEMEIER et al. (Bild 2-18).

%8 Der Begriff wurde von SuHM eingefiihrt (vgl. Kap. 3.3.1.5). GRABOWSKI et al. verwendeten diesen
spater im Rahmen der Universal Design Theory. Grundsétzlich werden dort zwei Arten unterschieden.
Objektmuster, die die Lésung fur physische Erzeugnisse oder auch Software dokumentieren, und Pro-
zessmuster, die den aktiven Gebrauch der Objektmuster definieren [GLOQ], [Los06].
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Bild 2-18: Klassifikation von Lésungsmuster [GFD+08a, S. 62]

Die Konstruktionslehre definiert grundlegende Losungen im Maschinenbau und in der
Elektrotechnik als Wirkprinzipien [PBF+07, S. 54]. Diese stellen dabei den Zusam-
menhang zwischen physikalischen Effekt sowie stofflichen und geometrischer Merkma-
len her. Beispiele aus dem Bereich des Maschinenbaus sind auf Reibung basierende
Passungen oder die VergroBerung einer Kraft durch den Hebeleffekt (vgl. Bild A-1).
Ein Beispiel aus der Elektrotechnik ist das Wirkprinzip Elektromotor, der basierend auf
dem physikalischen Effekt der Lorentzkraft elektrische Energie in mechanische Energie
wandelt (vgl. Bild A-2) [GHK+06].

Muster der Softwaretechnik werden eingesetzt, um zusammenarbeitende Objekte und
Klassen®® zu speichern, falls diese ein allgemeines Entwurfsproblem Idsen. Die Muster
enthalten Informationen dariber, wie sie in neuen Situationen genutzt und umgesetzt
werden konnen (vgl. Bild A-3) [GHK+06].

Ein Muster der Regelungstechnik halt fest, wie eine Regelstrecke nachgebildet, beein-
flusst oder StreckengréfRen gemessen oder beobachtet werden kénnen. Diese Muster
werden der Informationsverarbeitung zugeordnet (vgl. Bild A-4) [GHK+06].

Wirkmuster zur Selbstoptimierung werden zur Umsetzung des Selbstoptimierungs-
prozesses genutzt. Sie dokumentieren einen einmal erfolgreich entwickelten Selbstop-

%9 Eine Begriffserklarung erfolgt in Abschnitt 3.2.3.1 bei der Analyse der Modellierungssprache UML.
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timierungsprozess. Sie basieren auf Optimierungsverfahren und sind folglich den Mus-
tern der Informationsverarbeitung zugeordnet (vgl. Kap. 3.3.1.4).

2.5 Problemabgrenzung

Mechatronische Systeme beruhen auf dem engen Zusammenwirken von Mechanik,
Elektrik/Elektronik, Reglungstechnik und Softwaretechnik. Ein grof3er und permanent
wachsender Teil der Funktionalitdt mechatronischer Systeme wird durch Softwaremo-
dule realisiert. Aus der fortschreitenden Entwicklung der Informations- und Kommuni-
kationstechnik zeichnet sich eine Systemklasse ab, die Uber die Mechatronik hinaus
geht: fortgeschrittene mechatronische Systeme mit inharenter Teilintelligenz. Ein Bei-
spiel dieser Systemklasse sind selbstoptimierende Systeme (vgl. Kap. 2.2.3). Derartige
Systeme werden in der Lage sein, die Systemumgebung wahrzunehmen, Riickschlisse
auf den eigenen Systemzustand zu ziehen und entsprechend dem Systemzweck ein op-
timiertes Systemverhalten im Betrieb zu planen und umzusetzen. Es werden sogar Sys-
teme denkbar, die wissen was und wie sie es tun [Bra02, S. 67ff.]. Diese faszinierende
Perspektive driicken das Phdnomen der Kognition und die damit einhergehende Integra-
tion kognitiver Funktionen wie Wahrnehmen, Verstehen, Problemlésen oder Kommuni-
zieren aus. Es zeichnen sich vier wesentliche Nutzenpotentiale kognitiver Funktionen
in fortgeschrittenen mechatronischen Systemen ab [Eur09, S. 27], [VMS07, S. 153]:

e Adaptitivitat: Von zentraler Bedeutung ist die Fahigkeit zur Interaktion mit dem
Umfeld. So konnen fortgeschrittene mechatronische Systeme ihr Verhalten als auch
ihr Umfeld entsprechend ihres Systemzweckes autonom anpassen. So kénnen sie ih-
re Existenz langfristig sicherstellen und sich zur Laufzeit in einem vom Entwickler
vorgesehenen Rahmen weiterentwickeln.

e Robustheit: Fortgeschrittene mechatronische Systeme kdnnen auch in einem dy-
namischen Umfeld flexibel und autonom agieren. Sie besitzen ein robustes Verhal-
ten im Hinblick auf unerwartete und vom Entwickler nicht bericksichtigte Situatio-
nen. Unsicherheiten oder fehlende Informationen kénnen bis zu einem gewissen
Grad ausgeglichen werden.

o Effektivitat: Fortgeschrittene mechatronischer Systeme zeigen ein proaktives Ver-
halten. Zukunftige Einflisse und mogliche Zustdnde kdnnen antizipiert werden. Ge-
fahren werden friihzeitig vermieden, Ziele werden schneller und in verbesserter
Qualitat erreicht.

e Benutzerfreundlichkeit: Fortgeschrittene mechatronische Systeme beriicksichtigen
das spezifische Benutzerverhalten. Sie passen sich dem Benutzerverhalten an und
verbessern so die Bedienbarkeit. Zudem wird auch das eigene Systemverhalten z.B.
auf Basis von historischen Benutzerdaten optimiert.
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Die Realisierung eines fortgeschrittenen mechatronischen Systems ben6tigt neben ei-
nem hervorragenden ingenieurwissenschaftlichen Entwurf eine friihzeitige Einbindung
der Ergebnisse der hoheren Mathematik und der kinstlichen Intelligenz wie z.B. Opti-
mierungs-, Lern- oder Planverfahren. Diese mussen den Entwicklern in entsprechender
Form bereits wahrend des Systementwurfs zur Verfiigung stehen. Ferner missen im
Hinblick auf eine Integration kognitiver Funktionen auch nicht-technische Disziplinen,
in erster Linie die Kognitionswissenschaft, berucksichtigt werden. Diese Systeme als
auch ihre Entwicklung werden dadurch hochkomplex. Vier grundsétzliche Herausfor-
derungen auf dem Weg zur Realisierung kognitiver Funktionen in mechatronischen
Systemen sind hervorzuheben:

e Steigende Systemkomplexitat: RIEGLER nennt vier grundlegende Griinde fur die
hohe Komplexitat kognitiver technischer Systeme (vgl. Kap. 2.3.3). Eine triviale
und schnelle Lésung im Sinne eines Kurzschlusses des mechatronischen Regelkrei-
ses durch Verfahren der kunstlichen Intelligenz wird daher ausbleiben. Hinzu
kommt, dass Kognition ein evolutiondres Phanomen ist, das vor dem Betrieb ausge-
legt wird, sich aber in diesem stetig weiterentwickelt. Eine Strukturierung und Ent-
wicklung einer kognitiven Informationsverarbeitung kann nur erfolgen, wenn ge-
klart wird, wie sich eine kognitive Leistung aus elementaren kognitiven Funktionen
zusammensetzt und wie diese, z.B. durch welche informationsverarbeitenden Ver-
fahren, realisiert werden. Grundsétzlich hinderlich ist, dass keine allgemein aner-
kannte Definition der Kognition existiert. Dartiber hinaus sind die allgemeinen kog-
nitiven Funktionen nach STRUBE [Str96] fiir eine Beschreibung technischer Systeme
ungeeignet. Eindeutige Beschreibungen fur kognitionswissenschaftliche Begriffe im
Kontext der Systementwicklung stehen aus. [Ver10, S. 91f.], [Ml98, S. 7].

e Ungeklarter Informationsbegriff: Kognitive Theorien, die durch Computermodel-
le bewiesen werden, gelten als erster Schritt in Richtung zur Entwicklung kognitiver
technischer System. Allerdings ist der Informationsbegriff, wie ihn die Kognitions-
wissenschaft nutzt, nicht unumstritten. BisCHOF hélt fest, dass in der Kognitionsfor-
schung der Informationsbegriff fir die eigentliche Semantik der Information steht.
Diese ist mit den Mitteln der Informationstheorie nicht oder nur eingeschrénkt bere-
chenbar. Der Begriff muss daher im Hinblick auf eine Anwendung in der Entwick-
lung auch in Relation zu den Begriffen Signal, Daten und Wissen konkretisiert wer-
den [Bis09, S. 496ff].

e Verstarkte Interdisziplinaritat: Die Entwicklung kognitiver Funktionen kann nur
durch das Zusammenwirken verschiedener Fachdisziplinen erfolgreich sein. Neben
den technischen Disziplinen missen auch nicht-technische Disziplinen berlcksich-
tigt werden, die sich mit dem Phédnomen Kognition beschéftigen. Dies erschwert die
ohnehin schon aufwendige Kooperation und Kommunikation innerhalb der Ent-
wicklung mechatronischer Systeme. Konzepte zur friihzeitigen, durchgangigen und
gleichberechtigten Beschreibung des zu entwickelnden Systems sind notwendig
[HS09, S. 34].
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e Fehlende Entwicklungsmethodik: Die heute etablierten Entwicklungsmethodiken
und -prozesse tragen der verstarkten Interdisziplinaritat der Systeme nicht Rech-
nung. Sie fokussieren in der Regel nur einen bestimmten Aspekt oder eine Disziplin;
eine ganzheitliche Systembetrachtung findet — wenn tberhaupt — nur ansatzweise
statt. Daher wird die Summe der Teillésungen, bei den hier im Fokus stehenden
hochkomplexen Systemen, selten die bestmdgliche Gesamtlésung ergeben. Doch
gerade im Hinblick auf den Entwurf einer kognitiven Informationsverarbeitung ist
eine ganzheitliche Betrachtungsweise und eine systematische Vorgehensweise un-
abdingbar. Neue Entwicklungsansétze und -prinzipien werden fur den Entwurf fort-
geschrittener mechatronischer Systeme bendtigt, die dem frihzeitigen Entwurf der
Informationsverarbeitung einen héheren Stellwert geben [Rze03, S. 1034ff.].

Eine Gegenuberstellung der Nutzenpotentiale und der Herausforderungen zeigt, dass die
Informationsverarbeitung ein wesentlicher Stellhebel fir die Entwicklung fortgeschrit-
tener mechatronischer Systeme ist. Durch die Integration kognitiver Funktionen sind sie
gegenuiber konventionellen Systemen deutlich leistungsfahiger. Allerdings fehlt es bis-
lang an der methodischen Unterstiitzung der Entwicklung derartiger Systeme. Beste-
hende Vorgehen im Entwurf technischer Systeme sowie entsprechende etablierte Me-
thoden sind hier nicht ausreichend und vernachlassigen den frihzeitigen Entwurf der
Informationsverarbeitung im Zuge des Systementwurfs. Ferner werden nicht-technische
Disziplinen kaum berucksichtigt. Kognitionsrelevante Ergebnisse missten systematisch
flr den Systementwurf aufbereitet sein. Aus diesen Griinden besteht ein Bedarf fiir eine
Entwicklungssystematik zur Integration kognitiver Funktionen in fortgeschrittene me-
chatronische Systeme. Diese sollte folgende Bestandteile beinhalten:

e Strukturiertes Vorgehensmodell: Kern der Entwicklungssystematik muss ein
Vorgehensmodell sein, das den friihzeitigen Entwurf kognitiver Funktionen in fort-
geschrittenen mechatronischen Systemen systematisiert. Das VVorgehen soll die not-
wendigen Tétigkeiten und entsprechende Hilfsmittel integrieren, die im Rahmen des
Systementwurfs zur Spezifikation der kognitiven Informationsverarbeitung durchzu-
fihren bzw. einzusetzen sind. Eine idealtypische Darstellung ist ausreichend.

e Technik zur Systembeschreibung: Die Entwicklung einer kognitiven Informati-
onsverarbeitung bendtigt eine aussagestarke und eindeutige Beschreibung des zu
entwickelnden Systems. Insbesondere eine funktionale Sicht ist unerlasslich, die in
eine aus Systemelementen bestehende strukturelle Sicht tbergeht. Nur so ist eine
ganzheitliche und friihzeitige Spezifikation der kognitiven Informationsverarbeitung
zu erreichen.

e Wiederverwendbares Losungswissen: Die Informationsverarbeitung bildet den
Kern zur Umsetzung kognitiver Funktionen. Die Regelungs- und Steuerungstechnik,
die Softwaretechnik, als auch die héhere Mathematik und kinstliche Intelligenz sind
hierbei die wesentlichen Disziplinen. Deren Methoden und Techniken missen so
aufbereitet sein, dass sie von Nicht-Experten auf diesen Gebieten als Teilldsungen
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ausgewahlt werden konnen. Die Dokumentation soll in Form von L&sungsmustern
erfolgen, fur die eine einheitliche und disziplinunabhangige Spezifikation abzuleiten
ist. Der Anspruch ist, einen Grofteil der frihzeitigen Spezifikation der Informati-
onsverarbeitung durch Kombination bestehender Losungsmuster sicherzustellen.

e IT-Konzept zur Unterstitzung: Das wiederverwendbare Losungswissen muss
rechnerintern abgebildet werden und vollstandig in einer Wissensbasis hinterlegt
werden. Diese muss im Hinblick auf die Interdisziplinaritdt des Systementwurfs
uber ein geeignetes Zugriffssystem verfugen, das eine effektive Suche ermdglicht.
Das Konzept der Wissensbasis ist prototypisch zu realisieren. Dabei kdnnen beste-
hende Werkzeuge, z.B. zur Modellierung der Lésungsmuster, genutzt werden. Diese
sind an die Wissensbasis anzubinden.

2.6 Anforderungen an die Arbeit

Aus der Problemanalyse resultieren folgende Anforderungen an eine Entwicklungssys-
tematik zur Integration kognitiver Funktionen in fortgeschrittene mechatronische Sys-
teme:

Al) Interdisziplinaritat: Neben dem Zusammenwirken der mechatronischen Teildis-
ziplinen muss die Entwicklungssystematik auch die héhere Mathematik und kiinstliche
Intelligenz sowie kognitionsrelevante nicht-technische Disziplinen integrieren. Insbe-
sondere der kognitionswissenschaftliche Anspruch steht im VVordergrund.

A2) Systematische Vorgehensweise: Kognition bietet ein enormes, teils uniiberschau-
bares Repertoire flr technische Systeme. Die Entwicklungssystematik muss eine zielge-
richtete und systematische Entwicklung neuer Losungen ermdoglichen. Das Vorgehen
muss sich in das etablierte Vorgehen im Entwurf mechatronischer Systeme einordnen.

A3) Orientierung am Systementwurf: Im Rahmen des Systementwurfs etablierte sich
insbesondere die Generierung erster Losungsansétze in Form von Wirkstrukturen an-
hand zu erfiillender Funktionen. Die Entwicklungssystematik muss sich an diesem Vor-
gehen orientieren und die friihen Phasen der Entwicklung fokussieren. Ihre Bestanteile
sind entsprechend zu gestalten.

A4) Verstandlichkeit: Die Entwicklungssystematik wird in erster Linie von Ingenieu-
ren eingesetzt und muss auch Entwickler unterstiitzen, die nicht tiber tiefgehende Fach-
kenntnisse der hoheren Mathematik, der kinstlichen Intelligenz oder Kognitionswissen-
schaft verfligen. Das erfordert eine einfache und verstandliche Darstellung der Entwick-
lungssystematik und ihren Inhalten.

Ab5) Ganzheitliche Spezifikation der Informationsverarbeitung: In Anlehnung an
das Dreischichtenmodell nach STRUBE [Str98] muss neben einer kognitiven zumindest
noch eine reaktive Informationsverarbeitung existieren. Die Entwicklungssystematik
muss eine geeignete Grundstruktur nutzen und die funktionale Beschreibung der Infor-
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mationsverarbeitung inkl. kognitiver Funktionen ermdglichen. In diesem Zuge ist es
notwendig, die Begriffe Signal, Daten, Information und Wissen zu unterscheiden.

A6) Technische Relevanz: Beschreibungsmoglichkeiten der allgemeinen Systemtheo-
rie beschreiben zwar komplexe Vorgange, haben aber kaum technische Relevanz im
Hinblick auf die Entwicklung fortgeschrittener mechatronischer Systeme. Die Entwick-
lungssystematik muss daher eine technikorientierte Beschreibung der kognitiven Funk-
tionen und des zu entwickelnden Systems sicherstellen, die eine ausreichende Beschrei-
bungstiefe bietet.

AT) Losungswissen fur den Entwurf der Informationsverarbeitung: Die Entwick-
lungssystematik soll die Dokumentation und Wiederverwendung von Expertenwissen
sowie erfolgreich eingesetzten Losungen in Form von Ldsungsmustern unterstutzen.
Diese mussen sich an der Grundstruktur der Informationsverarbeitung orientieren und
sind in einem disziplinunabhangigen Schema festzuhalten. Integrale Bestandteile sollten
die Kategorien der Musterdefinition nach ALEXANDER [AIS+95] (Name, Ldsungs-,
Problem- und Kontextbeschreibung) sein, die effektiv, z.B. in Form von Partialmodel-
len, in die Gesamtsystemspezifikation zu integrieren sind.

A8) Auswahl und Kombination von Lésungswissen: Wahrend des Systementwurfs
werden potentielle Teillésungen ausgewahlt und zu unterschiedlichen Lésungsvarianten
kombiniert. Die zu erarbeitenden Lésungsmuster mussen daher Merkmale fir eine sinn-
volle Auswahl und Kombination besitzen. Ferner ist die Kompatibilitat zu bestehenden
Losungsmustern, wie z.B. den Wirkprinzipien der Konstruktionslehre, durch ein ein-
heitliches Schema sicherzustellen.

A9) Rechnerunterstiutzung durch eine Wissensbasis: Sowohl die Spezifikation des
Systems als auch die Lésungsmuster sind rechnerintern abzubilden. Insbesondere eine
Wissensbasis fir den Umgang mit dem Losungswissen wird gefordert. Neben der Si-
cherung von Losungsmustern miissen geeignete Filter- und Suchfunktionen konzipiert
werden, die eine disziplintubergreifende Auswahl und Kombination unterstitzen.
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3 Stand der Technik

Dieses Kapitel untersucht bestehende Konzepte zur methodischen Entwicklung fortge-
schrittener mechatronischer Systeme. Vor dem Hintergrund der Problemanalyse werden
in Kapitel 3.1 erste entwicklungsmethodische Ansétze zur Integration kognitiver Funk-
tionen in technische Systeme analysiert. Kapitel 3.2 befasst sich mit der Spezifikation
der kognitiven Informationsverarbeitung fortgeschrittener mechatronischer Systeme.
Hierfir werden wesentliche Methoden zur Funktionsbeschreibung, Architekturen zur
Strukturierung und Techniken zur Beschreibung der Informationsverarbeitung betrach-
tet. Kapitel 3.3 stellt Mdglichkeiten vor, einmal erfolgreich eingesetztes Losungswissen
wiederzuverwenden. Nachdem Ansétze zur Dokumentation von Ldsungen in Mustern
vorgestellt werden, stehen zwei grundlegende IT-Konzepte fir den Umgang mit L6-
sungswissen im Fokus. In Kapitel 3.4 wird der Stand der Technik anhand der Anforde-
rungen aus der Problemanalyse bewertet. Aus dieser Bewertung resultiert der Hand-
lungsbedarf flr diese Arbeit.

3.1 Methodische Ansatze fir die Entwicklung kognitiver Funktio-
nen

Auch wenn die Mechatronik als eigenstandige Disziplin noch recht jung ist, bestehen
mittlerweile etliche Methodiken und VVorgehensweisen fir eine systematische Entwick-
lung. Den minimalen Konsens der Fachwelt fasst die VDI-Richtlinie 2206 zusammen
(vgl. Kap. 2.4.1). Im Folgenden werden daher nur entwicklungsmethodische Ansétze
vorgestellt, die die Integration kognitiver Funktionen in mechatronischen Systemen ad-
ressieren.

3.1.1 Framework fur kognitive Produkte

Im Rahmen des Exzellenzclusters CoTeSys® wurde ein Framework fiir kognitive Pro-
dukte entwickelt. Ziel von CoTeSys ist es, technische Systeme mit kognitiven Fahigkei-
ten wie Wahrnehmen, Lernen oder Planen zu realisieren. Derartige Systeme werden als
kognitive technische Systeme (Cognitive Technical Systems — CTS) bezeichnet und
sind in Anlehnung an BRACHMAN dadurch gekennzeichnet, dass sie wissen was sie tun
[Bra02, S. 68], [BBWO7, S. 20].

Das Framework soll ein erster Ansatz sein, derartige Systeme systematisch und metho-
disch zu entwickeln. Ausgangspunkt ist die Definition geeigneter kognitiver Funktio-

30 Der Exzellenzcluster ,,Cognition for Technical Systems — CoTeSys* wurde im Zuge der Exzellenzini-
tiative des Bundes und der Lander 2005 eingerichtet und wird seit 2006 durch die Deutsche For-
schungsgemeinschaft (DFG) gefordert. Insgesamt sind finf Universitaten bzw. eigenstandige Institute
im Raum Minchen beteiligt.
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nen. Entsprechend der Vorgehensweise in der Konstruktionsmethodik besitzen diese
eine Substantiv-Verb Form (Bild 3-1) [MS10, S. 871f.].

Kaffee . Roboter- Carrera
. . ] Kognitiver : Vernetzte
kognitive Funktionen Service- schwarm Spielzeug-
Ofen . Steckdosen
roboter Spiel auto
Ort/Lage X X o]
Zeitpunkt X X
Verhaltensmodell X X
lernen
Umgebungsmodell X X
Ressourceneinsatz X X X
Benutzermodelle X o] X
Umgebungsmodell X X X
wissen Benutzermodelle 0 X o
eigenes Modell X X X
Aufgabenerfillun
begrinden 9 - - 9
alternative Aktionen
Route X X
planen Arbeitsplan X X X X
Ressourceneinsatz X X X
Ort/Lage X X X
wahrnehmen [Benutzererkennung X o
Objekterkennung 0 X X
o Benutzeranpassung (o] X o] X
kommunizieren
; . Anwender lehren X
und interagieren
Rickmeldung geben X X
ausfuhren autonomes Bewegen X X X

o = Teil des Konzepts x = im Prototypen implementiert

Bild 3-1:  Framework fiir kognitive Produkte nach [MS10, S. 872]

Insgesamt wurden sieben Funktionsverben identifiziert, die als kognitive Fahigkeiten
bezeichnet werden. Das Resultat sind 21 kognitive Funktionen, die fiir die Entwicklung
von funf kognitiven Produkten im Rahmen von Studierendenseminaren festgelegt wur-
den [MS10, S. 871f.]:

Kaffee Kellner: Der Roboter serviert in einer erlernten Umgebung eigenstandig
Kaffee. Entsprechend der Anfragen und der internen Ressourcen berechnet er eine
effiziente Ausfahrroute.

Kognitiver Ofen: Der verbessert seine Backparameter auf Basis des Nutzerverhal-
tens.

Roboterschwarm: Finf autonome Roboter, die sich auf einer virtuellen Karte be-
wegen, sollen in Interaktion mit einem Benutzer verschiedene Aufgaben erfiillen.

Carrera Autorennbahn: Dabei handelt es sich um die Programmierung eines vir-
tuellen Carrera Autos, das das Fahrverhalten der menschlichen Gegner erlernt.

Vernetzte Steckdosen: Die vernetzten Steckdosen erlernen den Strombedarf an den
einzelnen Steckdosen und optimieren die tagliche Nutzung.
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Bewertung: Das Framework zeigt einen ersten Ansatz zur Klassifikation kognitiver
Funktionen. Eine Definition von allgemeinen kognitiven Funktionen stellen die identifi-
zierten kognitiven Fahigkeiten dar. Eine fundierte Herleitung dieser Begriffe fehlt. Das
Framework dient in erster Linie zur abstrakten Suche nach Innovationen fur bestehende
Produkte, indem Anwendungsfélle fur die Integration einzelner kognitiver Funktionen
abgeleitet werden konnen. Das Framework bietet keinen systematischen Ansatz zur
Entwicklung der kognitiven Informationsverarbeitung. Eine Zuordnung von konkreten
Losungsmaglichkeiten innerhalb des Frameworks ware denkbar, entsprechende Lésun-
gen werden aber nicht aufgefihrt.

3.1.2 Entwurf anpassungsfahiger Produkte

Im Rahmen des Verbundprojekts Octopus®’ haben CHMARRA et al. einen methodischen
Ansatz zur Entwicklung sog. anpassungsfahiger Produkte (engl. adaptable products)
erarbeitet. Diese Anpassungsféhigkeit bezieht sich auf Produkteigenschaften, die in
vorgedachten Situationen zur Verbesserung der Leistungsfahigkeit gedndert werden
kdnnen. Die Anpassung kann dabei nur durch das System selbst erfolgen und nicht
durch einen Benutzer von auflen. Ein wesentliches Ziel ist es, bereits wahrend der Ent-
wicklung sinnvolle Produktkonfigurationen vorauszudenken. Dies kann z.B. durch eine
geschickte und flexible Produktmodularisierung erfolgen [CTO08].

Fokus der Arbeiten liegt auf dem Entwurf einer geeigneten Systemarchitektur. Hierflr
wurde eine generische Schablone mit zwei wesentlichen Komponenten definiert. Das
Steuerungs- und Entscheidungssystem hat die Aufgabe, aus externen Informationen
(z.B. Benutzerwiinschen) und intern errechneten Zustanden (z.B. Temperaturmessung)
Anderungen zu erkennen und geeignete Handlungen zu bestimmen. Hierfir missen auf
Basis der Produktkonfiguration Aktionspléne vordefiniert sein, die schlielich von der
Funktionseinheit des Produkts physisch ausgefihrt werden. Bei dem Entwurf dieser
beiden Komponenten stehen drei wesentliche Fragestellungen im Vordergrund
[CATO8]:

e Welche Verfahren sollen implementiert werden, um das System zu steuern und um
geeignete Aktionen zu bestimmen?

e Welche Sensoren sind notwendig, um die bendétigten Informationen zu erfassen?

e Wie muss die Architektur der Informationsverarbeitung entworfen werden, um eine
effektive physische Umsetzung des Grundsystems inkl. Aktorik zu erreichen?

Als ein mogliches Verfahren nennen CHMARRA et al. beispielhaft die mathematische
Optimierung mit einer Paretomenge. Fir den Entwurf der Informationsverarbeitungsar-

3 Das Projekt wird vom niederlandischen Wirtschaftsministerium im Rahmen des Bsik Programms ge-
fordert.
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chitektur sind noch weitere Entscheidungen zu treffen. Es ist die Doméne und System-
ebene fir die Anpassung festzulegen (z.B. mechanische Regelung). Zudem ist eine An-
passungsstrategie zu definieren und festzulegen, fir welche Einflisse eine Anpassung
durchzufuhren ist (z.B. wechselnde Benutzer).

Bewertung: Das Konzept der anpassungsféahigen Produkte adressiert fortgeschrittene
mechatronische Systeme. CHMARRA et al. beschreiben erste Ansatze zur methodischen
Entwicklung, die eine generische Entwurfsschablone und entsprechende Entwurfsent-
scheidungen umfassen. Letztere sind in ihrer Kernaussage sicherlich korrekt, es werden
aber weder konkreten Hilfsmittel noch ein explizites Vorgehen beschrieben. Die Aus-
wahl an einzusetzenden Verfahren ist auf eins beschrénkt. Die Umsetzung wird nur bei-
spielhaft an einem anpassungsfahigen Druckergerat gezeigt, ohne die genaue Architek-
tur der Informationsverarbeitung oder des Gesamtsystems zu spezifizieren.

3.1.3 Entwicklung kognitiver technischer Systeme nach PAETZOLD

PAETZOLD charakterisiert die Entwicklung von kognitiven Funktionen in technischen
Systemen als eine konsequente Weiterentwicklung mechatronischer Systeme. Kogniti-
ven Funktionen entsprechen dabei den allgemeinen kognitiven Funktionen nach STRUBE
(vgl. Kap. 2.3.2). Ebenso wird STRUBES Dreischichtenmodell zur Strukturierung der
kognitiven Informationsverarbeitung vorgeschlagen. Eine entsprechende Modifikation
der Systemarchitektur soll durch eine Erweiterung der Informationsverarbeitung im
mechatronischen Regelkreis erfolgen [Pae06], [SP95].

Die Umsetzung dieser Modifikation ist flr die Produktentwicklung eine groRe Heraus-
forderung. Ein wesentlicher Grund ist die Komplexitét solcher Systeme. Der Entwickler
muss definieren konnen, tber welche Fahigkeiten das System im Hinblick auf die In-
formationsverarbeitung, Sensorik, Aktorik und das Grundsystem verfligen muss. Damit
einher geht die Frage nach dem Grad der technischen Effizienz, um ein kognitives
Uberriisten zu vermeiden. Aber nicht nur das zu entwickelnde System ist komplex, auch
die Entwicklung als Folge der interdisziplinaren Vorgehensweise [SP05, S. 145].

PAETZOLD schlagt daher einen Bottom-Up-Ansatz fur die Suche nach der kleinsten Ein-
heit eines kognitiven technischen Systems vor. So kdnnte der Architekturansatz uber-
prift und die Komplexitat durch das System beherrscht werden. Der in der Produktent-
wicklung typische Top-Down-Ansatz sei aber immer noch im Hinblick auf den zu reali-
sierenden Systemzweck von entscheidender Bedeutung. Ferner spielt die Funktionsmo-
dellierung eine tragende Rolle. Zum einen fiir die Erstellung einer rechnergestiitzten
Simulation des Systemverhaltens und zum anderen zur Integration der beteiligten Fach-
disziplinen wahrend des Entwicklungsprozesses [Pae06, S. 970ff.].

Als Handlungsempfehlungen flr die Entwicklung kognitiver Funktionen in technischen
Systemen, beziehen sich PAETZOLD et al. auf die Leitwerte fiir selbstorganisierende Sys-
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teme nach BosseL [Bos94]. Sie eignen sich in erster Linie fur eine Beschreibung des
Systemzwecks und der systemerhaltenden Funktionen [SPO5, S. 146f.]:

e Existenz: Das zu entwickelnde System muss nicht nur seinem Systemzweck ent-
sprechend funktionieren, sondern auch so konstruiert sein, dass es in seiner Umge-
bung Uberlebensféhig ist. So lange es funktioniert, existiert es auch.

e Wirksamkeit: Die Systemeffizienz ist ausschlaggebend fiir die Systemstabilitat.
Gefahrdet wird diese durch die interne Ressourcennutzung oder die Systemumge-
bung.

e Handlungsfreiheit: Die Auspragung der kognitiven Funktionen ist entsprechend
der Systemumgebung festzulegen. Zudem ist die Robustheit der Systemstruktur si-
cherzustellen.

e Sicherheit: Die Umgebung ist aufgrund ihrer Zeitvarianz ein Unsicherheitsfaktor.
Daraus folgt, dass das System von unvorhersehbaren Umwelteinwirkungen unab-
hangig sein muss, z.B. durch integrierte Diagnoseverfahren, die solche Probleme re-
gistrieren, deuten und sofort Gegenmalinahmen einleiten.

e Wandlungsfahigkeit: Soll die Selbststandigkeit des Systems auch in kritischen Si-
tuationen gewahrleistet werden, mussen entsprechende Strategien zur Wandlungsfa-
higkeit vorgesehen werden.

e Rucksichtnahme: Zur Erfullung des Systemzwecks im kooperativen Verbund ste-
hen Strategien vom Altruismus bis zum Egoismus zur Verfigung. Aber auch inner-
halb eines Systems muss das Prinzip der Ricksichtnahme beachtet werden, denn
nicht selten kdnnen systeminterne, parallele oder unabhé&ngige Prozesse in Konkur-
renz zueinander stehen. Eine unkoordinierte Losung kann schlielich die Syste-
mexistenz bedrohen.

Bewertung: Der untersuchte Ansatz ist noch sehr abstrakt. Er orientiert sich zwar an
fundierten Ergebnissen der Kognitionswissenschaft, eine konkrete Methodik fehlt aber.
Die Leitwerte nach BosseL sind sehr allgemein formuliert. Sie kdnnen nur als erste Ori-
entierungshilfe und grobe Entwicklungskriterien bei der Integration kognitiver Funktio-
nen herangezogen werden. Sie sind zudem nicht konkret in den Kontext der Entwick-
lung mechatronischer Systeme eingebunden.

3.2 Spezifikation der kognitiven Informationsverarbeitung

Es gibt keinen ganzheitlichen Ansatz zur Spezifikation einer kognitiven Informations-
verarbeitung in den friihen Phasen des Entwurfs. Infolgedessen werden zunéchst allge-
meine Methoden zur funktionalen Beschreibung (vgl. Kap. 3.2.1). Anschlielend werden
Architekturen fir eine kognitive Informationsverarbeitung untersucht (vgl. Kap. 3.2.2).
Um die Funktionen als auch die Architektur beschreiben zu kénnen, ist eine Modellie-
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rungssprache notwendig. Relevante Sprachen werden daher abschlieBend analysiert
(vgl. Kap. 3.2.3).

3.2.1 Methoden der Funktionsbeschreibung

3.2.1.1 Funktionsbeschreibung in der Produktentwicklung

In der Produktentwicklung sind unterschiedliche Konzepte zur Funktionsbeschreibung
verbreitet. Sie ist von zentraler Bedeutung in der Entwicklung technischer Systeme.
Allgemeines Ziel der Funktionsbeschreibung ist die ganzheitliche sowie l6sungsneutrale
Beschreibung der Systemfunktionalitat, um die Entwicklungsaufgabe zu konkretisieren
und erste Losungsvarianten zu identifizieren. Hierzu werden grundlegende Funktionen
zur Beschreibung technischer Systeme definiert. Die Konstruktionslehre nach
PAHL/BEITZ schlagt in Anlehnung an KRUMHAUER die funf allgemein anwendbaren
Funktionen Wandeln, Andern, Verkniipfen, Leiten und Speichern vor. Sie sind nicht
weiter unterteilbar und werden mit den Substantiven Stoff, Energie und Signale/Daten
(Informationen) verknupft. Sie beschreiben den Eingang und Ausgang und die Verben
die entsprechende Transformation [PBF+07, S. 47f.].

Mehrere VDI-Richtlinien greifen das Thema der Funktionsmodellierung auf:

e VDI-Richtlinien 2221/2222: Im Fokus stehen die Ermittlung der Funktionen und
das Aufstellen einer Funktionsstruktur, in der die Funktionen miteinander verknipft
werden. Das VVorgehen wird auf die Software-Entwicklung tGbertragen, in der flr die
Funktionen Algorithmen oder Datenstrukturen zu identifizieren sind [VDI2222, S.
15ff.], [VDI2221, S. 30ff.].

¢ VDI-Richtlinie 2803: Im Vordergrund steht die Funktionsanalyse. Sie enthélt Vor-
schriften bzgl. der Beschreibungsform und des Abstraktionsgrads einer Funktion.
Demnach ist eine Verb-Substantiv-Kombination zwar ausreichend, aber sie muss in
aktivistischer Form definiert sein. So kann der Interpretationsspielraum reduziert

werden (z.B. ,Flissigkeit fordern® anstatt ,Fliissigkeitsforderung ermoglichen®)
[VDI2803, S. 2].

¢ VDI-Richtlinie 2860: Diese Richtlinie beschreibt die Montage und Handhabungs-
technik. Es werden entsprechende Funktionen (Speichern, Veréndern, Bewegen, Si-
chern und Kontrollieren) definiert [VDI2860, S. 4f.].

Ziel der VDW-Richtlinie 02.2002 ist die universelle Beschreibung von Funktionen, um
eindeutige und unmissverstandliche Unterlagen innerhalb eines Unternehmens erstellen
zu konnen. Es wird explizit eine domanentbergreifende und entwicklungsbegleitende
Funktionsbeschreibung adressiert. VVon zentraler Bedeutung ist das sog. Funktionsob-
jekt. Dieses integriert technische Daten als auch Systemfunktionen in einer gekapselten
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Einheit. Sie orientiert sich dabei an maschinenbaulichen Funktionen und auch an die
Programmierung [VDW02.02, S. 8f.].

LINDEMANN unterscheidet drei Formen der Funktionsmodellierung, die eine hierarchi-
sche als auch strukturelle Darstellung unterstiitzen [Lin09, S.119ff.]:

e Umsatzorientierte Funktionsmodellierung: Ziel ist die Darstellung der Zustande
der Energie-, Stoff- und Signalumsétze in einem System. Dafiir werden Anderungen
des Umsatzproduktes funktional beschrieben.

e Nutzenorientierte Funktionsmodellierung: Mit dieser Methode kann die Interak-
tion zwischen dem zu entwickelnden System und dem Nutzer (z.B. Anwender oder
Monteur) beschrieben werden. Hierzu werden Anwendungsfalle definiert, um auch
ungewollte oder unentdeckte Nutzungsmaglichkeiten zu identifizieren.

e Relationsorientierte Funktionsmodellierung: Ziel dieser Modellierungsform ist
es, Starken und Schwachen des Systems aufzuzeigen. So sollen niitzliche Funktio-
nen gestéarkt und schadliche vermieden oder abgeschwacht werden. Die Funktionen
werden hierfur in Relation zueinander gesetzt.

KoLLER/KASTRUP unterscheiden Funktionsverben fir Energieoperationen, Stoffopera-
tionen, Grundoperationen zwischen Energie und Stoff sowie fiir die Datentechnik. Den
Funktionsverben werden direkt die Substantive Stoff, Energie, und Daten zugeteilt. Von
besonderer Bedeutung fiir diese Arbeit kdnnten die nicht physikalischen elementaren
Funktionen fur die Datentechnik sein [KK98, S. 26]:

o verknupfen: Rechner konnen Daten verkniipfen.
e vervielfaltigen: Kopiergeréate vervielfaltigen Daten auf den einzelnen Seiten.

e leiten/isolieren: Daten sind von einem Ort A nach B zu leiten und vor unberechtig-
tem Zugriff zu isolieren.

e umcodieren: Daten werden umcodiert (analog in digital oder vice versa).

speichern: Daten werden auf einer Festplatte gespeichert oder auch ausgedruckt.

CLAUSSEN/RODENACKER haben technische Funktionsverben definiert, um primér Ver-
kniipfungen oder Trennung verschiedener technischer (Teil-)Systeme zu beschreiben.
Ihre Aufstellung beschrankt sich dabei auf die Mechanik [CR98, S. 168].

BIRKHOFER erarbeitete Funktionsverben zur Beschreibung technischer Systeme mit
Hilfe eines technischen Worterbuchs. Dabei wurden im ersten Schritt ca. 1000 techni-
sche Verben entnommen. Aus diesen wurden anschlieBend alle Verben gestrichen, die
durch Vorsilben abgeleitet sind und nur eine Prazisierung des Begriffsinhalts darstellen
[Bir80, S. 70]. Ubrig blieben 222 Verben fiir technische Funktionen. ROTH hat die
Funktionsverben von BIRKHOFER (bernommen und um die drei Verben bewegen, fligen
und riickgewinnen erweitert [Rot94, S. 63]. In Anlehnung an ROTH hat LANGLOTZ im
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Hinblick auf eine rechnergestiitzte Konstruktion die allgemeinen Funktionen speichern,
leiten, isolieren, wandeln, umformen, trennen und zusammenfiihren festgelegt. Diesen
wurden weitere Funktionsverben zugeordnet. LANGLOTZ verwendet keine Kombination
mit den Substantiven Energie, Stoff und Signale/Daten, sondern mit konkreten Substan-
tiven aus dem technischen Sprachgebrauch [Lan00, S. 109].

Ein Ansatz der sich konkret auf die Funktionsmodellierung mechatronischer Systeme
bezieht, ist die Funktionsmodellierung mit kanonischen Funktionen. HUANG schlagt
zwischen der Modellierung mit allgemeinen Funktionen und der mit speziellen Funkti-
onen eine Ubergangsstufe vor. In dieser soll unter Beriicksichtigung der zu realisieren-
den Effekte allgemeine Funktionen in kanonische Gberfuhrt werden. Diese besitzen den
Anspruch eine hohere Anzahl an disziplinunabhangigen Funktionen zu bieten und neut-
rale sowie handhabungsfahige FunktionsgroRen zu verwenden. Resultat sei eine verifi-
zierbare Funktionsstruktur [Hua02, S. 37].

Bewertung: Die Mehrzahl der untersuchten Methoden eignen sich fir die Beschreibung
energetischer und stofflicher Prozesse. PAHL/BEITZ, die VDI-Richtlinie 2860, CLAUS-
SEN/RODENACKER, BIRKHOFFER, ROTH und LANGLOTZ adressieren mechatronische Sys-
teme nicht direkt. Die VDI-Richtlinie 2221 schlagt nur ein beispielhaftes VVorgehen fir
die Softwareentwicklung vor. Die VDW-Richtlinie fuhrt das Konstrukt Funktionsobjekt
ein und umgeht so die klassische Funktionsbeschreibung mit Verben. Die Modellie-
rungsformen nach LINDEMANN sind zwar allgemein anwendbar, aber fiur die Spezifika-
tion der Informationsverarbeitung ungeeignet. Dieser Bereich wird einzig von KoL-
LER/KASTRUP und HUANG aufgegriffen. Beide liefern aber nur erste Ansétze. Die voll-
standige Beschreibung der Informationsverarbeitung fortgeschrittener mechatronischer
Systeme erfullt keiner der untersuchten Ansatze.

3.2.1.2 Funktionsbeschreibung in der Softwaretechnik

Eine funktionale Beschreibung im Sinne einer Substantiv-Verb-Kombination existiert
bislang nur in der Konstruktionsmethodik. Dennoch kann die Entwicklung eines Soft-
ware-Produktes ebenfalls funktional beschrieben werden. BALZERT definiert eine Funk-
tion im Kontext der Softwaretechnik wie folgt:

,,Eine Funktion beschreibt eine Tatigkeit oder eine klar umrissene
Aufgabe innerhalb eines grofReren Zusammenhangs. In der Software-
Technik ermittelt eine Funktion aus Eingabedaten Ausgebedaten oder
bewirkt eine Veranderung des Inhalts oder der Struktur von Informa-
tionen. “ [Bal01, S. 124].

Hauptfunktionen werden in einem Funktionsbaum in Teilfunktionen zerlegt. Dabei
kann diese Beziehung unterschiedlich gewertet werden. In der Definitionsphase setzt
sich die Hauptfunktion aus ihren Teilfunktionen zusammen. In der Entwurfsphase ruft
die Hauptfunktion ihre Teilfunktionen auf. Die Benennung einer Funktion sollte durch
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ein Verb und entweder ein Objekt (,,verwalte Kunden®) oder ein Subjekt (,,Kunden
verwalten®) erfolgen. Nach der Auswahl einer der beiden Formen sollte diese beibehal-
ten werden [Bal01, S.124f.].

In der Softwaretechnik existieren zudem sog. Prozessworte. Diese beschreiben prosa-
isch die Funktionalitat eines Systems und legen so die funktionalen Anforderungen fest.
Die Beschreibung wird neben Verben zusatzlich mit Substantiven, Adjektiven und Ad-
verbien konkretisiert. Sie konnten als Infinitive zur Funktionsbeschreibung genutzt
werden. Fur jedes Prozesswort ist eine semantische Definition zu erarbeiten. Diese De-
finition ist flr das jeweilige Wort eindeutig und verbindlich. Dadurch kann ein einheit-
liches Verstandnis erreicht werden. Um eine eindeutige Formulierung von Funktionen
vornehmen zu konnen, sollte die Menge der Prozessworte auf die flir das System rele-
vante Anzahl begrenzt werden [Rup07, S. 238f.]. Tabelle 3-1 zeigt eine definierte Pro-
zesswortliste.

Tabelle 3-1: Prozesswortliste nach [Rup07, S. 240]

Prozesswort

Semantische Definition des Prozessworts

Selbststan-
dige Aktivitat

Benutzerin-
teraktion

Potenzielle
Fahigkeit

auswahlen

Der NUTZER selektiert eines oder mehrere
Elemente aus einer einheitlichen Menge von
Elementen (siehe auch "bestimmen").

Nein

Ja

Nein

bestimmen

Das SYSTEM selektiert anhand bestimmter
Selektionskriterien aus einer endlichen Men-
ge (zum Beispiel aus einer Datenbank) ein
oder mehrere Elemente.

Ja

Nein

Nein

darstellen

Das SYSTEM zeigt dem Nutzer Informationen
an.

Ja

Nein

Nein

einfigen

Ausschlief3lich das SYSTEM gibt neue Daten
ein oder Uberschreibt vorhandene Daten
(siehe auch "einfligen”, "einsetzen").

Ja

Nein

Nein

eingeben

Ausschlief3lich der NUTZER gibt neue Daten
ein oder Uberschreibt vorhandene Daten
(siehe auch "einfligen", "einsetzen").

Nein

Ja

Nein

einsetzen

Sowohl das SYSTEM als auch der NUTZER
geben neue Daten ein oder Uiberschreiben
vorhandene Daten (siehe auch "einsetzen",
"eingeben").

Ja

Ja

Nein

empfangen

Das System ist IMSTANDE, Daten von einem
externen System elektronisch entgegenzu-
nehmen.

Nein

Nein

Ja

erstellen

Sowohl das SYSTEM (selbststandig) als auch
der NUTZER erzeugen Objekte.

Ja

Ja

Nein

Bewertung: In der Softwaretechnik wird der Funktionsbegriff ahnlich genutzt wie in
der Konstruktionsmethodik. Der Funktionsbaum der Softwaretechnik ahnelt der Dar-
stellungsform einer l6sungsneutralen Funktionshierarchie in der Produktentwicklung.
Allgemeine Funktionen zur Beschreibung von Software existieren nicht. Ein erster An-
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satz sind die Prozessworte nach Rupp. Sie unterstutzen bei der prosaischen Formulie-
rung der funktionalen Anforderungen. Mit Hilfe einer entsprechenden Prozesswortliste
kann man relevante Funktionen im Projekt gemeinsam und einheitlich definieren. Die
funktionale Beschreibung der Informationsverarbeitung technischer Systeme wird nicht
adressiert. Eine Erweiterung in diese Richtung ist aber prinzipiell moglich.

3.2.2 Strukturkonzepte fur eine kognitive Informationsverarbeitung

3.2.2.1 Klassische kognitive Architekturen

Kognitive Architekturen®* werden entwickelt, um eine Modellierung von Grund auf zu
vermeiden (from scratch). Sie stellen im Gegensatz zu vielen anderen kognitiven Theo-
rien, die sich nur auf gewisse Aspekte der Kognition beschranken, einen ganzheitlichen
Ansatz fur eine kognitive Informationsverarbeitung dar. Kern einer kognitiven Archi-
tektur ist die Spezifikation der abstrakten Struktur der kognitiven Informationsverarbei-
tung bestehend aus nicht physikalischen (informationsverarbeitenden) Elementen, die
die kognitiven Funktionen ausfiihren. Sie ist unabhéangig von bestimmten Anwendun-
gen. Durch die Implementierung von anwendungsbezogenem Wissen, das gespeichert,
interpretiert, erneuert oder geloscht werden kann, werden die Architekturen konkreti-
siert. Eine Wissensbasis ist daher ein integraler Bestandteil einer kognitiven Architek-
tur; das darin abgelegte Wissen nicht [And97, S. 3f.], [LLR08]. NEWELL nennt daher
drei Grundleistungen, die eine kognitive Architektur erfiillen muss [New90], [Sch06a]:

¢ Die Interaktion mit der Umgebung unter Echtzeitbedingungen.
e Der Erwerb und die Représentation von Gedachtnisinhalten.

e Die Auswahl von Alternativen an Entscheidungspunkten.

Der Einsatz einer kognitiven Architektur vereinheitlicht die Modellierung der kogniti-
ven Informationsverarbeitung. Idealerweise kann diese auf Basis elementarer Mecha-
nismen der Informationsverarbeitung erfolgen. Ihre Struktur beféhigt ein System Inhalte
zu speichern und anzuwenden, um vorgegebene Ziele zu verfolgen [Sch06a].

Der Groliteil der klassischen kognitiven Architekturen sind sog. Produktionssysteme.
Diese bestehen im Kern aus drei Komponenten: Einem Arbeitsspeicher, der aktuelle
Daten enthélt, einem Langzeitspeicher mit Produktionsregeln und einem Regelinterpre-
ter. Der entscheidende Bestandteil sind die Produktionsregeln. Sie bestehen aus einer
Bedingung (wenn) und einer Aktion (dann), die bei Zutreffen der Bedingung auszufiih-
ren ist. Der Arbeitsspeicher fungiert dabei als In-Out-Schnittstelle, um aktuelle Situati-

32 Der Begriff geht auf NEWELL zuriick, der ein einziges System zur Modellierung der Kognition basie-
rend auf einer Vereinheitlichung der psychologischen Theorien forderte (psychology unified theories of
cognition) [New90, S. 1].



Stand der Technik Seite 57

onen mit den Bedingungen vergleichen zu kénnen. Der Regelinterpreter enthdlt Kon-
trollwissen zur Priorisierung u.a. von zeitgleich eintretenden Bedingungen und zur Zer-
legung in Iosbare Teilprobleme [And01, S. 252ff.]. Das erste ganzheitliche Produktions-
system ist der General Problem Solver (GPS). Aus heutiger Sicht kann man erntch-
ternd feststellen, dass der GPS ein Programm zur Mittel-Zweck-Analyse ist, in seinen
Anfangsjahren Mitte der 1950er war der Anspruch ein anderer — er sollte das menschli-
che Problemltsen simulieren [Len02, S. 43f.].

Eine der ersten kognitiven Architekturen, die sich auch direkt aus dem GPS-Ansatz
entwickelte, ist Soar (State, Operator And Result). Sie entstand unter der Leitung NE-
WELLS, der ebenfalls den GPS mit entworfen hatte, und sollte seiner Forderung nach
einer einheitlichen Theorie der Kognition gerecht werden. Bei Soar handelt es sich um
ein Produktionssystem, das im Gegensatz zu anderen kognitiven Architekturen das ge-
samte Wissen als Produktionsregeln speichert. Die Inhalte des Arbeitsgedéchtnisses
gehen nach einer Zeit wieder verloren — neues Wissen kann nur Uber die Produktionsre-
geln generiert und gespeichert werden [New90], [LNR87]. Soar wurde in den letzten
Jahren weiterentwickelt. Die aktuelle Version ist Soar 9. Sie erweitert die urspriinglich
rein symbolische Reprasentation um eine subsymbolische®. Ferner wurde ein zusétzli-
cher Lernmechanismus und ein weiteres Langzeitgedachtnis implementiert [Lai08].

Eine weitere kognitive Architektur ist ACT-R (The Adaptive Character of Thought —
Rational Analysis), die aus der ACT-Theorie* nach ANDERSON entstand. Sie ist wie
Soar ein Produktionssystem. Sie unterscheidet jedoch zwischen deklarativer und proze-
duraler Wissensreprasentation. Hierflir werden zwei unterschiedliche Wissensspeicher
und entsprechende Mechanismen zur Verfligung gestellt. Ferner handelt es sich um eine
hybride Architektur. Die ersten Anwendungen umfassten reine Computerprogramme.
So wurde in den ersten Versionen von ACT-R und seinen Vorldufern eine physische
Einbindung mit Sensorik und Aktorik nicht adressiert. Da diese aber eine wesentliche
Voraussetzung fiir Kognition ist, wurde von BYRNE/ANDERSON die Erweiterung ACT-
R/PM (Perceptual Motor) entwickelt. Diese erweitert die prozeduralen und deklarativen
Speicher und Mechanismen um ein neues Sensor-Aktor-System. Dieses verbindet die
kognitive Informationsverarbeitung mit einer Schnittstelle zum Umfeld. Eine direkte
Verbindung ist nicht mehr maéglich, sondern hédngt immer von den Féahigkeiten des Sen-
sor-Motor-Systems ab. Dieses Konzept wurde in die neueren Versionen von ACT-R
direkt integriert. Bild 3-2 zeigt eine vereinfachte Darstellung der aktuellsten Architektur
von ACT-R [AL98], [ABB+04].

33 Architekturen, die symbolische sowie subsymbolische Reprasentationsformen unterstiitzen, werden als
hybride Architekturen bezeichnet (vgl. Kap. 2.3.1).

% Das Akronym ACT wurde von ANDERSON Uber die Jahre hinweg unterschiedlich interpretiert. So
stand es fiir ,,Active Control of Thought*, ,,The Architecture for Cognition*, ,,The Adaptive Control of
Thought®, ,,The Adaptive Control Theory”, The Adaptive Character of Thought” oder “The Atomic
Components of Thought” [AL98, S. 12f.].
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ACT-R besteht aus mehreren austauschbaren sensorischen und aktorischen Modulen,
die Uber spezifische Schnittstellen, sog. Buffer, miteinander kommunizieren. Die zentra-
le Informationsverarbeitung kann nur Uber diese Buffer Informationen empfangen und
nicht direkt auf die Module zugreifen. So wird die komplette Kommunikation zentral
gesteuert. Das eigentliche Produktionssystem ergibt sich aus dem Zusammenspiel von
prozeduralem Gedéachtnis und deklarativem Gedachtnis. In der zentralen Informations-
verarbeitung lauft dann ein sequentieller Prozess mit den drei Teilschritten Konflikt-
mengenbildung, Produktionsauswahl und Produktionsausfiihrung ab. So wird nach ei-
ner Produktionsregel gesucht, deren Bedingung einer aktuellen Situation in den Buffern
entspricht. Wird eine passende Regel ausgewéhlt und ausgefihrt, &ndern sich die Buffer
und somit die Ansteuerung des Systems. Zwar kann immer nur eine Produktion ausge-
fuhrt werden, doch folgt einer Produktion immer direkt eine weitere. Aus diesem Ab-
lauf ergibt sich dann das Gesamtverhalten [ABB+55], [AL98].

Sensorisches U b Aktorisches
Modul mge ung Modul
] ACT-R Buffer DE—

A

y
e S | Konfliktmengenbildung |

Gedachtnis

Deklaratives
Gedachtnis

A 4

| Produktionsauswahl |
v

| Produktionsausfiihrung |

Zentrale
Informations-
verarbeitung

Bild 3-2:  Vereinfachte Darstellung von ACT-R in Anlehnung an [ABB+04, S. 1037]

Bewertung: Klassische Architekturen wie die vorgestellten Architekturen Soar oder
ACT-R versuchen die menschliche Kognition nachzubilden. Beide Ansdtze werden bis
heute noch weiterentwickelt und teilweise auch in technischen Systemen eingesetzt.
Hervorzuheben ist, dass Erweiterungen, insbesondere von ACT-R, immer auf neue Er-
kenntnisse in der Kognitionswissenschaft zurtickzufthren sind. Dennoch fokussieren sie
in erster Linie die Modellierung der kognitiven Ebene und vernachlassigen eine voll-
stdndige Betrachtung der informationsverarbeitenden Prozesse wie z.B. die Regelungs-
technik. Sie werden somit nur in Ansatzen der Anforderung einer Koexistenz von reak-
tiver und kognitiver Informationsverarbeitung wie sie STRUBE fordert gerecht.

3.2.2.2 Kognitive Architekturen fur die Robotik

Neuere kognitive Architekturen gehen einen anderen Weg als den der vorgestellten
klassischen Architekturen. Primar wird nicht versucht, die menschliche Kognition nach-
zubilden, sondern die Architektur fiir eine spezielle Anwendung zu optimieren. Dabei
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handelt es sich in erster Linie um Anwendungen aus dem Bereich der Robotik. Eine
kognitive Architektur, die diesem Ansatz folgt, ist ADAPT (Adaptive Dynamics and
Adaptive Perception for Thought). Sie ist ein Produktionssystem, das fur eine Multi-
Task-Fahigkeit ausgelegt ist. Im Unterschied zu klassischen Architekturen sollen meh-
rere Produktionsregeln und Bewegungsablaufe parallel ausgefiihrt werden. Sensordaten
sollen hinsichtlich des aktuell verfolgten Ziels interpretiert werden, um mehrere Ziele
gleichzeitig verfolgen zu kénnen. Hierfiir werden sog. Sensor-Aktor-Schemata abgelegt.
Schemata kombinieren prozedurales und deklaratives Wissen. Sie beinhalten auRerdem
Angaben Uber das Zeitintervall in dem eine Aktion ausgefiihrt werden muss. Ein Sche-
ma kann auch andere Schemata starten, was zu einer Vernetzung mehrere Aktionsketten
fuhren kann. Schemata kdnnen auflerdem andere Schemata I6schen, abbrechen oder
veréndern. Es existiert ein tibergeordnetes Schema (,,Interagiere mit der Umwelt™), das
alle Schemata zusammenhalt und zur Generierung neuer aktiver Ziele fuhrt [BLLO4].

Eine weitere kognitive Architektur fiir die Robotik entstand im Rahmen des SFB 588%.
Diese wurde vorrangig fur humanoide Roboter entwickelt. Es ist eine hybride Architek-
tur mit dem Ziel, die kognitiven Funktionen nach STRUBE in Robotersystemen zu reali-
sieren. Bild 3-3 zeigt den grundsatzlichen Aufbau der Architektur [BMS+05].

Global knowledge database

Object Environment Person Sound
models model library library
Task Gesture Dialogue
knowledge library library HMMs

Learning Dialogue
module ""’ manager
; ;
Y i
Task N i High-level
Top-level planning perception
4 Execution_ s
y|supervisor v
i Task | Mid-level | o
Mid-level coordination }"' perception
4 A
A J o \ A
Low-level Task  |& Low-level
execution perception | Software
'Y
\ J Robot
hardware
Actuators Sensors

* * Environment

Bild 3-3:  Kognitive Architektur fir einen humanoiden Roboter [BMS+05]

3 Der Sonderforschungsbereich 588 ,,Humanoide Roboter — Lernende und kooperierende multimodale
Roboter wird von der Deutschen Forschungsgemeinschaft (DFG) seit 2001 gefordert.
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Kern sind die sog. Active Models. Es handelt sich dabei um eine Art Kurzzeitarbeits-
speicher, der sich verschiedener Modelle aus der Global Knowledge Database bedient.
Er ist mit der Mehrzahl der anderen Architekturbestandteile verbunden und enthélt Da-
ten Uber das Umfeld und den eigenen Systemzustand sowie die aktuell aktiven System-
ziele. Die Informationsverarbeitung gliedert sich in drei Ebenen [BMS+05]:

e Low-Level: Hier befinden sich die schnellen, reaktiven Komponenten. Die Low-
Level Perception beinhaltet schnelle Interpretationsmethoden fir die Sensordaten.
Die Daten werden fir die Regelung des Systems genutzt und tber die Active Mo-
dels an die héhere Ebene (bergeben. In der Task Execution werden die vorgegeben
Bewegungstrajektorien ausgefthrt. Hier werden samtliche regelungstechnischen
Aufgaben hinsichtlich der Aktoren ausgefihrt.

e Mid-Level: Auf dieser Ebene analysiert und fusioniert die Mid-Level Perception die
vorverarbeiteten Daten. Die fusionierten Daten werden mit bereits vorhandenen Da-
ten aus der globalen Datenbank hinsichtlich Sprach- und Objektwiedererkennung
abgeglichen. Die Task Coordination Uberwacht, koordiniert und adaptiert die Abl&u-
fe auf dem Low-Level.

e Top-Level: Wahrend der Low-Level als auch der Mid-Level unter harter Echtzeit
ablaufen, arbeiten die Elemente auf dieser Ebene unter weichen Echtzeitbedingun-
gen®. Die High-Level Perception fiihrt eine Situationsanalyse aus. Hier werden Ak-
tionen des Benutzers erkannt und Kommunikationssignale wie Gesten oder Sprache
interpretiert. Der Task Planner kann den Betrieb unterbrechen und eine Neuplanung
veranlassen. Zudem delegiert er Entscheidungen direkt an die Elemente des Mid-
Levels. Er erstellt globale sowie lokale Plane fir einzelne Subsysteme. Die Pléne
regeln, wie die einzelnen Systemkomponenten sich gegenseitig beeinflussen durfen.
Die Schnittstelle zwischen den sensorischen und aktorischen Modulen auf den un-
terschiedlichen Ebenen ist der Dialogue Manager. Er ist in der Lage, den Input des
Benutzers zu erfassen und in den Kontext einzuordnen. Die finale Ablaufplanung
Ubernimmt der Execution Supervisor. Er bestimmt auch die Ressourcenverteilung.
Das Learning Module kann in der globalen Datenbank neue Daten ablegen bzw.
vorhandene Modelle korrigieren.

Bewertung: Die vorgestellten kognitiven Architekturen zielen starker auf eine Umset-
zung in einem technischen System ab, auch wenn primdr die Robotik im Vordergrund
stent. ADAPT bietet mit den Sensor-Aktor-Schemata ein interessantes Konzept zur
Handlungssteuerung, eine ausgepréagte Struktur inkl. Beschreibung der wesentlichen
Elemente fiir eine kognitive Informationsverarbeitung fehlt. Dagegen erfullt die kogni-

% Der Begriff Echtzeit stammt aus der Informatik und verlangt, dass das Ergebnis einer Berechnung vor
einer fest definierten Zeitschranke vorliegt. Harte Echtzeit erfordert das strikte Einhalten der Zeit-
schranke. Weiche Echtzeit setzt ebenfalls die Einhaltung der Zeitschranke voraus. Im Gegensatz zur
harten Echtzeit bleibt die Nichteinhaltung ohne gravierende Konsequenzen [Kop97, S. 2ff.].
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tive Architektur des SFB 588 diesen Punkt weitestgehend. Zudem Uberzeugt die Struk-
turierung der Informationsverarbeitung, die der kognitionswissenschaftlichen Forderung
nach einer Koexistenz von kognitiver und reaktiver Regelung entspricht. Jedoch ist ein
Lernprozess nur offline vorgesehen. Auch das Konzept der Active Models hebt die kla-
re Strukturierung der Informationsverarbeitung in Teilen wieder auf.

3.2.2.3 Psychologieorientierte Architekturen

Eine weitere Kategorie kognitiver Architekturen sind sog. psychologieorientierte Archi-
tekturen. Ihr Anspruch ist eine umfassende und ganzheitliche Theorie des menschlichen
Verhaltens. Die verschiedenen psychischen Prozesse werden nicht separat betrachtet.
Denn erst durch die Interaktion und die Abh&ngigkeit der geistigen VVorgange sind aus-
gedehnte Denkprozesse wissenschaftlich erklar- und fundierbar. Dabei handelt es sich
im Wesentlichen um motivationale, kognitive und emotionale Abldufe, die in einem
perzeptuellen und motorischen Geflige ganzheitlich abzubilden sind [DSSO01, S. 1f.].

Die PSI-Theorie (Theorie der Personlichkeits-Systeme-Interaktionen) verfolgt diesen
ganzheitlichen Ansatz. Sie wurde mafgeblich von DORNER konzipiert und auch als
Computersimulation umgesetzt. Sie besagt, dass zwischen der Perzeption von Informa-
tionen aus der Umgebung und der Handlungsausfiihrung eines Systems verschiedene
interne Prozesse durchlaufen werden. Dabei geht DORNER von mehreren Regelsystemen
aus, in denen die systemeigenen Parameter eingestellt werden kdénnen. Fir den Fall,
dass innerhalb einer dieser Regelungen eine Abweichung des Sollwertes vorherrschen
sollte, wird versucht dieser entgegenzuwirken. Nach DORNER heif3t dies, dass ein Bedarf
entstanden ist, der nicht von alleine wieder ausgeregelt wird. Dies fiihrt zu einem Motiv,
dem die Informationen Uber den Bedarf als Bedurfnis mitgeteilt werden. Aus Bedarf,
Bedirfnis und Motiv entsteht eine Absicht des Systems, die die Handlung entsprechend
der eigenen Gedachtnisinhalten steuert. DORNER entwirft auf Basis seiner Theorie das
kinstliche Wesen ¥ (PSI), dessen Struktur und Informationsflisse in Bild 3-4 darge-
stellt sind [DSDO01], [D6r01].

Bei W handelt es sich urspriinglich um ein Computerprogramm einer ,,Dampfmaschine®,
das in einer Inselsimulation ,,ausgesetzt™ wird. Ziel ist es, Energieelemente (sog. Nukle-
otide) zu finden und aufzusammeln. ¥ muss hierfiir die Insel erkunden und neben dem
Aufsammeln von Nukleotiden dafuir sorgen, dass es nicht durch Umwelteinfllisse zer-
stort wird. Zudem durfen sich seine existentiellen Bedirfniskessel (Wasser, Energie)
nicht komplett leeren. Zu diesem Zweck existieren Wasserstellen zum Auftanken und
verschiedene Pflanzen zur Energiegewinnung. Soziale Bedurfnisse (Affiliation) kénnen
durch einen ,,Teddy-Kumpel* befriedigt werden [DSDO1].

Einen Schritt in Richtung technische Umsetzung geht MicroPsi. Dies ist eine Architek-
tur flr Miniaturroboter und umfasst eine Entwicklungs- sowie Simulationsumgebung.
So koénnen Dritte die Architektur sehr einfach anwenden und erweitern. Zur urspriingli-
chen Theorie nach DORNER bestehen nur marginale Unterschiede [Bac07, S. 223ff.].
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Bild 3-4:  Eine Ubersicht iiber die Struktur von ¥ nach [DSDO1, S. 8]

PECS (Physical conditions, Emotional states, Cognitive capabilities, Social status) ist
eine kognitive Architektur, die dem PSI-Ansatz stark dhnelt. PECS unterscheidet zwei
Ebenen der Verhaltenssteuerung. Die reaktive Ebene realisiert eine vorprogrammierte
oder erlernte Verhaltenssteuerung, wohingegen die deliberative Ebene ein konstruktives
sowie reflektierendes Verhalten ermoéglichen soll [Sch00, S. 24ff.]. PECS wurde als
agentenbasiertes Simulationsmodell realisiert [Urb04].

Bewertung: Die erlduterten Architekturen wurden in erster Linie zur Erklarung psychi-
scher Prozesse entworfen. Die Architektur von PSI ist aus psychologischer Sicht her-
vorragend fundiert und geht sogar tber NEwELLS Forderung nach einer einheitlichen
Theorie der Kognition hinaus, indem Aspekte der Motivation und Emotion integriert
werden. DORNER betont, dass PSI gerade die Phdnomene des alltaglichen Lebensablaufs
des Menschen fiir die Psychologie offen legt. PSI ist daher nur bedingt auf technische
Systeme Ubertragbar und beschrankt sich auf eine reine subsymbolische Realisierung.
PECS fokussiert noch mehr das soziale Umfeld und strukturiert die Verhaltenssteuerung
ahnlich dem Dreischichtenmodell nach STRuBE. Der Kern, wie z.B. die Motiv- und
Handlungsselektion, entspricht in weiten Teilen der PSI-Theorie.
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3.2.2.4 Operator-Controller-Modul

Im SFB 614 wurde mit dem Operator-Controller-Modul (OCM) eine Architektur fur die
Informationsverarbeitung selbstoptimierender Systeme entwickelt. Die Arbeiten basie-
ren auf dem Konzept von NAUMANN, der die erste Version des OCM fur vernetzte me-
chatronische Systeme definierte (Bild 3-5) [Nau0O, S. 27ff.], [ADG+, S. 13ff.].

Operator-Controller-Modul (OCM)

Kognitiver Operator Kognitive Informationsverarbeitung

| Verhaltensbasierte Selbstoptimierung ‘

Planungsebene

Reflektorischer Operator Reflektorische

Informationsverarbeitung
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steuerung [

ﬁ+ Fséﬂekforischer Kreis : @
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m ™. Motorische Informationsverarbeitung

Hanq_lungsebene
el

Bild 3-5:  Struktur des Operator-Controller-Modul (OCM) [ADG+09, S. 14]

Der Controller (CO) bildet die regelungstechnische sowie unterste Ebene des OCM.
Seine Aufgabe ist es, das dynamische Verhalten des Grundsystems in gewlinschter
Weise zu beeinflussen. Uber den motorischen Kreis stellt er eine direkte Verbindung
zwischen dem Grundsystem und der regelnden Informationsverarbeitung her. Die
Schnittstellen dieser Verbindung sind wie im mechatronischen Regelkreis die Sensorik
und Aktorik. Der CO arbeitet unter harten Echtzeitbedingungen.

Der reflektorische Operator (RO) ist tber den reflektorischen Kreis mit dem Control-
ler verbunden. Er tiberwacht und steuert diesen. Uber Parameter und Strukturénderun-
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gen modifiziert er den CO, greift aber nicht direkt auf die Aktorik des Systems ein. Fur
Strukturanderungen besitzt der RO eine Konfigurationssteuerung, die zwischen Konfi-
gurationen im CO umschalten kann. Diese sind eine Kombination aus Reglern und
Schaltelementen, die tber Signalfliisse miteinander verbunden sind. Ferner Ubernimmt
der RO Funktionen wie Ablaufsteuerung, Uberwachungs- und Notfallprozesse. Auf-
grund der Verknlpfung zum CO arbeitet die Informationsverarbeitung in diesem Be-
reich des RO ebenfalls unter harten Echtzeitbedingungen. Gleichzeitig agiert der RO als
Schnittstelle fir Informationen und Messwerte zwischen CO und kognitivem Operator.

Aufgabe des kognitiven Operators (KO) ist die Umsetzung der kognitiven Informati-
onsverarbeitung zur Realisierung der Selbstoptimierung (vgl. Kap. 2.2.3). Auf Basis
unterschiedlicher Verfahren kann zuvor gewonnenes Wissen zur Verbesserung des Sys-
temverhaltens genutzt werden. Zum Einsatz kommen dabei Planungs- und Lernverfah-
ren, modellorientierte Optimierungsverfahren sowie wissensbasierte Systeme®’. Auf-
grund der zeitlichen Entkoppelung der Verfahren zum Verhalten des realen Systems
arbeitet die Informationsverarbeitung in diesem Bereich unter weichen Echtzeitbedin-
gungen.

Die beteiligten Domanen zur Umsetzung einer derart komplexen Informationsverarbei-
tung sind die Regelungstechnik, die Softwaretechnik, die hohere Mathematik sowie
Techniken der kunstlichen Intelligenz. Fir den CO und fur den RO hat HESTERMEYER
jeweils einen charakteristischen Aufbau beschrieben. Diese bestehen aus vordefinierten
Systemelementen sowie zeit- und ereignisdiskreten Signalfltssen [Hes06, S. 37ff.].

Bewertung: Die Grundstruktur des OCM entspricht im Wesentlichen dem Grundaufbau
des Dreischichtenmodells der Verhaltenssteuerung nach STRUBE und eignet sich daher
prinzipiell zur Integration kognitiver Funktionen in technischen Systemen. Sie bertick-
sichtigt, dass neben einer kognitiven Informationsverarbeitung noch weitere Ebenen
vorhanden sein mussen. Der CO, RO und KO interagieren dafur stark, werden aber nur
nach Echtzeitbedingungen strukturiert. Eine systematische Zuordnung von Funktionen
und Verfahren fehlt. Zudem fehlt ein Konzept zur friihzeitigen Spezifikation der betei-
ligten Systemelemente und der Informationsflisse, insbesondere fiir den KO.

3.2.2.5 Architektur des CoTeSys

RODRIGUEZ et al. haben im Zuge des Exzellenzclusters CoTeSys ein Konzept einer
kognitiven Architektur flr technische Systeme entwickelt (vgl. Kap. 3.1.1). Sie soll eine
Rahmenstruktur bzw. Integrationsplattform flr verschiedene Module sein, die im Exzel-
lenzcluster erarbeitet werden. Mit Modulen sind Komponenten zur Umsetzung der
Perzeption, Kognition und Handlungsausfiihrung im Sinne einer kognitiven Informati-

3 Der Begriff ,,wissensbasiertes System* wird durch die Softwaretechnik geprégt. Durch die Trennung
der Wissensbasis und der Wissensverarbeitung ermdglichen derartige Systeme sowohl die Abbildung
als auch die Nutzbarkeit vorhandenen Wissens [BK06].
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onsverarbeitung gemeint. Die kognitive Informationsverarbeitung wird von CoTeSys
als eine sog. P-C-A-Schleife (Perception-Cognition-Action) definiert. Da die notwendi-
gen Module in der Regel in unterschiedlichen Arbeitsgruppen und teilweise unabhangig
voneinander entstehen, ist es das Ziel der Architektur, diese Module gemeinsam und
ohne groRen Aufwand in bestmoglicher Performance zu betreiben. Hierflir werden aber
auch feste Bestandteile definiert. Bild 3-6 zeigt das Konzept der Architektur, deren Mo-
dule durch konkrete Umsetzungen ausgepragt werden konnen (z.B. ein 3D Trackingsys-
tem als ein Perception Module) [RFKO08].
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Bild 3-6:  Konzept der CoTeSys-Architektur [RFKO08]

Zwischen den einzelnen Modulen und den festen Bestandteilen der Architektur sind als
Pfeile die zentralen Informationsfliisse eingezeichnet. Die von den Perception Modules
aus dem realen Umfeld aufgenommenen Daten werden an den Planner oder bei unvor-
hergesehenen Ereignissen an den Unforeseen Event Manager weitergeleitet. Dieser
aktiviert zundchst einen Interruption Mechanism, der die Wichtigkeit des Ereignisses
bewertet und entscheidet, ob der aktuelle P-C-A-Prozess unterbrochen werden muss.
Wird der Zwischenfall hingegen als systemkritisch eingeschatzt, aktiviert der Unfo-
reseen Event Manager das Reaction Module ohne vorher mit der kognitiven Einheit zu
kommunizieren. Dies garantiert eine moglichst schnelle Reaktion.
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Die kognitive Einheit wird im Wesentlichen durch den Planner représentiert. Dieser
koordiniert alle Plane zur Erfillung der Systemziele. Hierfur kann er Plane korrigieren
(Replanning Mechanism). Die zu erfiillenden Zielen speichert das System im Goal Ma-
nager. Es werden globale Ziele, wie z.B. ,,Sicherheit” und lokale Ziele, wie z.B. ,,greife
dieses Objekt* unterschieden. Globale Ziele sind in der Regel hoher priorisiert.

Der Planner steht in direkter Verbindung mit dem Knowledge Manager. Dieser ent-
scheidet mittels einer geeigneten Utility Function, welches Wissen in der Knowledge
Base abgelegt wird. Ein zentraler Punkt ist, dass sog. Meta-Knowledge, also Wissen
Uber Wissen, extrahiert wird, um die Wissensmenge nicht unnétig aufzubléhen. Die
Knowledge Base ist die globale Wissensbasis des Systems, die allen Komponenten
zuganglich ist. Um unterschiedliche Module integrieren zu kénnen, sollen alle mogli-
chen Arten von Wissensformaten gespeichert werden kénnen.

Da nicht alle Prozesse die volle Rechenleistung benétigen und unterschiedliche Prozes-
se auch verschiedene Prioritaten haben, verwaltet das Meta-Reasoning Module die
Prozessorleistung. Diese ist von entscheidender Bedeutung, wenn verschiedene, spezia-
lisierte kognitive Module eine P-C-A-Schleife ausfihren.

Die Impasse-Driven Control wird bei einem Systemstillstand aktiviert. Dieser kann
bspw. durch einen Mangel an Informationen hervorgerufen werden. In einem solchen
werden alle extern zugeschalteten Module kurzzeitig deaktiviert und die Architektur
bestimmt eigenstandig die néchste Systemhandlung.

Bewertung: Priméres Ziel der CoTeSys-Architektur ist die Integration mehrerer sowie
verschiedener kognitiver Module zur Durchfuhrung der P-C-A-Schleife. Die drei Ebe-
nen der kognitiven Informationsverarbeitung nach STRUBE sind nur in Ansétzen reali-
siert. Eine direkte, reaktive Kopplung zwischen Sensorik und Aktorik ist nur implizit
vorhanden, wobei die regelungstechnische Umsetzung Uberhaupt nicht adressiert wird.
Ferner fehlt eine konkrete Spezifikation der Informationsfllsse inkl. einer Unterschei-
dung zwischen Signalen, Daten, Informationen und Wissen. Diese werden stellenweise
in der Architektur gleichgesetzt. Ungeklart bleibt, wie konkrete kognitive Module aus-
sehen und ob diese eine einheitliche Struktur haben.

3.2.3 Sprachen zur Beschreibung der Informationsverarbeitung

3.2.3.1 UML - Unified Modeling Language

UML (Unified Modeling Language) ist eine semiformale, grafische Sprache, die im
Rahmen der Softwareentwicklung angewendet wird. Sie wird von der Object Manage-
ment Group (OMG) entwickelt. Die Version 1.4.2 wurde in der ISO/IEC 19501 stan-
dardisiert [ISO19501]. Ihr Einsatz reicht von der Modellierung bis hin zur Analyse von
Softwareprogrammen. Mit ihr ist es moglich, Strukturen, Architekturen, Verhalten von
Systemen sowie Interaktionen zu weiteren Systemen durch Diagramme abzubilden
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[For07], [Oes05]. Wesentliche Bestandteile dieser Diagramme sind Objekte und Klas-
sen. Sie beinhalten spezifische Attribute und Methoden und bilden so die Grundlage
dieser Modellierungssprache (Bild 3-7).

Moaell der Systemumsetzung i
Modell der Systemumsetzun Anwendungsfalldiagramm

Dynamisches Modell
Zustandsdiagramm

Statisches Modell o
Assoziation

Basismodell Vererbung

Objekt Klasse

Aggregation
Attribut Methode

Bild 3-7: Gliederung des objektorientierten Modellverstandnisses nach [For07, S. 21]

Ein Objekt ist im Allgemeinen eine grafische Repréasentation eines Gegenstandes des
Interesses, insbesondere einer Beobachtung, Untersuchung oder Messung. Objekte kon-
nen Modellierungen realer Sachverhalte, Dinge oder Begriffe sein (vgl. Bild 3-8: Mo-
dellierung einer Person im Kontext einer Universitat). Sie besitzen bestimmte Eigen-
schaften und reagieren mit einem vorgegebenen Verhalten auf definierte Anfragen. Au-
Rerdem besitzt jedes Objekt eine Identitat, die es von allen anderen Objekten unter-
scheidet. Eine Klasse beschreibt eine Sammlung von Objekten mit gleichen Eigenschaf-
ten (Attributen), gemeinsamer Funktionalitdat (Methoden), gemeinsamen Beziehungen
zu anderen Objekten und gemeinsamer Semantik. Attribute beschreiben die Eigen-
schaften eines Objektes bzw. einer Klasse. Alle Objekte einer Klasse besitzen dieselben
Attribute, jedoch unterschiedliche Attributwerte. Eine Methode ist ein Algorithmus.
Dieser ist jedem Objekt zugeordnet und kann von diesem abgearbeitet werden. Das
Verhalten eines Objektes wird durch eine bestimmte Menge von Methoden ausgedriickt.

Objekt Klasse Komponente
Attribute Paul Student
Geburtsdatum: 17.11.77 Geburtsdatum
Methoden Einkommen: Stipendium Einkommen

Lernen Lernen
Feiern Feiern

Bild 3-8: Darstellung eines Objektes (links), einer Klasse (mittig) und einer Kompo-
nente in UML-Notation in Anlehnung an [For07, S. 20]

Da Softwareprogramme im Allgemeinen sehr komplex sind, bietet es sich an, ausfihr-
bare und austauschbare Einheiten zu definieren. Diese Einheiten werden als Kompo-
nenten bezeichnet und verfugen uber festdefinierte Schnittstellen und einer eigenen
Identitat. Intern besteht eine Komponente in der Regel aus einer Menge von Klassen,
die das Verhalten realisieren.



Seite 68 Kapitel 3

Bewertung: Die Anwendung von UML ist fester Bestandteil der objekt- bzw. kompo-
nentenbasierten Softwareentwicklung. Mit dieser Modellierungssprache ist es moglich,
alle notwendigen Aspekte eines Softwareprogramms abzubilden. Neben der Représenta-
tion samtlicher Modelle existieren feste Definitionen aller Schnittstellen und Verbin-
dungen. Sofern die Entwicklung der Informationsverarbeitung kognitiver technischer
Systeme objektorientiert erfolgt, eignet sich diese Sprache zur Abbildung der VVorgange
auf assoziativer und kognitiver Ebene. Die reaktive Ebene der Regelungstechnik wird
nicht unterstiitzt. Zudem kann die UML trotz ihres Anspruches nicht als domanen(ber-
greifende Sprache in der Systementwicklung angesehen werden.

3.2.3.2 SysML — Systems Modeling Language

Wahrend die UML fir die Softwareentwicklung definiert wurde, adressiert die SysML
das Systems Engineering und somit die ganzheitliche sowie disziplinlbergreifende Mo-
dellierung technischer Systeme. Sie ist eine semiformale, grafische Sprache zur Model-
lierung, Analyse und Verifikation von Systemen, die in der aktuellen Version 1.2 auf
UML 2.3 basiert. Hierzu wurden einige Anpassungen und Erweiterungen zur UML vor-
genommen; so werden z.B. Klassen als Blocke bezeichnet. Da sich Aufbau und Kon-
zepte sehr dhnlich sind, kdnnen vorhandene UML-Werkezuge angepasst werden. Um
den Umfang der Sprache nicht unnétig aufzublahen, wurden irrelevante Bestandteile der
UML gestrichen. Die Sprache wurde von der OMG im April 2006 als Standard aner-
kannt und in der Version 1.0 Anfang 2007 offiziell veroffentlicht [Wei06, S. 157ff.].

Mittels verschiedener Diagramme ermoglicht SysML die Beschreibung der Aspekte
Struktur, Anforderungen und Verhalten. Bild 3-9 zeigt in Form eines Blockdefinitions-
diagramms (bdd) die unterschiedlichen Diagrammtypen, von denen einige unverandert
aus der UML ubernommen und andere erweitert sowie teilweise umbenannt wurden.
Das Anforderungsdiagramm sowie das Zusicherungsdiagramm sind neu hinzugekom-
men.

Blocke beschreiben die Struktur und relevante Strukturkonfigurationen sowie Eigen-
schaften des zu entwickelnden Systems. Es kann sich um ein informationsverarbeiten-
des oder physikalisches Element handeln. Der Begriff Einheit ist auf ein physikalisches
Element beschréankt. Blockdefinitionsdiagramme beschreiben die Beziehung zwischen
verschiedenen Blocken, ihre Assoziationen, Generalisierungen sowie Abhdangigkeiten.
Interne Blockdiagramme legen die Beziehung zwischen den Bestandteilen eines Blocks
durch Ports, Konnektoren und Flusse fest. Hierbei kdnnen mit Zusicherungsdiagram-
men die Beziehungen zwischen Eigenschaften verschiedener Blocke definiert werden.
So kénnen parametrische Beziehungen (z.B. physikalische Gesetze) modelliert werden.

Anforderungsdiagramme ermdglichen die Beschreibung der funktionalen und der nicht
funktionalen Anforderungen. Letztere kann die UML nicht leisten. Zudem kdnnen die
bestehenden Beziehungen zwischen den Anforderungen spezifiziert werden. Es werden
Ableitungs-, Enthalt-, Erfullungs-, Kopie-, Prif-, Verfeinerungs- und Verfolgungsbe-
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ziehungen unterschieden. Die Modellierung erfolgt zwar vorrangig grafisch, eine Tabel-
lennotation zur in der Praxis Ublichen textuellen Darstellung ist aber vorhanden.

Das Verhalten kann in der SysML mit vier unterschiedlichen Diagrammtypen model-
liert werden. Mit Hilfe von Anwendungsfalldiagrammen lassen sich die Interaktionen
aller Benutzer oder externer Gerédte mit dem zu entwickelnden System beschreiben. Zu-
standsdiagramme stellen mogliche Zustande des Systems und Zustandstibergénge dar.
In Sequenzdiagrammen werden Szenarien beschrieben und wie sich in diesen die Sys-
tembestandteile im Zusammenspiel verhalten sollen. Wahrend diese drei Verhaltensdia-
gramme nahezu unverandert aus der UML entnommen sind, wurde das Aktivitatsdia-
gramm erweitert. In diesem werden die Systemabldufe inkl. Ein- und Ausgabedaten
beschrieben. Des Weiteren ist eine Dekomposition der Aktivitdten moglich, um eine Art
Funktionshierarchie abzuleiten.

bdd SysML-Diagramme/
«block»

SysML Diagramm

?

«blocke Anf(()(:)(ljcgt);]gs- «block»
Strukturdiagramm diagramm Verhaltensdiagramm
«block» «block» block «block»
Internes Blockdefinitions- AKtivi « 03.» Anwendungsfall-
Blockdiagramm diagramm tivitatendiagramm diagramm
«block» 7 s;(cbfllc:'k); s- «block» «block»
Paketdiagramm udiagrarL:m? Sequenzdiagramm Zustandsdiagramm

Bild 3-9: Diagramme der SysML nach [Wei06, S. 160]

Bewertung: SysML kann den kompletten Entwurf eines technischen Systems abbilden.
Sie beschrénkt sich dabei auf drei Aspekte. Der enorme Umfang an Diagrammen und
Konstrukten, deren Verwendung zum Teil nur grob vordefiniert ist, I&sst nicht immer
eine eindeutige oder gar intuitive Verwendung zu. Hinzu kommt, dass die Vielzahl der
Konstrukte teilweise beliebig einsetzbar ist. Die Einarbeitung ist daher mit einem hohen
Aufwand verbunden. Die Spezifikation fortgeschrittener mechatronischer Systeme und
deren kognitive Informationsverarbeitung, die zu einer Verhaltensanderung fuhrt, wer-
den nicht direkt adressiert. Im Hinblick auf den im Fokus stehenden Systementwurf ist
eine funktionale Dekomposition nur mit Mehraufwand mdglich. Die so abgeleitete
Funktionshierarchie ist aber primar nicht zur Lésungsfindung gedacht.
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3.2.3.3 Spezifikationstechnik des SFB 614

Im Rahmen des SFB 614 entstand eine Spezifikationstechnik zur Beschreibung der
Prinziplésung selbstoptimierender Systeme. Sie basiert auf den Arbeiten von FRANK,
GAUSEMEIER und KALLMEYER und ermoglicht eine intuitive und domanenubergreifende
Beschreibung fortgeschrittener mechatronischer Systeme [Fra06], [GEKO01], [Kal98]. Es
handelt sich um eine semiformale Spezifikationstechnik, die sich in die acht Aspekte
Umfeld, Anwendungsszenarien, Anforderungen, Funktionen, Wirkstruktur, Verhalten,
Gestalt und Zielsystem gliedert (vgl. Bild 3-10). Die rechnerinterne Abbildung dieser
Aspekte ergibt jeweils ein Partialmodell. Diese und die partialmodellibergreifenden
Beziehungen resultieren in einer konsistenten und ganzheitlichen Beschreibung der
Prinziplosung. Die Aspekt, respektive die Partialmodelle, kdnnen in einer bestimmten
Reihenfolge erarbeitet werden. Dabei sind etliche Iterationen durchzuftihren, um gerade
die partialmodelltibergreifenden Beziehungen zu beschreiben. Im Folgenden werden die
wesentlichen Inhalte der acht Partialmodelle dargestellt [ADG+09], [GFD+08b].

Umfeld Anwendungsszenarien Anforderungen
-Bunutur > .@ Weiche —_— —_— -
g f f:; = Wissens- Wissens- 2 | Geometrie |
H EH basis basis 21 Léngel,.: 6600 mm <
T T 22 Breiteb,: 2420 mm 4
2 74 il Qﬂ‘—{h“ Qc‘ 23 Hohe h,.: 2855 mm >
B Ej M Strecken- Strecken- 2.4 Abstand hg,: >400 mm 4
- hie \‘-\ 3 abschnitt x abschnitty
Zielsystem Funktionen

externes Zielsystem internes Zielsystem
RailCab (Ausschnit) @ RailCab (Ausschniti)
4

Luftspait
einstellen

Laufer tragen

System kohdrenter
Partialmodelle

Reglervorgabe
feststellen

inhérentes Zielsystem
RailCab (Ausschnitt)

StorgroBen
ermitteln

Vorgabebahn
optimieren

y 4

Verhalten = Gestalt Wirkstruktur

Ne

Bild 3-10: Partialmodelle zur domaneniibergreifenden Beschreibung der Prinzipldsung
selbstoptimierender Systeme nach [Fra06, S. 80]

In einer Black-Box-Darstellung des zu entwickelnden Systems wird in einem ersten
Schritt dessen Umfeld und Wechselwirkungen mit diesem beschrieben. Ziel ist es, die
relevanten Einflussbereiche (z.B. libergeordnete Systeme) und Einflisse bzw. Stérgro-
Ren (z.B. Warmestrahlung) auf das System aufzuzeigen. Zusétzlich werden Wechsel-
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wirkungen einzelner Einflusse identifiziert. Eine konsistente Menge von gemeinsam
auftretenden Einflissen ergibt eine Situation, fur die das System auszulegen ist.

Anwendungsszenarien beschreiben in welcher Art und Weise sich das System in ei-
nem Zustand oder einer bestimmten Situation verhalten soll. Zusatzlich enthalten sie
Angaben, durch welche Ereignisse Zustandsuibergénge stattfinden sollen. Anwendungs-
szenarien werden zunéchst prosaisch beschrieben und im Laufe der Konzipierung vor
allem durch die Partialmodelle Funktionen, Wirkstruktur und Verhalten konkretisiert.

Samtliche Anforderungen an das zu entwickelnde System werden in einer Anforde-
rungsliste zusammengetragen. Diese bildet die Grundlage der spateren Entwicklung und
ist fortlaufend zu pflegen. Die Anforderungen werden dabei prosaisch beschrieben und
ggf. durch Attribute und deren Auspragungen konkretisiert.

Die Darstellung der Funktionen erfolgt hierarchisch mit der Gesamtfunktion am Kopf
und den Teilfunktionen darunter. Das Ergebnis ist eine lI6sungsneutrale Abbildung der
grundsatzlichen Funktionalitat des zu entwickelnden Systems.

Die Wirkstruktur ist das zentrale Modell der Spezifikationstechnik des SFB 614. Mit
ihr werden die Systemelemente und deren Beziehungen eines Systems représentiert. Sie
bildet daher die gesamte Struktur inkl. aller vorausgedachten Systemkonfigurationen
eines selbstoptimierenden Systems feingegliedert ab. Im Laufe der Entwicklung wird
sie zum Dreh- und Angelpunkt vieler partialmodellubergreifender Beziehungen.

Das Verhalten unterteilt sich in drei Partialmodelle, die jeweils eine unterschiedliche
Art von Verhalten beschreiben. Verhalten — Zustande bilden dabei samtliche vorausge-
dachten und zu beriicksichtigenden Systemzustdnde und Zustandslbergange ab. Die
dabei auftretenden Ablaufprozesse werden hingegen als Verhalten — Aktivitaten model-
liert. Mit ihnen kénnen auch die fir die Selbstoptimierung typischen Anpassungspro-
zesse spezifiziert werden (vgl. Kap. 2.2.3). Eine Verhalten — Sequenz bildet die Wech-
selwirkungen zwischen mehreren Systemelementen ab. In einer chronologischen Rei-
henfolge werden gewiinschte Systeminteraktionen dargestellt.

Die Gestalt wird in der Regel mit einem 3D CAD-Systemen erstellt. Ein erster Wurf ist
bereits wéhrend der Konzipierung zu erarbeiten, um erste Angaben tiber Wirkflachen,
Wirkorte, Hullflachen und Stiitzstrukturen zu definieren.

Die Représentation der internen, externen und inhérenten Ziele eines Systems sowie
deren Verknlpfungen erfolgt im Zielsystem. Entsprechend des Selbstoptimierungs-
problems kann ein Zielvektor, eine Zielhierarchie oder ein Zielgraph genutzt werden
(vgl. Kap. 2.2.3). Die Beeinflussung der Ziele untereinander kénnen in einer Einfluss-
matrix dargestellt werden.
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Im Rahmen des Verbundprojekts VireS® entstand der Mechatronic Modeller. Er ist
ein 1T-Werkzeug zur effektiven und durchgangigen Modellierung der Prinziplésung
mechatronischer Systeme auf Basis der Spezifikationssprache des SFB 614 [GDK10].

Bewertung: Die Spezifikationstechnik des SFB 614 bildet mit ihren Aspekten und
Konstrukten eine sehr gute Basis zur Spezifikation der kognitiven Informationsverarbei-
tung. Durch die allgemeinverstandliche Beschreibung eignet sich diese Technik bei der
Integration verschiedener Fachdisziplinen. Durch eine geeignete Darstellung besteht
zudem die Maoglichkeit, fur die frihe Phase des Entwurfs notwendiges Wissen in expli-
zites Wissen zu (berfiihren. Der Mechatronic Modeller unterstitzt die rechnerinterne
Abbildung. Offen ist, mit welchen Aspekten und in welcher Weise die kognitive Infor-
mationsverarbeitung zu beschreiben ist.

3.2.3.4 Modelica®

Modelica® ist eine objektorientierte Sprache, die im Rahmen des ESPRIT-Projekts ,,Si-
mulation in Europe Basic Research Working Group* entstand. Sie wird durch die Mo-
delica Association weiterentwickelt und gefordert. Diese bietet die Sprache selbst und
Modelica-Standardbibliothek zur freien Verflgung an. Der aktuelle Sprachstandard
lautet 3.2. Es wird angestrebt, Modellierungssprachen und -ansatze wie VHDL-AMS®
und ObjectMath® zu vereinheitlichen. Vorwiegend wird die Entwicklungsumgebung
Dymola von Dassault Systems eingesetzt. Der Austausch von Modelldaten und die
Wiederverwendung von (Teil-)Modellen werden unterstiitzt [Mod10].

Modelica® eignet sich in erster Linie zur Modellierung mechatronischer Systeme mit
elektrischen, mechanischen, hydraulischen, pneumatischen, thermischen und regelungs-
technischen Komponenten. Ziel ist die Modellierung und anschlieende Simulation
grolRer, komplexer und heterogener physikalischer Systeme. Physikalische Modelle
werden mit der Sprache aufgestellt und mit Hilfe eines Modelica-Ubersetzers in ein
mathematisches Modell tberfiihrt. Die Simulation erfolgt in einer entsprechenden Si-
mulationsumgebung. Der Benutzer beschreibt das System entweder mit Objektdia-
grammen oder direkt auf Gleichungsebene. Mit den Objektdiagrammen werden die
Komponenten des Systems durch Symbole dargestellt, durch Beziehungen miteinander
verbunden und durch Parameter konkretisiert. Das Symbol reprasentiert dabei das ma-

38 VireS — Virtuelle Synchronisation von Produkt und Produktionssystem, geférdert vom Bundesministe-
rium fir Bildung und Forschung (BMBF).

%9 VHDL-AMS (VHSIC Hardware Description Language — Analog and Mixed Signal Extensions) ist
eine Hardware-Beschreibungssprache zur formalen und textbasierten Spezifikation digitaler und ana-
loger Schaltungen [IEEE1076.1].

40 ObjectMath ist eine objektorientierte Erweiterung der Computer-Algebra-Sprache ,,Mathematica“. Sie
ermdglicht die Strukturierung mathematischer Modelle durch Gruppierung mathematischer Funktionen
und Gleichungen [FHV92].
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thematische Modell der Komponente, das aus den physikalischen Gesetzen resultiert.
[EM98], [EMO99], [Mod10].

Bewertung: Modelica® ist in erster Linie zur Beschreibung physikalischer Systeme
gedacht. Daher eignet sie sich gut zur Darstellung der Doméanen Maschinenbau, Elekt-
rotechnik und Regelungstechnik sowie zur Auslegung der physikalischen Eigenschaften
des zu entwickelnden Systems. Die softwareinterne Umsetzung der Symbole erfolgt auf
Basis mathematischer Gleichungen und verfolgt zudem das Ziel, das erstellte System
auf sein reales Verhalten hin zu simulieren. Die Spezifikation der Informationsverarbei-
tung beschrénkt sich auf die Regelungs- und Steuerungstechnik. Die Softwaretechnik
und die Techniken der kunstlichen Intelligenz werden nicht unterstiitzt. Hinzu kommt,
dass Aspekte der Kognitionswissenschaft nicht bertcksichtigt werden kénnen.

3.3 Wiederverwendung von Lésungswissen

Vor dem Hintergrund der Entwicklung der Informationsverarbeitung fortgeschrittener
mechatronischer Systeme und den sich daraus ergebenden Anforderungen, sollte einmal
erfolgreich eingesetztes Losungswissen fur die Wiederverwendung aufbereitet werden.
Dazu werden zundchst Musteransatze verschiedener Fachdisziplinen und anschlieRend
zwei grundlegende IT-Konzepte fir den Umgang mit Lésungswissen diskutiert.

3.3.1 Muster zur Beschreibung wiederkehrender Losungen

3.3.1.1 Wirkprinzipien der Konstruktionslehre

Nach PAHL/BEITz werden Wirkprinzipien zur Konstruktion technischer Systeme in der
Phase des Konzipierens eingesetzt, die sie wie folgt definieren:

,, Konzipieren ist der Teil des Konstruierens, der nach Klaren der Auf-
gabenstellung durch Abstrahieren auf die wesentlichen Probleme,
Aufstellen von Funktionsstrukturen und durch Suche nach geeigneten
Wirkprinzipien und deren Kombination in einer Wirkstruktur die prin-
zipielle Losung festlegt. “ [PBF+07, S. 195].

Das Konzipieren nach PAHL/BEITZ entspricht somit weitestgehend dem Handlungsfeld
des Systementwurfs wie er im Fokus dieser Arbeit steht (vgl. Kap. 2.4.3). KOLLER
nennt als Basis eines Wirkprinzips physikalische, chemische oder biologische Effekte
[Kol98, S. 121]. Nach PAHL/BEITZ beruht ein Wirkprinzip auf einem physikalischen
Effekt:

,,Nur die Gemeinsamkeiten von physikalischem Effekt sowie geometri-
schen und stofflichen Merkmalen (Wirkgeometrie, Wirkbewegung und
Werkstoff) lasst das Prinzip der Ldsung sichtbar werden. Dieser Zu-
sammenhang wird als Wirkprinzip bezeichnet [...]. Das Wirkprinzip
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stellt den Losungsgedanken fur eine Funktion auf erster konkreter Stu-
fe dar“ [PBF+07, S. 54].

Daraus folgt, dass Wirkprinzipien in Abhangigkeit der zu erfiillenden Funktion und dem
zugrundeliegenden Effekt sowie der Wirkgeometrie, der Wirkbewegung und dem
Werkstoff beschrieben werden (Bild 3-11).

physikalisch % Form ‘

Effekte chemisch —— Lage
biologisch —{ Betrag ‘
; Wirkgeometrie | Zahl ‘
. - Geometrische |
Wirkprinzip
Merkmale .
Wirkbewegung Art
zustand
Zu erfiillende Stoffliche | Richtun
Teilfunktion Merkmale Form g
Verhalten —| Betrag

Bild 3-11: Strukturierung von Wirkprinzipien anhand ordnender Gesichtspunkte in An-
lehnung an [PBF+07, S. 148f.]

Um eine systematische Suche und Anwendung von Wirkprinzipien zu ermdglichen,
werden diese tabellarisch in Katalogen dokumentiert, die sich hinsichtlich ihres Inhal-
tes, der Darstellungsform und des angebotenen Konkretisierungsgrades unterscheiden
konnen (vgl. Bild A-1 und Bild A-2). So existieren auch Kataloge und Handbucher fr
physikalische Effekte oder bereits konkrete Losungselemente (wie z.B. Kauf- oder
Normteile) [PBF+07], [Rot00], [VDI2727].

Bewertung: Wirkprinzipien sind in der Konstruktionslehre des Maschinenbaus fest
etabliert. Sie haben einen direkten Bezug zu einer zu erfiillenden Funktion und einem
zugrundeliegendem Effekt. Ein wesentlicher Punkt ist, dass im Vorfeld eine funktionale
Beschreibung des zu entwickelnden Systems erfolgt. Eine Ubertragung auf weitere
Fachdisziplinen, die an der Entwicklung fortgeschrittener mechatronischer Systeme
beteiligt sind, existiert jedoch nicht. Die Spezifikation erfolgt in tabellarischer Form mit
Skizze und textueller Beschreibung. Es gibt keinen Ansatz, Wirkprinzipien mit einer
Modellierungssprache zu beschreiben.
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3.3.1.2 Muster in der Softwaretechnik

Es existieren verschiedene Ansdtze, Muster zur Softwareentwicklung einzusetzen. Der
bekannteste sind die Entwurfsmuster (engl. design patterns) der ,,Gang of Four“**. Es
handelt sich dabei um Ldsungsschablonen fiir sich wiederholende Entwurfsprobleme in
der Softwareentwicklung. Der Aufbau der Muster basiert dabei auf dem von ALEXAND-
ER vorgestellten Konzept. Die eher generische Beschreibung von Mustern wurde dabei
an die Anforderungen der Softwareentwicklung angepasst. Die ausgearbeiteten Muster
enthalten dabei bis auf Beispielcode keine fertig codierten Losungen, sie beschreiben
lediglich den Losungsweg, also wie Softwarecode idealtypisch zu entwerfen ist:

., Die Entwurfsmuster [...] sind Beschreibungen zusammenarbeitender
Objekte und Klassen, die malRgeschneidert sind, um ein allgemeines
Entwurfsproblem in einem bestimmten Kontext zu lésen.

[GHJ+04, S. 4].

Die Muster lassen sich bestimmten Klassen zuordnen. Hierbei wird zwischen erzeugen-
den Mustern, strukturellen Mustern sowie Verhaltensmustern unterschieden. Ein Bei-
spiel eines Verhaltensmusters ist der Beobachter. Dieses Muster beschreibt z.B. einen
Mechanismus, der es erlaubt, alle von einem Objekt abhangigen Objekte zu informie-
ren, wenn sich sein Zustand geéndert hat. Analog zur UML-Notation wird ein Zustand
durch die Attribute festgelegt (vgl. Bild 3-7). Als Beispiel flr ein strukturelles Muster
ist das Kompositum. Mit diesem Muster werden baumartige Aggregationen hergestellt,
die sowohl als einzelne Objekte als auch als Zusammensetzung von Objekten in glei-
cher Weise genutzt werden konnen [GHJ+04].

Um die Anwendung von Mustern im Rahmen der Softwareentwicklung sicherzustellen,
ist ein einheitliches Format notwendig. Die GoF gliedert die Entwurfsmuster dabei in
untergeordnete Abschnitte. Sie verfolgt damit das Ziel, die Struktur so zu vereinheitli-
chen, dass die Muster miteinander vergleichbar sind. Die Darstellung erfolgt textuell
sowie grafisch in UML-Notation und umfasst folgende Aspekte [GHJ+04, S. 8ff.]:

e Mustername und Kilassifizierung: Der Mustername ist so zu wéhlen, dass er pra-
zise den wesentlichen Inhalt des Musters vermittelt.

o Zweck: Der Zweckabschnitt besteht aus einer kurzen Darstellung, welche Ziele das
Muster verfolgt.

e Auch bekannt als: Dieser Abschnitt beinhaltet weitere analoge Namen fur das
Muster, sofern sie existieren.

4 E. GAMMA, R. HELM, R. JOHNSON und J. VLISSIDES verhalfen im Jahre 1994 mit dem Buch ,,Design
Patterns — Elements of Reusable Object-Oriented Software* den Entwurfsmustern zum Durchbruch in
der Softwareentwicklung [GHJ+94]. Sie sind seitdem unter dem Spitznamen ,,Gang of Four” (GoF)
bekannt.
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e Motivation: Dieser Abschnitt besteht aus einem Szenario, das darstellt, wie die
Klassen- und Objektstrukturen des Musters das Problem ldsen.

e Anwendbarkeit: Der Anwendbarkeitsabschnitt beschreibt, in welchen Situationen
das Entwurfsmuster eingesetzt werden kann.

e Struktur: Diese Kategorie ist zweigeteilt. Strukturdiagramme sind eine grafische
Reprasentation der Klassen im Muster. Interaktionsdiagramme hingegen veran-
schaulichen die Abfolge von Operationsaufrufen zwischen Objekten.

e Teilnehmer: Der Teilnehmerabschnitt beinhaltet alle beteiligten Klassen und Ob-
jekte sowie ihre Zustandigkeiten.

e Interaktionen: Der Interaktionsabschnitt beschreibt, wie die Teilnehmer zur Erfil-
lung der gemeinsamen Aufgabe zusammenarbeiten.

e Konsequenzen: Dieser Abschnitt diskutiert, welche Vor- und Nachteile sich durch
die Anwendung des Musters ergeben. Zusatzlich wird dargestellt, wie Aspekte der
Systemstruktur unabh&ngig voneinander variiert werden konnen.

e Implementierung: Der Implementierungsabschnitt préasentiert sprachspezifische
Aspekte und Implementierungsmoglichkeiten.

e Beispielcode: Der Beispielcode diskutiert Codefragmente, die veranschaulichen
sollen, wie das Muster implementiert werden kann.

e Bekannte Verwendung: Dieser Teil enthélt Musteranwendungen in echten Syste-
men.

e Verwandte Muster: Dieser letzte Abschnitt einer Musterbeschreibung setzt das
Muster in Bezug zu anderen Entwurfsmustern, diskutiert die relevanten Unterschie-
de und erldutert, mit welchen Mustern das Muster zusammen verwendet werden
kann.

Ein weiterer Ansatz sind die im Rahmen des SFB 614 entwickelten Echtzeitkoordina-
tionsmuster. Sie definieren die Kommunikation und Vernetzung mehrerer mechatroni-
scher Systeme auf abstrakter Ebene. Sie werden mit der MechatronicUML-Notation
beschrieben, deren zugrunde liegendes Architekturkonzept von der OCM-Struktur abge-
leitet ist (vgl. Kap. 3.2.2.4). Die MechatronicUML ist eine Sprache u.a. zur Modellie-
rung des Echtzeitverhaltens des reflektorischen Operators und zur formalen Verifikation
sicherheitsrelevanter Aspekte. Sie nutzt im Wesentlichen formalisierte Komponenten-
und Zustandsdiagramme der UML (vgl. Kap. 3.2.3.1). Einzelne Komponenten besitzen
fest definierte Schnittstellen durch die weitere Komponenten angebunden sind. Sog.
Real-Time Statecharts spezifizieren das (zeitliche) Verhalten dieser Schnittstellen (sog.
Ports), die nicht nur diskrete, sondern (quasi-)kontinuierliche Signale senden. Sie sind
so aufgebaut, dass sie im Sinne der Mustertheorie im Rahmen der Softwareentwicklung
auf verschiedene Komponenten (bertragen werden koénnen. Bild 3-12 zeigt das Echt-
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zeitkoordinationsmuster ,,Distancecoordination* zur Beschreibung einer Konvoibildung
mehrerer intelligenter Schienenfahrzeuge, sog. RailCabs (vgl. Kap.2.2.3) [GHH+08],
[ADG+09], [SEH+10].

/" Distance- ™
Komponente Rolle: rear . Coordlnatlon .7 Rolle: front Port

s AN
’ N
s N
s N
, N
-

rl: RailCab ‘ Konnekior > r2: RailCab

RT Statecharts ~ RT Statecharts

Bild 3-12: Struktur des Echtzeitkoordinationsmusters ,, Distancecoordination* in An-
lehnung an [GHH+08]

Die Struktur eines Echzeitkoordinationsmuster wird mit dem Komponentendiagramm
der MechatronicUML spezifiziert. Sie umfasst drei Bestandteile: die beiden Teilsysteme
(Rolle r1 und r2), die Kommunikationsverbindung (Konnektor) und Sicherheitseigen-
schaften. Ein Echtzeitkoordinationsmuster umfasst neben dem Namen und der Struktur
noch die Aspekte Zweck/Ziele, Bedingungen/VVoraussetzungen, Verhalten und Verifika-
tion [May08]. Das Verhalten und die Verifikation der Rollen sowie des Konnektors
werden durch Real-Time Statecharts beschrieben. Erfolgt eine Einbettung kontinuierli-
chen Systemverhaltens, z.B. durch Regler, werden diese zu hybriden Rekonfigurations-
charts erweitert. So kdnnen hierarchische Rekonfigurationen von Regelstrukturen zur
Laufzeit modelliert werden, indem Komponenten mit Synchronisationsstatecharts aus-
getauscht werden. Wechselt ein RailCab von dem Zustand no convoy in den Zustand
convoy rear, wird zusétzlich ein Abstandsregler vor den Geschwindigkeitsregler ge-
schaltet (Bild 3-13) [GHH+08], [SEH+10].

isConvoyOK /

convoyOK isConvoyOK /
noConvuy
- d
When(convoyUseful) /
convoy front buildConvoy

convoy rear

when(convoyNotUseful) /
doBreakConvoy ?

dl
Ay
no convoy
default wait {to}
v g ]
di—» (15<to) V* :Velocity Controller F*

:Distance Controller Controller

:Velocity Controller breakConvoy / breakConvoy /

- a & |
*********************** :Velocity Controller F*
v E %% — —
="

Bild 3-13: Hybrider Rekonfigurationschart fiir das Echtzeitkoordinationsmuster ,, Ab-
standskoordination “ nach [GHH+08]

Bewertung: Die Entwurfsmuster der GoF erfiillen die Definition nach ALEXANDER und
sind insbesondere fur den objektorientierten Softwareentwurf geeignet. Sie beschreiben
in erster Linie, wie sich Software idealtypisch entwerfen lasst und sind somit fur die
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Dokumentation von Entwurfsobjekten der kognitiven Informationsverarbeitung fortge-
schrittener mechatronischer Systeme ungeeignet. Die Echtzeitkoordinationsmuster be-
ziehen sich direkt auf das OCM-Konzept und berticksichtigen folglich eine kognitive
Struktur fur die Informationsverarbeitung. Sie liefern diesbeziiglich erste Muster, wie
Umschaltvorgéange des Controllers gesteuert werden kénnen. Sie werden allerdings
nicht zum Systementwurf eingesetzt werden, sondern finden im domanenspezifisch
Softwareentwurf ihren Einsatz. Ferner adressieren sie vorrangig Echtzeit- und Sicher-
heitsaspekte.

3.3.1.3 Musteranséatze aus der Regelungstechnik

Fur die Doméne Regelungstechnik existieren in der Literatur nur Ansétze fir Losungs-
muster entsprechend der Musterdefinition nach ALEXANDER. Eine etablierte Herange-
hensweise in der Regelungstechnik, erfolgreich eingesetztes Wissen zu abstrahieren und
auf neue Problemstellungen zu ubertragen, liefert bspw. FOLLINGER. Um das Vorgehen
und samtliche Zusammenhéange im Rahmen der Entwicklung grafisch zu modellieren,
werden sog. Blockschaltbilder eingesetzt. Es ist die Basis flr die weitere Ausarbeitung
einer Regelung bzw. eines Regelkreises (Bild 3-14).

StorgréRe
- - - - - -"7"""7""""7"7"7”"7”""”/"/""7/"/"7~ 7 z
[
: G _Re_gel_ ~ 7 7 Regler |_ o _Igu_ _| * Regel-
Vergleichs- . ) ausgangs- | Stetl- -
| gied  dTeren I groRe lgrofe | gpely.| grofe
=w- Regel- u L Iy
| | Steller
| Fuhrungs- ’f P glied | P glie d|Strecke —— >
I groRe | : )
[ L —
: Regler | Stelleinrichtung
L /!
Regeleinrichtung
Mess-
Ruckfiihrungsgrofle r elnrlchtung

Bild 3-14: Abstraktes Blockschaltbild einer Regelung [F6108, S. 3]

Késtchen stellen allgemeine Funktionselemente und die durchgezogenen Linien die
FunktionsgrofRen dar. Diese verbinden die Funktionselemente. Somit werden die we-
sentlichen Komponenten, wie Regelglied oder Stellglied, als auch samtliche Bezeich-
nungen der relevanten Ein- und Ausgangsgrofien abgebildet. Die AusgangsgroRe der
sog. Strecke, bzw. des dynamischen Systems, ist die Regelgrofie x. Diese wird fortlau-
fend von Sensoren erfasst und an die Messeinrichtung weitergeleitet. Analoge Messgro-
Ren wie Temperatur oder Druck werden dabei in elektrische Groen umgewandelt, die
als Rickfuhrungsgrolie r bezeichnet werden. Diese RuckfiihrungsgréRe wird mit einer
von auf3en vorgegebenen FuhrungsgréfRe w verglichen. Innerhalb des Vergleichsgliedes
erfolgt die Ermittlung der Regeldifferenz e. Hauptaufgabe des darauf folgenden Regel-
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gliedes ist die Korrektur des dynamischen Verhaltens des Systems. Ohne das Regelglied
besteht die Gefahr, dass die Regelung zu instabil, zu ungenau oder zu trage arbeitet. Hat
der Vergleich der FihrungsgroBe w mit der Ruckfihrungsgrolle r ergeben, dass eine
Differenz vorliegt, muss die Regelgrofie an den Sollverlauf der FuihrungsgroRe angegli-
chen werden. Hervorgerufen wird diese Differenz durch die auf die Strecke einwirkende
Storgrolle z oder durch eine VVorgabe eines anderen Sollwerts. Die anschlielende An-
passung der Werte wird durch die Stelleinrichtung realisiert, die sich in Steller und
Stellglied unterteilt [DIN19226], [F6108].

Bei der Entwicklung einer Regelung geht es daher um Umwandlungen und Anpassun-
gen von skalaren GroRen. Diese erfolgen durch die sog. Ubertragungsglieder (z.B. das
Vergleichsglied), die z.B. durch elektrische Schaltungen realisiert werden. Komplexe
anwendungsspezifische Regelungen setzen sich dabei stets aus einer Reihe elementarer
Ubertragungsglieder im Sinne von wiederverwendbaren Lésungen zusammen. Aus der
vorgenommenen Anpassung der Eingangsgrofie im Vergleich zur Ausgangsgrofie resul-
tieren sog. Ubertragungsfunktionen, die durch mathematische Formeln festgehalten
sind. Die anschlieende Simulation einer entwickelten Regelung erfolgt durch Softwa-
retools und basiert auf mathematischen Modellen. Diese Modelle gehen dabei auf die
Kombination der Ubertragungsglieder mit den zugehérigen Ubertragungsfunktionen
zuriick [FoOI08, S. 46].

GAUSEMEIER et al. greifen diesen Ansatz auf und zeigen eine erste Zusammenstellung
fur Muster der Regelungstechnik beispielhaft auf (vgl. Bild A-4). Fur diese werden eine
zu erflllende Teilfunktion, eine Blockschaltdarstellung und konkrete Lésungselemente
definiert. Allerdings werden die Muster selbst nicht weiter spezifiziert [GHK+06].

Low beschéftigte sich im Rahmen des SFB 614 mit der Spezifikation der Regelungs-
technik in der Prinziplosung selbstoptimierender Systeme und der Uberfithrung dieser
in die doménenspezifische Konkretisierung auf Basis von Blockschaltbildern. Die Ar-
beit ist ein weiterer Ansatz zur Ableitung von Lésungsmustern. Low nutzte die Spezifi-
kationstechnik des SFB 614 und orientierte sich an dem Operator-Controller-Modul.
Der Fokus seiner Arbeit liegt auf dem Controller (CO). Hierfir wurden folgende Par-
tialmodelle identifiziert [LowQ9, S. 60]:

e Umfeld: Auf den CO einwirkende Einflusse unterteilt nach erforderlichen, neutralen
und storenden Einflissen.

e Anwendungsszenario: Charakterisierung der Regelaufgabe und grobe Beschrei-
bung der LAsung.

e Anforderungen: Eine tabellarische Auflistung der Anforderungen an den CO.
e Zielsystem: Auflistung der Ziele, die die Regelung erreichen soll.

e Funktionen: Hierarchische Strukturierung der zu erfiillenden Regelfunktionen.
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e Wirkstruktur: Grundstruktur der Regelung abgebildet durch Systemelemente und
Flussbeziehungen.

e Verhalten: Darstellung des Regelverhaltens in Aktivitaten und Zustande.

Low definiert fiir den Controller mehrere Wirkstrukturen hinsichtlich verschiedener
Regelungen und Regelstrategien. Ausgearbeitete Modelle fur die anderen Partialmodel-
le fehlen, so dass keine Losungsmuster direkt ableitbar sind. Auch fir das Operator-
Controller-Modul stellt er eine triviale Wirkstruktur auf (Bild 3-15).
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Bild 3-15: Wirkstruktur des Operator-Controller-Moduls [LowQ9, S. 74]

Bewertung: Allen untersuchten Ansatzen fehlt ein klares Spezifikationsschema fiir L6-
sungsmuster der Regelungstechnik. FOLLINGER liefert mit der Darstellung einer Regel-
strecke als Blockschaltbild und der Definition wesentlicher Ubertragungsglieder erste
Ansatzpunkte zur Ableitung von Ldsungsmustern. Das Verhalten der Glieder spiegelt
den Verlauf der Sprungantwort wieder, welche stets auf mathematischen GesetzmaRig-
keiten beruht. Der Ansatz nach GAUSEMEIER et al. ist nur fur wenige Beispiele und nicht
detailliert ausgefuhrt. Low bezieht sich auf die gesamte Informationsverarbeitung, in-
dem er sich an der Struktur des OCM orientiert. Er definiert Partialmodelle zur voll-
standigen Abbildung einer Regelung. Zur Ableitung von Losungsmustern ist der Detail-
lierungsgrad noch unzureichend und es wurden bislang nur einige wenige musteréhnli-
che Wirkstrukturen definiert. Zudem wird lediglich der Hinweis gegeben, dass unter-
schiedliche Regelalgorithmen sowie Schaltbefehle moglich sind. Erste Angaben, welche
Verfahren umzusetzen sind, fehlen. Die triviale Wirkstruktur des OCM muss fur eine
Spezifikation der kognitiven Informationsverarbeitung noch konkretisiert werden.
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3.3.1.4 Wirkmuster zur Selbstoptimierung nach SCHMIDT

Im Rahmen des SFB 614 hat SCHMIDT eine Spezifikation von Wirkmustern zur
Selbstoptimierung erstellt, um eine Wiederverwendung von Lésungen in den frihen
Phasen des Entwurfs selbstoptimierender Systeme zu ermdglichen (vgl. Kap. 2.2.3). Er
erkannte, dass selbstoptimierende Systeme zur Umsetzung des Selbstoptimierungspro-
zesses Funktionen erfillen missen, die Uber konventionelle Funktionen wie ,,Kraft
iibertragen oder ,,Energie leiten” wesentlich hinausgehen. Nach SCHMIDT existieren
folgende vier Funktionen, auf denen das Verhalten eines selbstoptimierenden Systems
basiert. Sie werden als Funktionen zur Selbstoptimierung bezeichnet [Sch06b, S. 75]:

o reflektieren: aus vergangenem Verhalten lernen

e exploitieren: bestehendes Wissen nutzen

e interagieren: mit anderen Systemen kooperieren

e explorieren: zukunftige System- und Umfeldzustéande erkunden

Ausgehend von diesen Funktionen definiert SCHMIDT die vier Basiswirkmuster zur
Selbstoptimierung Reflexion, Exploitation, Interaktion und Exploration. Durch eine
Verfeinerung oder Kombination kénnen aus diesen weitere Wirkmuster zur Selbstopti-
mierung abgeleitet werden. Die Beschreibung der Wirkmuster zur Selbstoptimierung
erfolgt teilweise mit der Spezifikationstechnik des SFB 614, an die sich auch das Spezi-
fikationsschema orientiert (Bild 3-16).
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Bild 3-16: Partialmodelle des Spezifikationsschemas flir Wirkmuster zur Selbstoptimie-
rung [Sch06b, S. 78]
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Das Partialmodell Anwendungsszenario kann aus einem oder mehreren Anwendungs-
szenarien bestehen. Diese beschreiben, wie das Wirkmuster eingesetzt werden kann und
sind somit ein wichtiges Kriterium flr dessen Auswahl. Ein Anwendungsszenario wird
durch eine Skizze und eine textuelle Beschreibung spezifiziert. Zudem werden die im
Hinblick auf die Selbstoptimierung wesentlichen Punkte prosaisch festgehalten.

Einen intuitiven Zugang zu dem Wirkmuster soll die Prinzipbeschreibung ermdgli-
chen. Auch diese besteht aus einer grafischen sowie textuellen Darstellung des Prinzips
und einer Komponente Selbstoptimierung. Letztere fasst die Teilnehmer und deren Be-
teiligung am Selbstoptimierungsprozess zusammen.

In der Struktur werden mittels einer Strukturskizze die beteiligten Systemelemente und
deren Beziehung zueinander dargestellt. Sie soll einen Ausschnitt der Wirkstruktur des
zu entwickelnden Systems abbilden. Die einzelnen Systemelemente werden den drei
Phasen des Selbstoptimierungsprozesses zugeordnet.

Das Verhalten beschreibt den Selbstoptimierungsprozess oder Teile davon. Die ent-
sprechende Verhaltensskizze kann mit Aktivitaten der beteiligten Systemelemente spe-
zifiziert werden, die wiederum dem Selbstoptimierungsprozess zugeordnet werden.
Grundsétzlich kénnen aber auch andere Techniken wie Petri-Netze oder Kollaborati-
onsdiagramme eingesetzt werden.

Im Partialmodell VVerfahren werden Methoden, Algorithmen und Erfahrungswissen zur
Umsetzung eines Teils oder des gesamten Selbstoptimierungsprozesses aufgelistet. Ent-
sprechend einem Anwendungsszenario werden geeignete Verfahren in einer Verfah-
rensskizze beschrieben. Eine Konkretisierung erfolgt in den spéateren Entwurfsphasen.

SCHMIDT hat auch ein Wissensmanagementsystem fur die Wirkmuster entworfen. Es
besteht aus einer Verwaltungskomponente, einer Zugriffskomponente und einer Wis-
sensbasis. Bei der Erfassung der Wirkmuster im System werden erste Kriterien anno-
tiert, um eine spéatere Suche zu ermdglichen.

Bewertung: Das Spezifikationsschema der Wirkmuster ist intuitiv verstandlich. Ferner
wird mit der Spezifikationstechnik des SFB 614 eine konkrete Modellierungssprache
eingesetzt. Allerdings wird diese nicht immer konsequent in den einzelnen Partialmo-
dellen genutzt und in Teilen abgewandelt. Das resultiert in einer rein logischen und mit-
unter prosaischen und wenig ingenieurwissenschaftlichen Beschreibung. Zwar identifi-
ziert SCHMIDT basale Funktionen zur Selbstoptimierung, eine durchgéngige Beschrei-
bung der Informationsverarbeitung ist mit diesen aber nicht moglich. Ein Partialmodell
flr die Funktionen fehlt génzlich. Das System zum Management der Wirkmuster ist gut
durchdacht, der Aspekt der doménenibergreifenden Zusammenarbeit wird nicht adres-
siert. Ferner fehlt eine Anbindung an ein Modellierungswerkzeug.
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3.3.1.5 Ldsungsmuster nach SuHwm

SUHM bezeichnet elementare Einheiten zur Entwicklung technischer Systeme als Lo-
sungsmuster. Dieses ist wie folgt definiert:

,, Ein Losungsmuster ist eine anwendungsneutrale Beschreibung einer
Losung, die an bestimmte Problemstellungen anpalbar ist. Lésungs-
muster unterstutzen durch die Beschreibung einer parametrisierten
Lésung im Zusammenhang mit der Losungsvoraussetzung und der L6-
sungsumgebung den Problemldsungsprozess innerhalb der Konstruk-
tion unmittelbar. Losungsmuster reprasentieren damit Konstruktions-
wissen explizit und deklarativ in elementaren Einheiten.
[Suh93, S. 6f.].

Dabei finden diese Losungsmuster ihren Einsatz im Systementwurf*?. Der Aufbau eines
Losungsmusters unterteilt sich in die Aspekte Voraussetzungen, Lésung sowie Umge-
bung. Bild 3-17 zeigt ein Losungsmuster eines Radiallagers beispielhaft.

Losungsmuster Radiallager
Radiallagerung Bezeichnung J_
o

DIN 615, DIN 617,... Quelle Symbol
Funktionsoperation Kraft) leiten

Voraus- P ( )

setzungen FunktionsgréRRe Radialkraft, Axialkraft
Wartung wartungsfrei
Relativbewegung wélzen

Losung Tragzahl 0,3 ... 5000 kN
Drehzahl < 10000 min™
sitzt auf Welle

Umgebung sitzt in Lagerblock, Gehause
Sicherung innen keine, Sprengring, Mutter

Bild 3-17: Beispiel eines Losungsmusters fir den Systementwurf nach [Suh93, S 79]

Voraussetzungen: Hier werden die Soll-Eigenschaften eines technischen Objekts do-
kumentiert. Diese beziehen sich auf Begriffe und Merkmale aus vorangegangenen Ent-
wicklungsphasen, die als Voraussetzungen fur das vorliegende Losungsmuster gelten.
In der Regel handelt es sich um Angaben bezgl. Anforderungen und Funktionen.

#2 5UHM bezeichnet den Systementwurf als Prinzipmodellierungsphase, in der ausgehend von der Funkti-
onsstruktur des zu entwickelnden Systems die Prinzipstruktur festgelegt wird. Sie entspricht somit dem
Systementwurf fortgeschrittener mechatronischer Systeme (vgl. Kap. 2.4.3) [Suh93, S. 76].
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Losung: Dieser Aspekt beschreibt die Ist-Eigenschaften des Ldsungsmusters, die die
Voraussetzungen erfullen. Diese liegen in der Regel in parametrisierter Form vor. Es
konnen aber auch komplexe Auspragungen definiert werden, die sich wiederum aus
einer komplexen (Teil-)L6sung zusammensetzen.

Umgebung: Die Lésung muss unter Berticksichtigung der Umgebung die Vorausset-
zungen erflllen, in die sie eingesetzt wird. Daher werden in diesem Aspekt weitere
Randbedingungen und Anforderungen definiert.

SuHM strukturiert die Losungsmuster im Sinne einer Komplexitatsbeherrschung. Dazu
wird zwischen elementaren und komplexen Lésungsmustern unterschieden. Komplexe
Losungsmuster lassen sich grundsatzlich in elementare Ldsungsmuster zergliedern.
Aufgrund der damit einhergehenden hohen Granularitat, l&sst sich jede Konstruktions-
aufgabe durch Kombination von elementaren Losungsmustern 16sen. Der Zusammen-
hang zwischen komplexen und elementaren Ldsungsmustern ist anhand eines Lagersit-
zes auf einer Welle in Bild 3-18 dargestellt [Suh93].

elementare komplexe
Losungsmuster Losungsmuster
Lésungsmuster
Lésungsmuster Abdichtung
Rotationsteil Lésungsmuster —
- " Lésungsmuster
A Dichtflache ] Wellenabschnitt-
/ ™ Lagersitz
R V
7|
i
Lésungsmuster
Lésungsmuster Losungsmuster — Lagerung
Dichtring Sitz

Bild 3-18: Zusammenhang zwischen komplexen und elementaren Ldsungsmustern
[Suh93, S. 81]

Aufbauend auf den Arbeiten von SuHM verfolgten GRABOWSKI und LOSSACK mit der
Universal Design Theory (UDT) das Ziel, Lésungsmuster unterschiedlicher Fachdiszip-
linen zusammenzufuhren. Dafir ist es notwendig, die komplexen Probleme aus den
unterschiedlichen Doméanen zu abstrahieren. Die abstrahierte Beschreibung soll an-
schlieBend eine Ubertragung auf weitere Fachbereiche ermdglichen. Durch die Ausar-
beitung domanenubergreifender Basiselemente lassen sich Probleme, fur die es bisher
keine LOsung gab, durch Losungsansatze anderer Disziplinen l6sen [GLOO], [Los06].

Bewertung: Die Losungsmuster nach SuHM bilden die Grundlage fur die Dokumentati-
on von technischen Teillésungen. Allerdings eignen sie sich in erster Linie zur Be-
schreibung rein maschinenbaulicher Problemstellungen. Da die Inhalte jedoch textuell
in tabellarischer Form aufgelistet werden, ist eine Ubertragung auf weitere Fachdiszip-
linen denkbar. Die Beschreibungstiefe der Losung ist hinsichtlich fortgeschrittener me-
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chatronischer Systeme zu gering. Weder strukturelle noch verhaltensspezifische Aspek-
te einer Losung kdnnen abgebildet werden.

3.3.1.6 Engineering Design Pattern nach SALUSTRI

SALUSTRI bezieht sich bei seiner Interpretation des Begriffes Muster auf die Definition
von ALEXANDER. Er versteht unter einem Muster eine Art Sprache, mit der eine kon-
textgebundene Ldsung eines Problems, bzw. einer Klasse von Problemen, beschrieben
werden kann. Er unterscheidet vier integrale Bestandteile einer Musterbeschreibung, die
im Wesentlichen den Kategorien nach ALEXANDER entsprechen (vgl. Kap. 2.4.3)
[Sal01], [Sal05]. Im Fokus von SALUSTRIS Arbeit stehen Muster fiir die Produktent-
wicklung. Sie sollen helfen, Wissen zu bewahren und wiederabrufbar zu machen. Ferner
sollen sie dazu beitragen, erfolgreich eingesetztes Losungswissen zu verbreiten. Insbe-
sondere im Hinblick auf die zunehmende Beteiligung verschiedener Disziplinen wie der
Regelungstechnik, der Mechanik und der Softwaretechnik sei eine einheitliche Spezifi-
kation von groBem Vorteil [Sal01, S7f.].

SALUSTRI definiert neun Charakteristika flr eine erfolgreiche Akzeptanz und Anwen-
dung von Mustern. Die wesentlichen sind ein einheitlicher Aufbau, eine leichtverstand-
liche sowie domaneniibergreifende Darstellung und das Aufzeigen von Lésungsalterna-
tiven. Daraus ergibt sich eine basale Struktur fir Engineering Design Pattern, die als
therefore-but Musterstruktur bezeichnet wird und wie folgt definiert ist [Sal05]:

e Muster-Name (Descriptive Pattern Name): Diese Kategorie beinhaltet den Na-
men, den Autoren sowie das Bearbeitungsdatum des Musters.

e Problem: Im Rahmen der Problembeschreibung ist darauf zu achten, prazise und
detailliert den Kern des Problems in einem Satz zu schildern. Dariiber hinaus ist auf
den Kontext des Problems einzugehen. Dieser Abschnitt des Musters enthalt zudem
eine Auflistung der wesentlichen Anforderungen an die zu erarbeitende Ldsung.

e Deshalb (Therefore): In einem Absatz wird zundchst in Form einer kurzen Anlei-
tung die Art des Losungsweges beschrieben. Es folgt eine detaillierte Unterteilung
sowie generische Ausarbeitung der Problemldsung. Zusétzlich ist im Rahmen dieser
Kategorie auf andere geeignete Muster, Losungen oder Methoden hinzuweisen.

e Aber (But): In diesem Abschnitt erfolgt eine Beschreibung der Konsequenzen bei
der Anwendung des betrachteten Musters. Hierzu ist es notwendig, explizite An-
wendungsbeispiele aufzuzeigen. ldealerweise werden drei Beispiele hinterlegt, die
jeweils unterschiedliche Konsequenzen beinhalten.

e Siehe auch (See Also): Diese Kategorie des Musters ist optional. Hier kénnen ande-
re Muster genannt werden, die fir den Anwender interessant sein kdnnten. Dabei
miussen diese Muster nicht zwangslaufig in der gleichen Form dokumentiert sein.
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SALUSTRI beschreibt in dieser Form drei Beispielmuster, von denen nur eines im Kon-
text der Entwicklung technischer Systeme relevant ist (vgl. Anhang Al.2). Von ent-
scheidender Bedeutung ist, dass die Muster nach SALUSTRI eine Art beschreibende An-
leitung fur den Wissenstransfer zwischen einem Individuum und einer Gruppe sind. Um
dieses Wissen bestmdglich verfugbar zu machen, schlagt SALUSTRI die Nutzung des
Internets vor und bezieht sich dabei auf das Wiki-Konzept (vgl. Kap. 3.3.2.2) [Sal05].

Bewertung: Der vorgestellte Ansatz ist in weiten Teilen sehr abstrakt aufbereitet. Er
kommt nicht Gber eine generische Sichtweise auf die Wiederverwendung von Losungen
in der Produktentwicklung hinaus. Die Kategorisierung entspricht zwar der Definition
nach ALEXANDER, jedoch ist die Beschreibungstiefe gering. Der Ansatz adressiert zwar
eine domanenunabhdngige Beschreibung, einen konkreten Einsatz vor allem hinsicht-
lich der Spezifikation der Informationsverarbeitung ist nicht zu erkennen. Ferner bleibt
ungeklart, wie eine einheitliche Form von Ldsungsmuster definiert sein muss, um Wis-
sen verschiedener Disziplinen zusammenzufihren und abzurufen. Der Einsatz eines
Wiki-Systems fir die IT-Unterstlitzung ist zwar interessant, SALUSTRI bietet aber auch
hier kein konkretes Konzept zur Umsetzung.

3.3.1.7 Musteransatz nach DEIGENDESCH
DEIGENDESCH definiert ein Muster im Kontext der Produktentwicklung wie folgt:

. Ein Muster ist die Beschreibung der invarianten Merkmale einer
Vielzahl von Lésungen zu ahnlichen Problemstellungen in einer defi-
nierten Situation. Charakteristisch fiir ein Muster ist eine feste Struk-
tur inhaltlicher Elemente und deren Verkniipfungen zu uber- und un-
tergeordneten Mustern. “ [Dei09, S. 129].

Er identifiziert die drei Kernkomponenten Situation, Problem und Ldsung, die jedes
Muster besitzen muss. Den Aufbau eines Musters fur die Produktentwicklung lehnt er
ferner an die SPALTEN-Methode® nach ALBERs an [ADTO09], [Dei09, S. 129f.]:

e Name (Alias): Die Namensgebung ist notwendig, um den Kern des Musters eindeu-
tig und treffend zu beschreiben.

e Situation: Die Situation definiert den Kontext und somit die Gultigkeit des Musters.
Die Beschreibung beinhaltet alle relevanten Informationen der Situationsanalyse
und stellt zuséatzlich die Verbindung zu Gbergeordneten Mustern her.

3 Das Akronym SPALTEN steht fiir Situationsanalyse, Problemeingrenzung, Alternative Losungen,
Losungsauswahl, Tragweitenanalyse, Entscheiden und Umsetzen sowie Nacharbeiten und Lernen. Es
beschreibt eine systematische Problemldsung im Kontext der Produktentwicklung [ABM+05].
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e Problem: Im Rahmen der Problembeschreibung wird das zugrunde liegende Prob-
lem feingegliedert dargestellt. Dies erfolgt sowohl textuell als auch mittels unter-
stitzender Grafiken.

e Losung: Diese bezieht sich nicht auf einen bestimmten Anwendungsfall, sondern
liegt in abstrakter Form vor. Sie enthédlt sowohl den Kern zur Lésung des Problems
als auch Hinweise zur Musteranwendung. Ferner wird Bezug genommen zwischen
der abstrakten Ldsung und dem gegebenen Problem. Die Darstellung erfolgt erneut
sowohl textuell als auch grafisch.

e Tragweite: Hier werden Chancen und Risiken beschrieben, die sich aus der An-
wendung des Musters ergeben kdnnen.

e Konsequenz: Dieser Teil beinhaltet das Ergebnis der Umsetzung.

e Beispiele: Im Gegensatz zur abstrakten Losungsbeschreibung wird an dieser Stelle
auf Anwendungsfalle eingegangen. Erfolgreiche Beispiele als auch Umsetzungen,
die nicht zum gewiinschten Ergebnis geflhrt haben, werden dargestelit.

e Verwandte Muster: Es besteht die Mdglichkeit, dass ein Problem durch unter-
schiedliche Muster geldst werden kann. Diese sind in dieser Kategorie aufgelistet.

e Quellen: Samtliche verwendeten Quellen sind zu dokumentieren.

e Metadaten: Schlagworte, Kategorien sowie erganzende Informationen, wie Signifi-
kanz, Ersteller, Bearbeiter oder Anderungsdatum werden hier aufgefiihrt.

DEIGENDESCH hat die Spezifikation im Rahmen des SFB 499* auf Lésungen im Be-
reich der Mikrotechnik angewandt (vgl. Bild A-5). Bild 3-19 zeigt, wie die dokumen-
tierten Muster erzeugt und angewendet werden. Zundachst identifiziert und dokumentiert
ein Experte ein Muster mit den drei Kernkomponenten Situation, Problem und Losung.
Das daflr notwendige Wissen besitzt dieser z.B. aus zuruckliegenden Produktentste-
hungsprozessen. Die Musterreprasentation enthalt die Wissensbasis, in der samtliche
Muster gespeichert sind. Uber Schnittstellen haben weitere Experten oder Benutzer die
Maoglichkeit, auf die abgelegten Muster zuzugreifen. Sie kdnnen die Muster anschlie-
Rend sowohl auf ihre Problemstellung anwenden als auch validieren und optimieren und
sie anschlieend wieder in der Wissensbasis ablegen. Die Musterreprasentation wurde
in das Informationssystem MyBoK* integriert, so dass dessen Funktionalitat, insbeson-
dere zur Suche, genutzt werden kann.

44 Der Sonderforschungsbereich 499 , Mikrourformen® wird von der Deutschen Forschungsgemeinschaft
(DFG) gefordert und ist noch bis 2011 bewilligt.

5 Das Micro Book of Knowledge (MyBoK) ist ein projektinternes Wiki-System des SFB 499 (vgl. Kap.
3.3.2.2).
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Bild 3-19: Aktivitdtenmodell des Musteransatzes [Dei09, S. 133]

Bewertung: Der vorgestellte Musteransatz nutzt eine textuelle Beschreibung zur Dar-
stellung der wesentlichen Inhalte. Die Kernkomponenten und Form entsprechen wei-
testgehend der Definition nach ALEXANDER. Der Ansatz wurde flr die Mikrotechnik
umgesetzt, weitere Disziplinen wurden bislang nicht adressiert. Trotz des generischen
Ansatzes wird eine domanenibergreifende Spezifikation nicht angestrebt. Der Ansatz
wird durch die Orientierung an einer in der Produktentwicklung etablierten VVorgehens-
weise dem Entwurf technischer Systeme gerecht. Kritisch ist der hohe Grad an prosai-
scher Beschreibung. Eine Modellierungssprache zur Beschreibung der Muster ist nicht
vorgesehen. Konkrete Kriterien zur problemspezifischen Auswahl werden in den Mus-
tern nicht explizit definiert.

3.3.2 IT-Konzepte fur den Umgang mit L6sungswissen

3.3.2.1 Expertensysteme

Bei Expertensystemen handelt es sich um wissensbasierte Systeme, die das Wissen von
Experten bestimmter Fachgebiete softwaretechnisch représentieren und zur Losungsfin-
dung komplexer Problemstellungen eingesetzt werden. Sie sind dem Forschungsbereich
der kunstlichen Intelligenz zuzuordnen, den sie mit Beginn ihrer kommerziellen Einflh-
rung in den 1980er Jahren stark pragten. Ein wesentlicher Aspekt dieses Konzepts liegt
auf der Formalisierung und Dokumentation des Expertenwissens in einer Wissensbasis.
Expertenwissen bezeichnet jenes Wissen, das durch langjéhrige Erfahrung entstand und
in der Regel personengebunden ist. Durch eine Externalisierung entsteht die Mdglich-
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keit, dieses Wissen in geeigneter Form abzubilden und es somit Dritten zur Verfiigung
zu stellen. Wesentliche Komponente ist eine Problemldsungsstrategie, die das Wissen
aus der Wissenshasis fir logische Schlussfolgerungen nutzt. Ziel ist die Reproduktion
der menschlichen Problemldsungskompetenz. Expertensysteme weisen daher in ihrer
Struktur eine klare Trennung zwischen Wissensbasis und Problemldsungskomponente
auf (Bild 3-20) [SNC87], [Kel00], [BKO06].

Benutzer Experte
Dialog- Erklarungs- \g‘\z?:g;
<—— | Komponente | komponente komponente —
. bereichs-
fallspezi- spezi-
fisches . ) < | fisches
Problemlésungskomponente
Fakten- Experten-
wissen 1 wissen

Zwischen- und Endergebnisse

Bild 3-20: Architektur eines Expertensystems [Pup86, S. 2]

Die Architektur eines Expertensystems besteht aus der anwendungsspezifischen Wis-
sensbasis und einem bereichsunabhéngigen Steuersystem. Zusatzlich existieren Schnitt-
stellen zu den sog. Experten (Wissenslieferanten) und den Benutzern (Wissensanwen-
dern) Die Wissensbasis setzt sich aus insgesamt drei Kategorien zusammen [Pup86]:

e Fallspezifisches Faktenwissen wird durch den Benutzer wahrend einer Anfrage
eingegeben.

e Bereichsspezifisches Expertenwissen wird von einem Experten hinzugefiigt.

e Zwischen- und Endergebnisse werden durch das System hergeleitet.

Das Steuersystem setzt sich hingegen aus folgenden vier Komponenten zusammen
[Kel0O, S. 66f.]:

e Die Dialogkomponente managet den Informationsaustausch zwischen dem Benut-
zer und dem Expertensystem.

e Die Wissenserwerbskomponente empfangt und Gberfiihrt das Wissen in die Wis-
sensbasis. Der Experte kann dieses zu einem spéteren Zeitpunkt noch verandern.
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e Die Problemldsungskomponente sucht nach einer Losung fur das durch den Be-
nutzer eingegebene Problem. Sie kann wahrend des Bearbeitungsvorganges weitere
Fakten von dem Benutzer anfordern und hat zudem Zugriff auf die Wissensbasis.

e Erklarungskomponente: Mit Hilfe dieser Komponente wird bspw. durch Plausibi-
litatskontrollen oder Fehleranalysen versucht, dem Benutzer das interne Vorgehen
des Expertensystems verstandlich zu vermitteln.

Eine wesentliche Schwierigkeit bei der Umsetzung eines Expertensystems ist die Exter-
nalisierung des Expertenwissens. Dieses Wissen muss in derartigen Systemen in geeig-
neter Form gespeichert und abgebildet werden. Zusétzlich ist eine VVorgehensweise zu
erarbeiten, wie dieses Wissen auf die jeweiligen Probleme der Benutzer zielfiihrend
angewendet werden kann [Kel00, S. 67].

Bewertung: Das Grundkonzept, personengebundenes Wissen zu externalisieren, spie-
gelt den Grundgedanken der Mustertheorie wider. Auf welche Art und Weise dieses
umgesetzt wird, ist je nach Anwendungsfall unterschiedlich. Daher ist dieser Aspekt in
Bezug auf die Losungsmuster neu zu entwickeln. Eine Wissensbasis fir die Bewahrung
des Ldsungswissens muss ein integraler Bestandteil eines IT-Konzepts zum Umgang
mit Losungswissen sein. Inferenzmechanismen zur Generierung neuer Ldsungen in
Form von Mustern durch das IT-System bieten zwar eine interessante Funktionalitat,
sind aber keine Anforderung an die Arbeit des Autors. Der Fokus liegt auf dem geziel-
ten Zugriff auf das Losungswissen, das sich in der Wissensbasis befindet.

3.3.2.2 Wiki-Systeme

1994 entstand das erste im Internet verdffentlichte Wiki-System, das WikiWikiWeb®.
Es wurde von dem Softwareentwickler CUNNINGHAM entwickelt, um einen schnellen
und kooperativen Zugriff auf Entwurfsmuster der Softwaretechnik zu ermdglichen (vgl.
Kap. 3.3.1.2). Grundsétzlich ist ein Wiki-System ein vereinfachtes Content-Manage-
ment-System (Inhaltsverwaltungssystem). Es handelt sich dabei um eine Software fir
Webseiten, die es dem Benutzer ermdglicht, z.B. textuelle oder grafische Inhalte sowohl
zu recherchieren als auch hinzuzuftigen. Ziel ist es, das Wissen einzelner Personen zu
einem Konsens zusammenzutragen und eine kooperative Zusammenarbeit zu ermdogli-
chen. Wiki-Systeme zeichnen sich durch eine einfache und intuitive Bedienbarkeit aus.
Eine der bekanntesten Anwendungen ist die Online-Enzyklopadie Wikipedia [LCO01],
[EGH+08]. In der Regel sind die im Internet vorhandenen Wikis von jedem Benutzer
Offentlich lesbar und verénderbar. Bei der Erstellung eines neuen Wikis besteht jedoch
die Maglichkeit, nur bestimmen Benutzergruppen den Zugriff auf den Inhalt zu erlau-
ben.

46 Wiki heiflt auf hawaiisch ,,schnell”. Auf Hawaii fahren sog. WikiWiki-Busse Touristen vom und zum
Flughafen. CUNNINGHAM leitete daraus die Bezeichnung WikiWikiWeb ab [LCO01].
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Neben der Anwendung eines Wikis tber das Internet lassen sich derartige Softwaretools
auch in lokalen Netzwerken anwenden. Im Vordergrund steht dabei stets die Nutzung
als gemeinschaftliches Arbeits- und Présentationssystem. Eine Besonderheit dieser
Software ist die Versionsverwaltung. Diese ermdglicht es, im Falle von Anwenderfeh-
lern, eine frihere Version der fehlerbehafteten Webseiten wiederherzustellen. Eine wei-
tere wesentliche Funktion der meisten Wikis ist die Verknlpfung unterschiedlicher Sei-
ten durch Querverweise (Links). Durch diese Vernetzung hat der Benutzer die Moglich-
keit, ohne groRen Suchaufwand auf weitere Erklarungen einzelner Begriffe zuzugreifen.
Doch noch weitere Funktionen einer sog. Social Software®’ kénnen implementiert wer-
den. Nach McAFEE konnen insgesamt sechs Funktionen einer Social Software unter-
schieden werden [Mca06, S. 23ff.]:

e Search: Ein soziales Informationssystem muss eine strukturierte Suche nach dessen
Inhalten, bspw. durch eine Volltextsuche, bieten.

e Links: Querverweise ermdglichen nicht nur den Zugriff auf ahnliche Inhalte, son-
dern koénnen je nach Anzahl der Zugriffe die Suche konkretisieren.

e Authoring: Der Benutzer soll nicht nur Wissen abrufen, sondern auch als Wissens-
lieferant (Autor) agieren kdnnen.

e Tags: Mit kurzen Zusatzinformationen sollen Inhalte gekennzeichnet werden, um so
zu einer unkomplizierten Kategorisierung und Auswertung zu gelangen.

e Extensions: Auswertealgorithmen sollen benutzerspezifische Profile erstellen, um
flr ihn weitere interessante und vielleicht unbekannte Inhalte zu identifizieren.

e Signals: Um den Benutzer nicht mit neuen Informationen zu erdrticken, sollten neue
Inhalte mit einem Kernsatz und einem Link versehen werden.

Bewertung: Im Gegensatz zum Expertensystem liegt bei dem Wiki-Konzept der
Schwerpunkt auf der Art und Weise des Zugriffs. Im Fokus steht das kollaborative Ar-
beiten an bestimmten Inhalten. Durch die Mdglichkeit, Zugriffsrechte nur bestimmten
Benutzergruppen zu erteilen, wird eine Ubertragung auf die Anwendung von Lésungs-
mustern moglich. Wissenslieferanten konnten die Muster eingeben und ggf. veréndern.
Wissensanwender hatten anschlieBend die Maéglichkeit, diese zu recherchieren, auf ihre
Problemstellungen zu tbertragen und wieder zurlickzufiihren. Die Funktionen einer So-
cial Software umfassen interessante Konzepte fiir die doménenubergreifende Zusam-
menarbeit. Die Inhalte bei Wikis sind in der Regel textueller Natur. Eine Anbindung
eines Werkzeugs zur Modellierung der Muster existiert nicht.

47 Social Software und das Web 2.0 sind eng miteinander verbunden. Klare Definitionen bzw. Abgren-
zungen existieren nicht. Entscheidendes Merkmal ist die hohe Relevanz des Beitrags des Nutzers. Wi-
kis, Blogs, aber auch soziale Netzwerke sind Beispiele einer Social Software [KWO08].
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3.4 Handlungsbedarf

Ein Vergleich des Stands der Technik mit den Anforderungen aus Kapitel 2.6 fuhrt zu
folgender Bewertung, die Bild 3-21 zusammenfasst:

Al) Interdisziplinaritat: Der Grofteil der Ansatze beriicksichtigt nur das Zusammen-
wirken technischer Disziplinen. Kognitionsrelevante Disziplinen flieBen nur in die
Strukturkonzepte fiir eine kognitive Informationsverarbeitung ein. VVorrangig die klassi-
schen kognitiven Architekturen zeigen eine kognitionswissenschaftliche Fundierung.

A2) Systematische Vorgehensweise: Ansatze aus der Konstruktionslehre, wie die
Funktionsbeschreibung in der Produktentwicklung, den Wirkprinzipien oder den L06-
sungsmustern nach SUHM bzw. DEIGENDESCH erfillen diese Anforderung. VVon den Be-
schreibungssprachen erfullt die Spezifikationstechnik des SFB 614 die Anforderung.

A3) Orientierung am Systementwurf: Das Framework fir kognitive Produkte ermdg-
licht die Zuordnung von Teillésungen zu kognitiven Funktionen. SysML sowie die Spe-
zifikationstechnik des SFB 614 kommen als Beschreibungssprache in Frage. Etablierte
Ansatze aus der Konstruktionslehre werden dieser Anforderung gerecht.

A4) Verstandlichkeit: Die psychologieorientierten Architekturen benétigen eine Ein-
arbeitung in die Grundlagen der Motivations- und Emotionspsychologie. Ansatze der
Softwaretechnik kdnnten fur den ingenieurgerechten Gebrauch aufbereitet werden.

A5) Ganzheitliche Spezifikation der Informationsverarbeitung: Keine der unter-
suchten Methoden zur Funktionsbeschreibung erfillt diese Anforderung in vollem Um-
fang. Die untersuchten Strukturkonzepte entsprechen zwar teilweise der Strukturierung
nach STRUBE, aber keiner der Ansdtze beschreibt die kognitive und reaktive Ebene
gleichwertig. Als Sprache eignen sich die Spezifikationstechnik des SFB 614 sowie die
SysML.

A6) Technische Relevanz: Die Mehrzahl der untersuchten Ansétze konnen im Kontext
der Entwicklung technischer Systeme genutzt werden. Die Beschreibung kognitiver
Funktionen adressiert allerdings keiner der Ansétze explizit.

AT) Losungswissen fur den Entwurf der Informationsverarbeitung: Keiner der ana-
lysierten Musteransatze erflllt diese Anforderung. Musteransétze aus der Softwaretech-
nik spezifizieren entweder den Softwareentwurf oder nur die Kommunikation.

A8) Auswahl und Kombination von Lésungswissen: Nur flr die Wirkprinzipien gibt
es Konzepte zur geeigneten Auswahl und Kombination zu Lésungsvarianten. Experten-
systeme und auch Wiki-Systeme kdnnen zumindest zur Auswahl genutzt werden.

A9) Rechnerunterstitzung durch eine Wissensbasis: Beide 1T-Konzepte kdnnten
zum Aufbau einer Wissensbasis eingesetzt werden. Die Mehrzahl der untersuchten L6-
sungsmusteransétze wird durch eine Datenbank unterstiitzt, die aber keine Funktionen
flr eine disziplinibergreifende Zusammenarbeit zur Verfligung stellen.
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Bild 3-21: Bewertung des untersuchten Stands der Technik anhand der Anforderungen
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Keiner der untersuchten Ansdtze als auch keine triviale Kombination bestehender An-
sétze erfullt alle Anforderungen in vollem Umfang. Die entscheidende Schwachstelle ist
die mangelhafte Verzahnung zwischen der etablierten Konstruktionsmethodik und mo-
dernen softwaretechnischen Ansétzen zur Realisierung einer kognitiven Informations-
verarbeitung. Zudem fokussieren viele Ansédtze nur Teilaspekte des Gesamtproblems.
Es besteht dringender Handlungsbedarf fir eine Entwicklungssystematik zur Integration
kognitiver Funktionen in fortgeschrittene mechatronische Systeme.
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4  Entwicklungssystematik zur Integration kognitiver Funkti-
onen

Dieses Kapitel bildet den Kern der vorliegenden Arbeit. Es stellt eine Entwicklungssys-
tematik zur Integration kognitiver Funktionen in fortgeschrittene mechatronische Sys-
teme vor. Diese hat den Anspruch, dem aufgezeigten Handlungsbedarf aus der Prob-
lemanalyse und dem Stand der Technik gerecht zu werden. Kapitel 4.1 gibt einen Uber-
blick Uber die Entwicklungssystematik und ihre Bestandteile. Deren Grundlage bildet
eine gemeinsame Begriffswelt aus kognitionswissenschaftlicher und technischer Sicht.
Diese wird in Kapitel 4.2 erlautert. Danach werden die Bestandteile der Entwicklungs-
systematik nacheinander beschrieben. Kapitel 4.3 stellt das VVorgehensmodell vor und
ordnet dieses in den Entwicklungsprozess fortgeschrittener mechatronischer Systeme
ein. Kapitel 4.4 fokussiert die Beschreibung kognitiver Funktionen sowie einer entspre-
chenden Informationsverarbeitung. In Kapitel 4.5 wird eine lésungsmusterorientierte
Technik zur Wiederverwendung von Lésungswissen fiir den friihzeitigen Entwurf fort-
geschrittener mechatronischer Systeme beschrieben. AbschlieBend prasentiert Kapitel
4.6 ein Konzept fir den rechnergestiitzten Umgang mit diesen Losungsmustern sowie
eine prototypische Implementierung eines 1T-Werkzeugs auf Basis des erarbeiteten
Konzepts.

In diesem Kapitel wird die erarbeitete Entwicklungssystematik aus methodischer Sicht
beschrieben. Vereinzelt werden einige Ansétze anhand der Demonstratoren des SFB
614 beispielhaft veranschaulicht (vgl. Kap. 2.2.3). Die durchgéngige Anwendung der
Entwicklungssystematik erfolgt im Anschluss in Kapitel 5.

4.1 Die Entwicklungssystematik im Uberblick

Die Entwicklungssystematik zur Integration kognitiver Funktionen in fortgeschrittene
mechatronische Systeme umfasst vier elementare Bestandteile (Bild 4-1):

e ein strukturiertes Vorgehensmodell, das die durchzufiihrenden Tatigkeiten definiert
und deren Ergebnisse sowie notwendige Hilfsmittel, wie z.B. Methoden oder Werk-
zeuge, integriert,

e eine Technik zur Systembeschreibung, die eine dedizierte Sprache und abstrakte
Entwurfsschablonen fiir eine intuitive und disziplintibergreifende Spezifikation der
zu entwickelnden Informationsverarbeitung bereitstellt,

o wiederverwendbares Losungswissen auf Basis eines Musteransatzes um relevante
Aspekte einer Aufgabe und ihrer Lésung auch fur Dritte bereitzustellen und

e ein Konzept zur Werkzeugunterstitzung im Umgang mit dem Lésungswissen, das
im Wesentlichen aus einer Wissensbasis sowie einem Zugriffsystem besteht und
prototypisch implementiert ist.
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Bild 4-1: Aufbau der Entwicklungssystematik

Grundlegende Aspekte der Entwicklungssystematik sind die Klarung wichtiger kogniti-
onswissenschaftlicher Begriffe im Kontext der Mechatronik sowie die Frage nach einer
geeigneten Architektur fur die kognitive Informationsverarbeitung und nach einer aus-
sagestarken Beschreibungssprache. Angesichts der Analyse des Stands der Technik und
der Bedeutung der Selbstoptimierung flr fortgeschrittene mechatronische Systeme wer-
den zu diesem Zweck das Operator-Controller-Modul (OCM) und die Spezifikations-
sprache des SFB 614 verwendet. Beide Ansédtze werden hinsichtlich der Integration
kognitiver Funktionen weiterentwickelt. Ziel ist die friihzeitige Spezifikation des OCM
als abstrakte und nicht anwendungsspezifische Architektur der Informationsverarbei-
tung im Rahmen des Systementwurfs. Besonders die Prinzipldsung eines selbstoptimie-
renden Systems im Sinne des SFB 614 als konkretes fortgeschrittenes mechatronisches
System steht im Fokus der Entwicklungssystematik.

4.2 Begriffswelt der Mechatronik und Kognitionswissenschaft

Die Problemanalyse hat gezeigt, dass fortgeschrittene mechatronische Systeme ein Ver-
halten erreichen sollen, das bisher nur intelligenten Lebewesen zugeschrieben wurde.
Derartige Systeme besitzen nicht nur ein reaktives und adaptives Verhalten, sondern
kdnnen dieses auf Basis ihrer Ziele &ndern. Die Ziele und insbesondere ihre Auspréagun-
gen werden dabei nur teilweise durch den Entwickler vorausgedacht. Vielmehr werden
diese zur Laufzeit erst bestimmt, um ein hinsichtlich der aktuellen Situation optimales
Verhalten zu erzielen. Derartiges autonomes Verhalten geht einher mit einer Reihe von
sog. Self-X-Eigenschaften, von denen die Selbstoptimierung das zentrale Wirkparadig-
ma im Bezug auf die Mechatronik ist. Ein derart intelligentes Verhalten erfordert eine
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technische Reaktivierung kognitiver Funktionen, wie sie die menschliche Informations-
verarbeitung umsetzt. Intelligenz ergibt sich aus einer geeigneten Allokation dieser
Funktionen zur Verhaltenssteuerung.

Die Entwicklung derartiger intelligenter mechatronischer Systeme bedingt eine starkere
Zusammenfihrung der Kognitionswissenschaft, die die Grundlagen kognitiver Systeme
erforscht, und der Mechatronik, die die bendtigten technischen Disziplinen vereint. Die-
se Verzahnung bildet die Basis fir die zu erarbeitende Entwicklungssystematik und ihre
Bestandteile (vgl. Bild 4-1). Gerade ein einheitliches Verstandnis kognitionswissen-
schaftlicher Aspekte und deren Ubertragung auf das mechatronische System sind un-
umganglich.

In der Kognitionsforschung werden Begriffe wie ,.kognitive Funktionen®, , kognitiver
Prozess*“ oder ,.kognitive Leistung® vollig uneinheitlich und in Teilen sogar synonym
verwendet [Mul98, S. 7ff.]. Fir eine methodische VVorgehensweise in der Entwicklung
mussen aber die wesentlichen Begriffe eindeutig definiert werden — nur so kann unter
allen Beteiligten ein einheitliches Verstandnis des zu entwickelnden Systems erlangt
werden. Hinzu kommt der unklare Informationsbegriff, der einer Konkretisierung hin-
sichtlich der Beschreibung derartiger Systeme bedarf. In diesem Zusammenhang sind
die Begriffe ,,Daten®, ,,Informationen* und ,,Wissen zu unterscheiden, die sich zumin-
dest durch den Grad der Formalitat und den Grad der Interpretation durch das verarbei-
tende System differenzieren lassen [Web10, S. 6]. So hélt NORTH diese Begriffe in der
sog. Wissenstreppe fest, in der auf der ersten Stufe aus Zeichen plus einer formalisierten
und ordnenden Form Daten werden (vgl. Bild 4-2). Die Verarbeitung und Interpretation
von Daten fuhrt auf der zweiten Stufe zu Informationen, die sich insbesondere durch
den Bedeutungsgewinn durch das verarbeitende System von Daten unterscheiden
[ISO9000, S. 25]. In der Informationstechnik ist es daher nicht uniiblich Daten als ,,un-
verarbeitete Informationen‘ zu bezeichnen [Hey04-ol, S. 5]. Werden Informationen von
dem System in Bezug zueinander gesetzt, entsteht auf der dritten Stufe Wissen. Bei der
Wissensgewinnung spielt das bereits vorhandene Wissen eine entscheidende Rolle fir

die Vernetzung der Informationen.
Wissen | \

Informationen + Vernetzung

Daten + Bedeutung

Zeichen + Syntax

Bild 4-2:  Gekiirzte Wissenstreppe*® nach [Nor05, S. 39]

8 NORTH bezieht seine Wissenstreppe auf die wissensorientierte Unternehmensfiihrung, so schlielen
sich noch die Stufen ,,Konnen“ ,,Handeln“, ,,Kompetenz* und ,,Wettbewerbsfahigkeit an [Nor05, S.
39]. Ein ahnlicher Ansatz, der den Verlauf von Daten hin zu Wissen beschreibt, ist die sog. DIKW-
Hierarchie (Data, Information, Knowledge, Wisdom) [Hey04-ol, S. 3].
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Die Ubertragung von Informationen und somit auch von Zeichen und Daten wird durch
(physikalische) Signale ausgefuhrt. Wéhrend die Signallibertragung in technischen Sys-
temen z.B. elektrisch, magnetisch oder optisch ablaufen kann, beruht diese innerhalb
biologischer Systeme auf chemisch-elektrischen Vorgangen in und zwischen den Ner-
venzellen [Czi08, S. 13], [BEO1, S. 37f.].

Vor diesem Hintergrund und der kognitionswissenschaftlichen Sicht, die Kognition als
jede Art der Informationsverarbeitung durch eine zentrale Verarbeitungseinheit im Sys-
tem definiert (vgl. Kap. 2.3.1), kdnnen die zentralen kognitionsorientierten Begriffe in
einem, flr die Entwicklung mechatronischer Systeme relevanten Kontext gesetzt wer-
den. Zuné&chst gilt, dass Kognition gleich kognitive Informationsverarbeitung ist. Sie
uberfuhrt Informationen in systeminternes Wissen und setzt dieses wiederum zur Ver-
haltenssteuerung ein. Dieses Wissen kann aber nur entstehen, wenn zusatzlich weitere,
einfachere Formen der Informationsverarbeitung vorhanden sind. Es miissen zunéchst
Zeichen detektiert, Daten daraus aufgebaut und aus diesen Informationen abgeleitet
werden. Nur so kann ein System Wissen (ber sich und sein Umfeld schrittweise erlan-
gen. Ferner ist die kognitive Informationsverarbeitung zeitintensiv, so dass ein Grofteil
der Informationsverarbeitung reaktiv und der Kognition untergelagert ablaufen muss.

Kognitive Funktionen sind grundsétzlich informationsverarbeitende Funktionen. Dabei
werden aber nicht nur neue Informationen formalisiert, sondern sie sind die Basis dafr,
dass die Informationen in Bezug zueinander gestellt und mit bestehenden Informationen
verglichen werden. Daflr kénnen in Anlehnung an die Funktionen des menschlichen
Nervensystems drei (bergeordnete kognitionsrelevante Funktionen der Informations-
verarbeitung unterschieden werden [BEOL, S. 34f.]:

e Die Input-Funktion sammelt die Informationen aus dem Systemumfeld und leitet
diese an einen definierten Speicherort.

e Die Verarbeitungsfunktion analysiert Informationen und leitet eine entsprechende
Entscheidung ab. Sie umfasst die Mehrzahl an kognitiven Funktionen wie das Den-
ken, Erinnern oder Entscheiden.

e Die Output-Funktion leitet die Informationen bzgl. der getroffenen Entscheidun-
gen an die jeweiligen Systemelemente, die diese in entsprechende Aktionen umset-
zen konnen.

In der Entwicklung mechatronischer Systeme werden Funktionen prinzipiell als Sub-
stantiv-Verb-Kombination spezifiziert. Hier wird ersichtlich, dass das Funktionsverb
zwar die zentrale Aufgabe einer Funktion beschreibt, aber erst die Wahl des Funktions-
substantivs eine kognitive Funktion ausreichend definiert — bspw. kann das Funktions-
verb ,,erfassen‘ eine nicht kognitive Funktion ,,Messdaten erfassen* oder eine kognitive
Funktion ,,Zusammenhénge erfassen* bilden.
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Kognitive Prozesse hingegen beschreiben den Ablauf einer Informationsverarbeitung,
an der kognitive Funktionen beteiligt sind. Hier steht insbesondere deren einwandfreies
Zusammenspiel im Fokus, da bereits der Wegfall einer Funktion zur einer erheblichen
Storung des Prozesses fihren kann. Die Grenzen zwischen beteiligten kognitiven und
nicht kognitiven Funktionen sind dabei flieRend, da ein kognitiver Prozess bereits mit
der sensorischen Aufnahme beginnt und erst mit der aktorischen Ausgabe endet. Er ist
aktiv in das reale Systemumfeld eingebunden. Das Resultat eines oder mehrerer kogni-
tiver Prozesse kann als kognitive Leistung bezeichnet werden. Ist ein System in der
Lage eine bestimmte kognitive Leistung gezielt zu erbringen, besitzt es die entspre-
chende kognitive Fahigkeit*.

Fur fortgeschrittene mechatronische Systeme, wie sie hier im Fokus stehen, ist z.B. die
Selbstoptimierung eine wichtige kognitive Fahigkeit. Das System muss hierfir informa-
tionsverarbeitende Funktionen inkl. kognitiver Funktionen ausfuhren, die den (kogniti-
ven) Selbstoptimierungsprozess bilden, bestehend aus Situationsanalyse, Zielbestim-
mung und Verhaltensanpassung. Die kognitive Leistung ist das umgesetzte verbesserte
Systemverhalten.

4.3 Vorgehensmodell

Die Entwicklungssystematik zur Integration kognitiver Funktionen in fortgeschrittene
mechatronische Systeme basiert im Kern auf einem Vorgehensmodell. Dieses bildet die
methodische Grundlage der Entwicklungssystematik. Es strukturiert den Entwicklungs-
ablauf und begleitet den Anwender wahrend der Entwicklung, um so die systematische
und letztlich erfolgreiche Integration kognitiver Funktionen in die Systemspezifikation
sicherzustellen. Hierzu werden die Phasen des Vorgehensmodells beschrieben (Kap.
4.3.1). Im darauffolgenden Abschnitt wird dann das Vorgehensmodell — und somit die
Entwicklungssystematik selbst — in den Entwicklungsprozess fortgeschrittener mechat-
ronischer Systeme eingeordnet (Kap. 4.3.2).

4.3.1 Aufbau des Vorgehensmodells

Die Entwicklungssystematik zur Integration kognitiver Funktionen findet ihre Anwen-
dung im Systementwurf in Sinne der VDI-Richtlinie 2206. Dieser ist der Kern der Kon-
zipierungsaufgabe und findet in den frihen Phasen des Entwurfs statt (vgl. Kap. 2.4.3).
In diesem Kapitel wird das Vorgehen der Entwicklungssystematik zunéchst losgeldst
von den Ubrigen Aufgaben in der Konzipierung fortgeschrittener mechatronischer Sys-
teme vorgestellt. Das Vorgehen beschrénkt sich nur auf die Schritte zur Integration
kognitiver Funktionen und Spezifikation der entsprechenden Informationsverarbeitung.

9 Ein System, das bspw. Uber die kognitive Fahigkeit des Lernens verfigt, fiihrt die entsprechenden
kognitiven Funktionen aus (vgl. Bild 2-12). Der Ablauf fiihrt zu einem kognitiven Prozess und das Ge-
lernte (z.B. eine Verhaltensweise) ist die kognitive Leistung.
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Bild 4-3 zeigt das Vorgehen und die entsprechenden Schritte in Form eines Phasen-
Meilenstein-Diagramms. Die Einordnung des Vorgehens in den Ubergeordneten Ent-
wicklungsprozess erfolgt in Kapitel 4.3.2.

Phasen/Meilensteine Tatigkeiten Resultate

e Einflisse aus dem Umfeldmodell
identifizieren.

e Zielrelevanz der Einflusse prifen.
e Zielabhéangigkeit feststellen.

ﬂ  Potentiale und Zielsystem ableiten. Potentiale durch

Systemanalyse

!

| kognitive Funktionen

Funktionssynthese e Funktionen durch geeignete

Funktionssubstantive bilden.
é o Funktionshierarchie aufstellen. Funktionshierarchie
des OCM

!

e Relevante Funktionsverben identifizieren.

| e Ldsungsmuster bzw. Lésungsprinzipien
zur Umsetzung der Funktionen suchen.

Lésungsauswanhl o ggf. Losungen kombinieren und
vergleichen.
e Losungsmuster bzw. Lésungsprinzipien
é auswahlen. Lésungsmuster,

| Ldsungsprinzipien
o Aspekte der Losungsmuster entnehmen.

e . e Wirkstruktur und Verhalten des OCM
Systemspezifikation spezifizieren.

e Prinziplésung fertigstellen.

é e ggf. neue Lésungsmuster dokumentieren. Prinziplésung mit
ll OCM-Sperifikation

Bild 4-3: Vorgehensmodell zur Integration kognitiver Funktionen in fortgeschrittene
mechatronische Systeme

Die Vorgehensweise bei der Anwendung der Entwicklungssystematik wird in einzelne
Phasen und Meilensteine unterteilt. Das Vorgehensmodell gibt einen Uberblick uiber die
wesentlichen Tétigkeiten und zu erarbeitenden Resultate. Zudem wird die Reihenfolge
der Durchfuhrung der Phasen festgelegt. Dabei handelt es sich um eine sequentielle und
idealtypische Darstellung, deren tatsachliche Anwendung aber Iterationen und auch
Ruckspringe in allen Phasen zul&sst.

Ausgangspunkt der Entwicklungssystematik ist der bisherige Stand der Entwicklung
eines mechatronischen Systems, der noch keine Ausarbeitung der Informationsverarbei-
tung enthédlt. Dabei sollten eine Umfeld- und Anforderungsanalyse flr das zu entwi-
ckelnde System erfolgt sein. Es ist aber auch moéglich, dass zu diesem Zeitpunkt bereits
Funktionen und Wirkstruktur des physikalischen Grundsystems beschrieben wurden
(vgl. Kap. 3.2.3.3). Die Spezifikation der Informationsverarbeitung mit kognitiven
Funktionen wird dann in vier Phasen erarbeitet.

Die erste Phase umfasst eine Analyse des zu entwickelnden Systems und der bisherigen
Entwicklungsergebnisse aus der sich Nutzenpotentiale fur den Einsatz kognitiver Funk-
tionen ergeben konnen. Sind Potentiale vorhanden, werden in der zweiten Phase die zur
Beschreibung des kognitiven Prozesses innerhalb des OCM notwendigen Funktionen
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ermittelt und in einer hierarchischen Form spezifiziert. Die dritte Phase besteht aus der
Suche und Auswahl geeigneter Losungsmuster zur Erfullung der vorher aufgestellten
Funktionshierarchie. Zuséatzlich kdnnen auch Losungsprinzipien gesucht werden; im
Falle der Informationsverarbeitung handelt es sich dabei um Verfahren (vgl. Kap.
4.5.1.1). In der letzten Phase werden mit Hilfe der Lésungsmuster und unter Beriick-
sichtigung der bisherigen Systembeschreibung die Wirkstruktur und das Verhalten des
OCM spezifiziert und in die Prinziplosung integriert. Mit der Bewertung und Freigabe
der Prinziplésung endet die Konzipierung und somit die Anwendung der Entwicklungs-
systematik. Die OCM-Spezifikation und die ausgewahlten Losungsprinzipien bilden im
weiteren Verlauf der Entwicklung die Basis fur die softwaretechnische Implementie-
rung der kognitiven Informationsverarbeitung.

Innerhalb der einzelnen Phasen werden Hilfsmittel zur Durchfiihrung der Téatigkeiten
angewendet. Das sind sowohl bestehende Hilfsmittel als auch solche, die im Rahmen
dieser Arbeit neu entwickelt wurden. Bild 4-4 zeigt die neu entwickelten Hilfsmittel im
Uberblick, sowie in welcher Phase sie anzuwenden sind.

Phasen/Meilensteine Methode zur Zielabhangigkeitsanalyse

Diese Methode unterstiitzt den Entwickler,um das System hin-
sichtlich kognitionsrelevanter Merkmale zu untersuchen.

Systemanalyse

Funktionsverbkatalog der Informationsverarbeitung
Vordefinierte Funktionsverben ermdéglichen die eindeutige Be-
schreibung informationsverarbeitender Prozesse.

l Entwurfsschablone fur die Funktionshierarchie

. Eine an die OCM-Struktur angelehnte generische Schablone unter-
Funktionssynthese stitzt den Entwickler bei der Funktionssynthese.
é Losungsmuster flr fortgeschrittene mechatronische Systeme
Eine einheitliche Spezifikation der Losungsmuster erlaubtdie sys-

| tematische Dokumentation und Anwendung. Die Ldsungsmuster-
wissensbasis verwaltetaufgenommene Lésungsmuster.

Lésungsauswahl

Klassifikation kognitionsrelevanter Verfahren
Die Klassifikation unterstiitzt die Aufnahme von Losungsmustern.
é Verfahren fur die kognitive Informationsverarbeitung kénnenin der
| Lésungsmusterwissensbasis abgelegt und beschrieben werden.
Systemelemente der Informationsverarbeitung
Systemspezifikation Vordefinierte Systemelemente ermdglichen die eindeutige Be-
schreibung der Wirkstruktur inkl. der Informationsflisse.

é Entwurfsschablone fur die Wirkstruktur
Eine an die OCM-Struktur angelehnte generische Schablone unter-
stlitzt den Entwickler bei der Erstellung der Wirkstruktur.

Bild 4-4: Einordnung der neu entwickelten Hilfsmittel in das Vorgehensmodell

In den ndchsten vier Abschnitten werden die auszufiihrenden Tatigkeiten und zu erar-
beitenden Resultate der einzelnen Phasen erlautert. Es werden Hilfsmittel zur Durchfih-
rung empfohlen und kurz erldautert. Da die Mehrzahl der neu entwickelten Hilfsmittel
den anderen Bestandteilen der Entwicklungssystematik zugeordnet ist, wird auf diese an
entsprechender Stelle verwiesen. Gleiches gilt fur die im Stand der Technik bereits vor-
gestellte Methoden und Werkzeuge.



Seite 102 Kapitel 4

4.3.1.1 Phase 1: Systemanalyse

Ausgehend vom konkreten Entwicklungsauftrag des zu entwickelnden Systems und den
bisher erarbeiteten Entwicklungsresultaten erfolgt eine systematische Analyse des Sys-
tems hinsichtlich der Relevanz einer fortgeschrittenen Regelung mit einer kognitiven
Informationsverarbeitung. Ziel ist es, eine Aussage zu treffen, ob durch die Integration
kognitiver Funktionen wesentliche Verbesserungen des Systemverhaltens zu erwarten
sind. Diese Phase klart folglich die Voraussetzungen fiir den Einsatz der Kognition und
den entsprechenden Methoden. Sollten sich keine wesentlichen Nutzenpotentiale erge-
ben, besteht kein Bedarf fiir die Integration kognitiver Funktionen. Dennoch kann die
Entwicklungssystematik zumindest zur Spezifikation der nicht kognitiven Ebenen des
OCM eingesetzt werden.

Um Potentiale fur den Einsatz kognitiver Funktionen zu erkennen, wird die Methode zur
Zielabhangigkeitsanalyse eingesetzt. Diese wurde im Rahmen der Arbeit neu entwickelt
und basiert auf der Methode zur Identifikation von Selbstoptimierungspotential nach
GAUSEMEIER et al. [GZF+07], [ADG+09, S. 170ff.]. Mit deren Methode kann bei der
Zusammenflhrung der Einzellésungen verschiedener Anwendungsszenarien die Not-
wendigkeit des Einsatzes des Wirkparadigmas der Selbstoptimierung festgestellt wer-
den. Die Methode zur Zielabh&ngigkeitsanalyse verallgemeinert diesen Ansatz fur fort-
geschrittene mechatronische Systeme und setzt sich aus vier Phasen zusammen:

1) Ermittlung zielrelevanter Einflussauspragungen: In der ersten Phase sind, falls
noch nicht geschehen, die Ziele des Systems zu identifizieren (z.B. geringer Ener-
gieverbrauch oder hohe Fahrsicherheit bei einem Fahrzeug). Ferner miissen mit ei-
ner Umfeldanalyse die Einflisse ermittelt werden, die prinzipiell diese Ziele beein-
flussen konnten; um beim Beispiel des Fahrzeugs zu bleiben, waren das bspw. Un-
ebenheiten oder die Fahrermasse. Hierzu sollte ein Umfeldmodell mit der Spezifika-
tionstechnik des SFB 614 erstellt werden. Wichtig ist, dass mdgliche Auspragungen
der Einflusse bestimmt werden. Dabei genugt eine qualitative Unterscheidung; so
kann die Fahrermasse groR oder Klein sein.

2) Abbildung der Zielauswirkung der Einflussauspragungen: Im ndchsten Schritt
werden die Einflussauspragungen und die Ziele des Systems in Beziehung zueinan-
der gestellt. Dabei interessiert, wie sich die Einflussauspragungen auf die Zielprio-
ritdt auswirken. Die Zielprioritat charakterisiert die Wichtigkeit eines Ziels unter
dem gegeben Einfluss. Dementsprechend sollte eine Erhéhung der Zielprioritat mit
einer Erh6hung der Zielgewichtung einhergehen. Hierfiir eignet sich eine Zielprio-
ritatsmatrix, in deren Zeilen die Einflisse sowie ihre Ausprédgungen eingetragen
werden und in den Spalten die Ziele. In die Matrix kann dann die Zielprioritatsan-
derung aufgrund einer Einflussausprdgung erfasst werden (starke Verringerung,
Verringerung, keinen Auswirkung, Erhéhung und starke Erhéhung). Bild 4-5 zeigt
einen Ausschnitt der Zielprioritdtsmatrix des flexiblen StraBenfahrzeugs Chamale-
on (vgl. Kap. 2.2.3).
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Zielprioritatsmatrix

Fragestellung:

"Wie wirkt sich die Einflussauspragung i (Zeile) auf
die Zielproritat der Systemziele j (Spalte) aus?"

Bewertungsmalf3stab:
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Bild 4-5:  Zielprioritatsmatrix des Chamaleons (Ausschnitt)

3)

4)

Bildung relevanter Situationen: In der dritten Phase werden aus der Zielpriori-
tatsmatrix flr den Betrieb nicht relevante Ziele und Einflussauspragungen gestri-
chen. Diese sind daran zu erkennen, dass eine Spalte (irrelevantes Ziel) oder eine
Zeile (irrelevante Einflussauspragung) durchgehend neutral (also mit einer ,,0°)
bewertet wurde. Danach mussen aus den brigen Einflussauspragungen Situationen
gebildet werden. Situationen sind konsistente Kombinationen der Einfliisse. Kom-
binationen von Einflussauspragungen, die in der Realitat nicht vorkommen kénnen,
sind auszuschlieBen. So kann eine Situation nur eine Auspragung eines Einflusses
beinhalten. Firr das Chamaleon ergeben sich dann bspw. 6912 Situationen®.

Auswertung der Situationsabhéngigkeit der Ziele: Im letzten Schritt werden fur
die jeweiligen Situationen die Zielprioritdten aus der Zielprioritdtsmatrix zusam-
mengezéhlt und eine situationsabhdngige Prioritdt der einzelnen Ziele bestimmt.
Daraus folgt der Grad der Zielabhéngigkeit des Systems. So kann ein Ziel eine al-
leinige Prioritat in einer bestimmten Situation besitzen oder sich diese mit einem
oder mehreren anderen Zielen teilen. Werden die Ziele tiber die Situationen hinweg
unterschiedlich priorisiert, ist das das erste Kriterium fiir die Entwicklung eines

50 Aufgrund der vielen Kombinationsméglichkeiten wurde in Visual Basic eine entsprechende automati-

sierte Situationsgenerierung und Auswertung implementiert.
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fortgeschrittenen mechatronischen Systems, das zur Laufzeit in Abhdngigkeit der
jeweiligen Situation seine Ziele eigenstandig bestimmt. Ferner ist der Anteil der ge-
teilten Ziele von Bedeutung. Bei einem hohen Anteil geteilter Ziele deutet dies da-
rauf hin, dass dieses Ziel in engem Bezug zu den anderen Zielen steht und seine
Gewichtung nicht von vornerein und isoliert durch den Entwickler festgelegt wer-
den sollte. Beim Chaméleon sind bspw. die Ziele ,,geringer Energieverbrauch* und
,Komfort“ sehr stark verkniipft und weisen einen Anteil von 52% bzw. 86% geteil-
ter Zielprioritdten auf. Die Fahrsicherheit besitzt hingegen nur einen Anteil von
14%, was dafur spricht, dieses Ziel weniger flexibel und nicht durch das System au-
tonom &nderbar zu gestalten.

Nach der Analyse der Zielabhangigkeit wird, falls sich eine Zielabhé&ngigkeit ergeben
hat, das Zielsystem aufgestellt. Hierflr ist die Spezifikationstechnik des SFB 614 anzu-
wenden. Im Zielsystem konnen nun die Beziehungen zwischen den Zielen und den ent-
sprechenden Systemparametern festgehalten werden. Es ist die Grundlage fir die spate-
re Implementierung des autonomen Zielverhaltens des Systems. Je nach Komplexitét
ergeben sich hieraus Potentiale fur die Integration kognitiver Funktionen und entspre-
chender Verfahren zur Realisierung des Zielsystems. Zusammenfassend werden in der
Phase Systemanalyse folgende Hilfsmittel eingesetzt:

e Methode zur Zielabhdngigkeitsanalyse

e Spezifikationstechnik des SFB 614 und der Mechatronic Modeller als Werkzeugun-
terstutzung (vgl. Kap. 3.2.3.3)

Das Resultat der Phase ,,Systemanalyse® sind die Potentiale durch die Integration kog-
nitiver Funktionen in das zu entwickelnde System. Dies umfasst den Grad der Zielab-
hangigkeit und das Zielsystem sowie ggf. eine erste informelle Beschreibung eines
moglichen kognitiven Prozesses zur Umsetzung des Zielverhaltens.

4.3.1.2 Phase 2: Funktionssynthese

Da eine sofortige technische Ldsung fir den zu realisierenden kognitiven Prozess in der
Regel nicht moglich ist, erfolgt eine erste abstrakte Beschreibung tber Funktionen. Die
funktionale Beschreibung ist entscheidend fur die Problemklarung sowie fir ein einheit-
liches Verstandnis. Ihre Bedeutung nimmt noch zu, wenn Entwickler unterschiedlicher
Disziplinen am Systementwurf beteiligt sind. Durch die abstrakte Definition der zu er-
zielenden kognitiven Funktionen, kann das gewtiinschte Systemverhalten diszipliniber-
greifend konkretisiert werden. Dazu mussen nicht nur die kognitive Informationsverar-
beitung, sondern auch die untergeordneten Ebenen berticksichtigt werden. Dabei wird
eine Funktionshierarche im Sinne der Funktionsbeschreibung in der Produktentwick-
lung aufgestellt, die an der Spitze eine komplexe Gesamtfunktion hat und dann in kon-
kretere Teilfunktionen gegliedert wird. Ziel ist es, die Funktionshierarchie soweit zu
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unterteilen, dass fur die Funktionen auf der untersten Hierarchieebene eine Ldsung ge-
funden werden kann.

Fur die Definition der notwendigen kognitiven und nicht kognitiven Funktionen kann
der hierfur neu entwickelte Funktionsverbkatalog der Informationsverarbeitung genutzt
werden. Dieser definiert wesentliche Funktionsverben zur Beschreibung informations-
verarbeitender Funktionen fir fortgeschrittene mechatronische Systeme. Da deren In-
formationsverarbeitung im Rahmen dieser Arbeit durch den OCM umgesetzt wird, un-
terstutzt eine entsprechend vorstrukturierte Entwurfsschablone fir die Funktionshierar-
chie den Entwickler in diesem Schritt. Bei der Modellierung wird die Spezifikations-
technik des SFB 614 eingesetzt. Die nachfolgende Aufzdhlung fasst die bendtigten
Hilfsmittel zusammen:

e Funktionsbeschreibung in der Produktentwicklung (vgl. Kap. 3.2.1.1)
e Funktionsverbkatalog der Informationsverarbeitung (vgl. Kap. 4.4.3)
e Entwurfsschablone fiir die Funktionshierarchie (vgl. Kap. 4.4.3)

e Spezifikationstechnik des SFB 614 und der Mechatronic Modeller als Werkzeugun-
terstlitzung (vgl. Kap. 3.2.3.3)

Das Resultat dieser Phase ist eine Funktionshierarchie des OCM, die einen oder mehre-
re kognitive Prozesse von der sensorischen Eingabe bis hin zur aktorischen Ansteuerung
umfasst.

4.3.1.3 Phase 3: Lésungsauswahl

In der néchsten Phase sind fir die Funktionen potentielle Lésungen zu ermitteln. Zu
diesem Zweck mussen den Teilfunktionen auf der untersten Gliederungsebene der
Funktionshierarchie Teillosungen zugeordnet werden, die diese und somit sukzessive
auch die Ubergeordneten Funktionen bis hin zur Gesamtfunktion erfullen. Im klassi-
schen funktionsorientierten Entwurf wird hierfir ein Morphologischer Kasten nach
ZWICKY eingesetzt [Zwi71]. Dieser ist ein Ordnungsschema, in dessen Zeilen die Teil-
funktionen und in den Spalten mdgliche Teillésungen eingetragen werden. Durch die
Kombination der Teillésungen je Zeile werden Ldsungsvarianten abgeleitet, die an-
schlielend bewertet werden [Ehr07, S. 428ff.], [PBF+07, S. 136ff.].

Die Analyse des Stands der Technik legte offen, dass fiir informationsverarbeitende
oder gar kognitive Funktionen bislang keine fiir die systematische Wiederverwendung
dokumentierten Losungen existieren. Daher wurde im Rahmen der Arbeit mit den L6-
sungsmustern fur fortgeschrittene mechatronische Systeme eine Mdglichkeit entwickelt,
mit der entsprechende Losungen flr die eigene Wiederverwendung als auch fir Dritte
festgehalten werden konnen. Mit Hilfe von Experten wurden einige Ldsungsmuster,
insbesondere fur den Entwurf der kognitiven Informationsverarbeitung, aufgenommen.
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Diese sollten an dieser Stelle des VVorgehens zur Realisierung der Funktionshierarchie
eingesetzt werden. Aufgrund der Komplexitat der Lésungsmuster und des Umstands,
dass die Losungsmusterersteller und die Lésungsmusternutzer aus verschiedenen Fach-
disziplinen kommen, wurde eine LOsungsmusterwissensbasis konzipiert und prototy-
pisch implementiert. Mit ihr kdnnen Losungsmuster effektiv gesucht und ausgewahlt
werden. Da die Umsetzung der kognitiven Funktionen in der Regel auf Verfahren der
kinstlichen Intelligenz oder der hoheren Mathematik beruhen, wurde eine Klassifikati-
on kognitionsrelevanter Verfahren erstellt, die bei der direkten Suche nach einem L6-
sungsprinzip unterstitzt, falls noch kein passendes Losungsmuster vorhanden ist. Die in
der Klassifikation enthaltenen Verfahren wurden in die L&sungsmusterwissensbasis
aufgenommen und kénnen im Hinblick auf eine Anwendung geprift werden. Folgende
Aufzéhlung umfasst die fiir diese Phase relevanten Hilfsmittel:

e Morphologischer Kasten

e Ldsungsmuster fur fortgeschrittene mechatronische Systeme und die Lésungsmus-
terwissensbasis als Werkzeugunterstutzung (vgl. Kap. 4.5 und Kap. 4.6)

o Kilassifikation kognitionsrelevanter Verfahren und die Ldsungsmusterwissensbasis
als Werkzeugunterstitzung (vgl. Kap. 4.5 und Kap. 4.6)

Als Resultat der Lésungsauswahl liegen geeignete Lésungsmuster und/oder Lésungs-
prinzipien vor. Losungsprinzipien flr kognitive Funktionen sind grundsétzlich Verfah-
ren der Informationsverarbeitung.

4.3.1.4 Phase 4: Systemspezifikation

In Anlehnung an die Spezifikationstechnik des SFB 614 mussen fiir eine vollstandige
Systemspezifikation noch die Wirkstruktur und das Verhalten beschrieben werden.
Hierzu sollte der Mechatronic Modeller genutzt werden, mit dem samtliche Partialmo-
delle in Beziehung zueinander gesetzt werden kénnen. Da nur noch Teile der Informati-
onsverarbeitung spezifiziert werden, wird der Aspekt der physikalischen Gestalt zu die-
sem Zeitpunkt als vernachlassigbar angenommen. Selbstredend wird die Informations-
verarbeitung spater auf einer Hardware ausgefihrt, welche jedoch erst wéhrend der tat-
séchlichen Implementierung ausgewahlt wird. Zur Beschreibung der Wirkstruktur wer-
den die entsprechenden Inhalte der Losungsmuster konkretisiert. Dafiir wurde eine Ent-
wurfsschablone fir die Wirkstruktur fortgeschrittener mechatronischer Systeme entwi-
ckelt. Sie orientiert sich an der OCM-Struktur und kann auch zur Dokumentation der
Losungsmuster eingesetzt werden. Ferner wurden ausgewéhlte Systemelemente der In-
formationsverarbeitung erarbeitet, die zur Spezifikation der Wirkstruktur eingesetzt
werden. Flr einzelne Systemelemente oder logische Gruppierungen von Systemelemen-
ten ist auch das Verhalten zu beschreiben. Hierzu ist wieder die Spezifikationstechnik
des SFB 614 anzuwenden, um Abl&ufe, Zustdnde und Zustandsiibergange des OCM zu
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modellieren. Folgende Auflistung gibt einen Uberblick tber die zu verwendenden
Hilfsmittel:

e Spezifikationstechnik des SFB 614 und der Mechatronic Modeller als Werkzeugun-
terstitzung (vgl. Kap. 3.2.3.3)

e Entwurfsschablone flr die Wirkstruktur (vgl. Kap. 4.4.2)

e Systemelemente der Informationsverarbeitung (vgl. Kap. 4.4.2)

Am Ende der Phase liegt als Resultat die frihzeitige Spezifikation der Informationsver-
arbeitung in der OCM-Architektur vor. Diese ist in die bestehende Spezifikation des
Gesamtsystems zu integrieren. Fir den Fall, dass eine bisher unbekannte (Teil-)Losung
entwickelt wurde, sollte diese abschliefend in Form der Ldsungsmusterspezifikation
dokumentiert werden. Dabei muss die letztendliche Realisierung in den weiteren Ent-
wurfsphasen berticksichtigt werden.

4.3.2 Einordnung in den Entwicklungsprozess

Die Entwicklungssystematik zur Integration kognitiver Funktionen in fortgeschrittene
mechatronische Systeme wird in der Praxis nicht unabhéngig von dem restlichen Ent-
wicklungsgeschehen eingesetzt werden. Vielmehr ist sie begleitend anzuwenden. Daher
muss ihr Vorgehen in den Entwicklungsprozess fortgeschrittener mechatronischer Sys-
teme integriert sein. Von vornherein wurde die Entwicklungssystematik fur die friihen
Phasen des Entwurfs, also fiir die Konzipierung ausgelegt. Ein entsprechender Entwick-
lungsprozess fir fortgeschrittene mechatronische Systeme wurde bereits in Kapitel 2.4.2
vorgestellt [GFD+08b, S. 97], [ADG+09, S. 169]. Hierfur kann das Vorgehensmodell
fir die Konzipierung selbstoptimierender Systeme in zwei Punkten vereinfacht darge-
stellt werden (vgl. Bild 2-16). Zum einen spielt im Rahmen dieser Arbeit die Produkt-
modularisierung eine untergeordnete Rolle, daher wird die Entwicklungssystematik
ausschlielich in die Phase ,,Konzipierung auf Systemebene* eingeordnet. Gleichwohl
kann die Entwicklungssystematik auch zur Konzipierung einzelner Module angewendet
werden. Unterschiede in der Anwendung existieren nicht.

Zum anderen spielt im Rahmen des Vorgehens der Entwicklungssystematik die Ent-
wicklung mit Anwendungsszenarien, wie sie GAUSEMEIER et al. vorschlagen, eine un-
tergeordnete Rolle. Aus rein methodischer Sicht kann diese in der Darstellung vernach-
lassigt werden. Bild 4-6 zeigt den entsprechenden vereinfachten Entwicklungsprozess
fortgeschrittener mechatronischer Systeme und die Einordnung der vier Phasen des
Vorgehensmodells der Entwicklungssystematik.
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Bild 4-6: Vereinfachte Darstellung der Konzipierung auf Systemebene und Einord-
nung des Vorgehensmodells der Entwicklungssystematik

Systemanalyse: Die bisherigen Entwicklungsergebnisse erlauben ein detailliertes Ver-
stdndnis der zu realisierenden Systemabléufe. Auf deren Basis werden Potentiale identi-
fiziert, das zu entwickelnde System mit kognitiven Funktionen zu verbessern.

Funktionssynthese: In der zweiten Phase erfolgt ein iterativer Riicksprung im Entwick-
lungsprozess, indem die bestehende funktionale Systembeschreibung um die der Infor-
mationsverarbeitung des OCM modifiziert wird.

Losungsauswahl: Fir die neuen Funktionen der Funktionshierarchie werden auf Basis
der Anforderungen und des Systemanalyse Lésungen gesucht und ausgewahlt.

Systemspezifikation: Mit der letzten Phase ist der Riicksprung zu Ende, so dass nach
der Spezifikation der Wirkstruktur und des Systemverhaltens die Spezifikation des
OCM in die Prinziplosung integriert werden kann.

Die Prinziplosung ist das Ergebnis der Konzipierung und Ausgangspunkt flr die weitere
doménenspezifische Ausarbeitung und Integration aller Entwicklungsergebnisse. Die
Spezifikation des OCM wird insbesondere in den Domanen Regelungs- und Software-
technik implementiert und umgesetzt (vgl. Bild 2-15).
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4.4 Systembeschreibung

Fur die frihzeitige Spezifikation der Informationsverarbeitung wird die Spezifikations-
technik des SFB 614 eingesetzt. Ferner wird das Operator-Controller-Modul (OCM) als
Architektur der Informationsverarbeitung beschrieben, das in den spateren Entwurfs-
phasen implementiert wird. In diesem Kapitel wird zunéchst die Spezifikation fortge-
schrittener mechatronischer Systemen erlautert (Kap. 4.4.1). Aus kognitionswissen-
schaftlicher Sicht ist zu kléren, wie die Wirkstruktur der Informationsverarbeitung zu
spezifizieren ist (Kap. 4.4.2). Im Anschluss steht die funktionale Beschreibung des
OCM auf Basis allgemeiner Funktionsverben der Informationsverarbeitung im Fokus
(Kap. 4.4.3). Sowohl fiir die strukturelle als auch fur die funktionale Spezifikation des
OCM wird jeweils eine Entwurfsschablone erarbeitet und vorgestellt.

4.4.1 Spezifikation fortgeschrittener mechatronischer Systeme

In der Analyse des Stands der Technik wurde die Spezifikationstechnik des SFB 614 als
geeignete Technik zur doménenibergreifenden Beschreibung der Prinziplésung fortge-
schrittener mechatronischer Systeme identifiziert (vgl. Kap. 3.2.3.3). Diese unterschei-
det mehrere Partialmodelle, die jeweils einen bestimmten Aspekt des zu entwickelnden
Systems fokussieren. Zusammengenommen ergeben die Partialmodelle ein vollstandi-
ges Modell des Systems. Hierzu stehen die Partialmodelle in enger Beziehung zueinan-
der. Ferner sind bestimmte Partialmodelle derart von anderen abhéngig, dass ihre Erstel-
lung erst nach einem ersten Entwurf des oder der anderen erfolgen kann. Fir die In-
tegration von kognitiven Funktionen in fortgeschrittene mechatronische Systeme sind
nicht alle Partialmodelle gleichwichtig. So kann das Partialmodell Gestalt im Rahmen
der Entwicklungssystematik vernachldssigt werden. Auch das Partialmodell Anwen-
dungsszenarien spielt eine untergeordnete Rolle, fallt aber nicht ganz weg. Die zentra-
len Partialmodelle sind Funktionen und Wirkstruktur, die mit dem Grof3teil der anderen
Partialmodelle in Beziehung stehen. Bild 4-7 zeigt, vereinfacht dargestellt, das Zusam-
menwirken der Partialmodelle und deren Verwendung zur Systembeschreibung als Be-
standteil der Entwicklungssystematik zur Integration kognitiver Funktionen.

Die Partialmodelle Umfeld, Anwendungsszenarien und Anforderungen liegen in der
Regel zu Beginn der Anwendung der Entwicklungssystematik bereits vor. Das Um-
feldmodell ist notwendig, um relevante Einfliisse und deren Ausprégungen zu ermitteln.
Grundsétzlich kénnen Widerspriiche zwischen unterschiedlichen Anwendungsszenarien
und deren Ldsungskonfigurationen zu Potentialen fiir die Integration kognitiver Funkti-
onen fiihren [ADG+09, S. 170]. Zudem werden in der Lésungsmusterspezifikation Sys-
temelemente, die nicht direkt zur Lésungsumsetzung beitragen, als Umfeldelemente
gekennzeichnet (vgl. Kap. 4.5.1). Es werden nur Anforderungen betrachtet, die sich auf
die Ausfuhrung von informationsverarbeitenden Prozessen beziehen. Diese unterstiitzen
bei der Auswahl geeigneter Losungsmuster oder Losungsprinzipien, indem sie mit de-
ren Merkmalen verglichen werden kénnen. Die einzuhaltenden Anforderungen sind im
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Rahmen der Systembeschreibung mit den entsprechenden Funktionen und Systemele-
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Bild 4-7: Verwendung der Spezifikationstechnik des SFB 614 im Rahmen der Entwick-
lungssystematik zur Integration kognitiver Funktionen

Kern der Systembeschreibung zur Integration kognitiver Funktionen in fortgeschrittene
mechatronische Systeme sind die Partialmodelle Funktionen und Wirkstruktur. Die
einzelnen Funktionen bestehen aus einem Funktionssubstantiv und Funktionsverb. Die-
se Funktionen werden in hierarchischer Form aufgestellt, beginnend mit der komplexes-
ten Funktion, die dann immer weiter untergliedert werden kann. Im Mittelpunkt stehen
die Funktionen, die das OCM ausfuhren soll. Sie werden durch Systemelemente reali-
siert, die in der Wirkstruktur dargestellt werden. Die Wirkstruktur beschreibt zudem das
Zusammenwirken der Systemelemente. Wéhrend die Funktionsbeschreibung weitestge-
hend l6sungsneutral erfolgt, ergibt sich durch die Wahl der Systemelemente und deren
Verknupfungen eine erste Konkretisierung in Richtung Ldsung. Aufgrund ihrer Bedeu-
tung im Rahmen der Entwicklungssystematik werden beide Partialmodelle in den Kapi-
teln 4.4.2 und 4.4.3 detailliert behandelt.

Die vollstandige Wirkungsweise des OCM wird erst durch die Spezifikation seines
Verhaltens klar. Mit dem Partialmodell Verhalten — Aktivitaten werden die Systemab-
laufe innerhalb des OCM beschrieben. Prinzipiell beschreiben Aktivitaten die Ausfiih-
rung der Funktionen. Die Verknlipfung mehrerer Aktivitaten ergibt sog. Aktivitatsstran-
ge. Aktivitatsstrange konnen den Systemelementen oder Gruppen von Systemelementen
direkt zugewiesen werden. Im Fokus steht dabei die Spezifikation der Ablaufe des kog-
nitiven Operators. Das Partialmodell Verhalten — Zustande umfasst die mdglichen
Zustande, die ein System oder Teile des Systems einnehmen kdnnen. Sie kénnen Uber-
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geordnete Betriebsmodi des Systems festlegen, was im Hinblick auf die Informations-
verarbeitung von hoher Bedeutung ist. Grundsatzlich kann aber jedem Systemelement
ein Zustandsmodell zugewiesen werden — im einfachsten Fall ,,an“ oder ,,aus* bzw.
,.hicht defekt oder ,,defekt*.

Das Partialmodell Zielsystem beschreibt die Optimierungsziele des Systems (vgl. Kap.
2.2.3) und in welchen Abhangigkeiten diese zueinander stehen. Es handelt sich dabei
um das initiale Zielsystem, das spater dem zu entwickelnden System implementiert
wird. Die Bewertung der Ziele kann das System zur Laufzeit noch andern. Das Zielsys-
tem charakterisiert folglich die Systemintentionalitat, die durch kognitive Funktionen
erzielt wird. Grundsatzlich kénnen die drei Zielbeziehungsarten positiv, negativ und
neutral unterschieden werden. Positiv heif3t, dass sich die Ziele gegenseitig férdern, so
dass die Erfullung des einen Ziels zwangslaufig mit der Erfullung eines anderen Ziels
oder zumindest einer wesentlichen Zielanndherung einhergeht. Stehen Ziele in Konflikt
wird deren Beziehung als negativ gekennzeichnet. Voneinander unabhéngige Ziele oder
Ziele, deren Beziehung nicht eindeutig definiert werden kann, werden als neutral be-
zeichnet. Ihre Beziehung muss nicht explizit im Zielsystem festgehalten werden.

Im Folgenden werden die beiden zentralen Partialmodelle zur Systemspezifikation hin-
sichtlich der Beschreibung der informationsverarbeitenden Ablaufe systematisch ange-
passt. Die durchgangige Anwendung der Spezifikationstechnik erfolgt im Rahmen der
Validierung der Entwicklungssystematik in Kapitel 5.

4.4.2 Wirkstruktur der Informationsverarbeitung

Vor dem Hintergrund der Problemanalyse und den untersuchten Strukturkonzepten (vgl.
Kap. 3.2.2) wird ersichtlich, dass die Systemarchitektur fortgeschrittener mechatroni-
scher Systeme mehrere Ebenen der Informationsverarbeitung unterscheiden muss.
Grund hierfir ist, dass die kognitive Informationsverarbeitung nicht die reaktive erset-
zen darf, sondern diese erweitern muss. Grundlegende Funktionen, die insbesondere die
Systemsicherheit und den Systemerhalt gewéhren, benétigen eine unflexible, schnelle
und storungsfreie Informationsverarbeitung. Diese Informationsverarbeitungsebene
sollte nur gezielt manipuliert werden.

Das Dreischichtenmodell der Verhaltenssteuerung nach STRUBE wird diesem basalem
Anspruch gerecht. Es unterteilt sich in die Bereiche nicht kognitive Regulierung, assozi-
ative Regulierung und kognitive Regulierung (vgl. Bild 2-13). Diese drei Ebenen repré-
sentieren die Vorgéange, die sich im Gehirn eines Lebewesens, wie bspw. dem Men-
schen, abspielen. Nach STRUBE ist das Dreischichtenmodell, zumindest aus kognitions-
wissenschaftlicher Sicht, auch die grundlegende Struktur technischer kognitiver Syste-
me. Im Rahmen der vorliegenden Arbeit ist sie Ausgangspunkt flr eine strukturelle Be-
schreibung einer Informationsverarbeitung zur Integration kognitiver Funktionen.
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Bild 4-8 zeigt das Dreischichtenmodell zur Verhaltenssteuerung in der Wirkstrukturno-
tation der zuvor beschriebenen Spezifikationstechnik des SFB 614. Zudem sind infor-
mationsverarbeitende (inkl. kognitiver) Funktionen, wie sie in der Kognitionswissen-
schaft beschrieben werden, den Systemelementen der Wirkstruktur zugeordnet.
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Bild 4-8: Wirkstruktur der Informationsverarbeitung aus kognitionswissenschaftlicher
Sicht in Anlehnung an das Dreischichtenmodell nach STRUBE

Um eine Ubertragung auf die Technik zu ermdglichen, werden unterhalb der nicht kog-
nitiven Regulierung ausfuhrende physische Systemelemente dargestellt. Diese Darstel-
lung ist eine starke Vereinfachung der realen Anatomie eines Lebewesens, das in der
Realitat eine enorme Komplexitat aufweist. So gliedert sich der betrachtete Korper als
biologisches Grundsystem im Wesentlichen in die Systemelemente passive Korpertei-
le sowie Gehirn. Das Gehirn wird als Organ explizit aufgefiihrt, da es das Zentrum der
Verhaltenssteuerung und somit die ,,Hardware* der Informationsverarbeitung ist. S&mt-
liche Energiefliisse der betrachteten Elemente symbolisieren dabei deren physische
Verbindung.

Die grundlegenden Schnittstellen zwischen der Informationsverarbeitung und dem Kor-
per eines biologischen Grundsystems sind Muskeln und Nerven. Letztere sind zwar auch
fur die Weiterleitung von Signalen sowie das Innervieren der Muskulatur verantwort-
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lich, ihre wesentliche Funktion im Hinblick auf die Kognition ist aber das Wahrnehmen
von Signalen. Die Muskeln selbst fuhren im Zusammenspiel mit den entsprechenden
passiven Korperteilen Aktionen aus.

Die unterste Ebene des Dreischichtenmodells steht fir die starre Kopplung zwischen
Nerven und Muskeln. Es handelt sich dabei um eine kontinuierliche Steuerung durch
Reflexe. Die nicht kognitive Regulierung muss hierfiir Daten erkennen und die Motorik
steuern. Ab dieser Stelle nimmt die in Kapitel 4.2 eingefiihrte Unterscheidung von Da-
ten und Informationen eine zentrale Rolle ein, da das Funktionssubstantiv die Komple-
xitét einer Funktion maRgeblich bestimmt®™. Auf dieser Ebene findet kein Lernen statt;
die motorische Steuerung basiert auf fest implementierten Prozessen.

Auf der mittleren Ebene erfolgt eine Konditionierung durch Reiz-Reaktions-
Assoziationen. Diese beruht auf der klassischen und der operanten Konditionierung
(vgl. Kap. 2.3.2). Die assoziative Regulierung muss hierfur zunéchst Daten memorieren
kdnnen. Zudem missen Daten abgerufen und verglichen werden.

Die oberste Ebene ist das Zielmanagement durch Planung, deren zentrales Element
die kognitive Regulierung ist. Diese erfillt die komplexeste Form des Lernens, das auf
den klassischen geistigen kognitiven Funktionen wie Planen, Denken, Problem lésen
und Uberlegen beruht. Hierzu miissen Informationen enkodiert, gespeichert, wieder
dekodiert und verstanden werden. Die Enkodierung nimmt dabei eine zentrale Rolle
ein, da sie wesentlich fur die Informationsgewinnung verantwortlich ist.

Die Funktion Sprache benutzen kann in der Wirkstruktur nicht einer bestimmten Ebene
zugeordnet werden. Es handelt sich um eine Funktionalitét, die sich aus einer Vielzahl
verschiedener Funktionen zusammensetzt und in diesem Sinne eher als kognitive Leis-
tung bzw. Fahigkeit zu sehen ist. Bei der Ubertragung auf technische Systeme muss
diese Funktion im Sinne einer Kommunikationsfunktionalitit berucksichtig werden.

Die Bild 4-8 dargestellte kognitionsorientierte Wirkstruktur verdeutlicht, wie grundle-
gende informationsverarbeitende Funktionen und kognitive Funktionen in ihrer Wir-
kungsweise zusammenhéngen. Jede einzelne Ebene reguliert dabei auf eine eigene Art
und Weise das Verhalten des Menschen. Hinsichtlich einer Ubertragung auf technische
Systeme sind allerdings sowohl die Systemelemente als auch die Funktionen teilweise
noch zu abstrakt. Daher wird im Folgenden die kognitionswissenschaftliche Sicht auf
die technikorientierte OCM-Architektur Gbertragen. Das Ergebnis der Integration der
kognitionswissenschaftlichen Sicht in die OCM-Struktur ist in Bild 4-9 abgebildet. Es
handelt sich um eine Wirkstruktur, die mit spezifischen Systemelementen und Fluss-
auspragungen konkretisiert werden kann. Aufgrund ihres generischen Charakters ist sie

%1 5o beschreibt die Funktion Daten erkennen eine einfache informationsverarbeitende Funktion und die
Funktion Informationen erkennen eine kognitive Funktion. Zur besseren Unterscheidung wird diese in
Bild 4-8 als Informationen verstehen spezifiziert.
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zugleich eine Entwurfsschablone fur die Wirkstruktur fortgeschrittener mechatroni-
scher Systeme, die in der Phase der Systemspezifikation einzusetzen ist.
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Bild 4-9: Generische Wirkstruktur fortgeschrittener mechatronischer Systeme

Die OCM-Architektur unterscheidet drei Ebenen fur die Informationsverarbeitung fort-
geschrittener mechatronischer Systeme. Die physikalischen Systemelemente befinden
sich im Grundsystem (GS) unterhalb der Informationsverarbeitung. Dieses lasst sich in
die Systemelemente passive Grundstruktur, Hardware flr die Informationsverarbeitung
sowie Energieversorgung unterteilen. Die entsprechenden Analogien aus der kogniti-
onswissenschaftlichen Wirkstruktur sind die passiven Korperteile sowie das Gehirn
(vgl. Bild 4-8). Die Energieversorgung als explizites Element wird erst beim Aufbau
einer grundsétzlichen Struktur flr technische Systeme relevant, daher wurde diese bei
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Lebewesen vernachlassigt. Die Energiefliisse (durchgezogene Pfeile), die von der Ener-
gieversorgung abgehen, symbolisieren die Versorgungsenergie. Alle tbrigen Energief-
lisse des Grundsystems stehen fur die Befestigung der einzelnen Elemente an der pas-
siven Grundstruktur. Die Schnittstellen zwischen dem Grundsystem zu der Informati-
onsverarbeitung bilden die Sensorik und die Aktorik. Sie sind die technische Umset-
zung der in Bild 4-8 dargestellten Nerven und Muskeln und erfillen daher die Funktio-
nen Messwerte erfassen und Aktion ausfuhren.

Der Controller (CO), das Pendant zur untersten Ebene des Dreischichtenmodells, reali-
siert die nicht kognitive Regulierung. Wesentliche Aufgabe des Reglers ist die Verbes-
serung des Systemverhaltens durch Ausregelung von Storgroi3en, die auf das Grundsys-
tem einwirken. Hierzu bestimmt er per Vergleich die Regeldifferenz zwischen vorgege-
benem Sollwert (FihrungsgroRRe) und der gemessenen RegelgroRe (RickfuhrgroRe) und
gleicht diese aus. Aus regelungstechnischer Sicht ist die Aktorik integraler Bestandteil
der Stelleinrichtung und erfullt somit die Funktion StellgréRe einstellen, um auf das
Grundsystem entsprechend der Regeldifferenz einzuwirken.

Der CO realisiert eine starre Kopplung zwischen der Sensorik und der Aktorik, deren
Wirkungsablauf als motorischer Kreis bezeichnet wird. Dieser kann durch Einwirken
der hoheren Ebenen manipuliert werden. Dies erfordert teilweise aber auch weitere
strukturelle Voraussetzungen im CO. Fortgeschrittene mechatronische Systeme besitzen
im Normalfall eine Regelreinrichtung mit mehr als nur einem Regler. Durch einen Ein-
gangsschalter und einen Ausgangsschalter kénnen unterschiedliche Reglerkonfigurati-
onen fiir bestimmte Referenzen umgeschaltet werden. Diese mussen aber nicht zwangs-
laufig spezifiziert werden, da sie keine ausfiihrenden Systemelemente sind [Hes06, S.
37].

Im reflektorischen Operator (RO) kann die assoziative Regulierung, wie das klassi-
sche oder operante Konditionieren, durch entsprechende Algorithmen umgesetzt wer-
den. Der RO kann so als lernende, dem CO (ibergelagerte Steuerung realisiert werden.
Ein Beispiel ist die Integration einer Adaptionseinrichtung (vgl. Kap. 2.2.2).

Durch den RO verlauft jedoch eine weitere Trennlinie. Es handelt sich dabei um die
Unterteilung der Verarbeitungsgeschwindigkeit in weiche und harte Echtzeit (vgl. Kap.
3.2.2.2). Die Untersuchungen bestehender Systeme haben gezeigt, dass assoziative
Funktionen in weicher Echtzeit ablaufen und in der Regel zur Planung neuer Systemzie-
le eingesetzt werden. Daher wurde diese Funktionalitat ausschlief3lich dem kognitiven
Operator zugeordnet. Unter Berticksichtigung des Dreischichtenmodells sind dies je-
doch Funktionen, die sich oberhalb der Trennlinie im Bereich der weichen Echtzeit des
RO befinden. Grundsatzlich lauft der Grofteil der Berechnungen im RO unter harten
Echtzeitbedingungen ab — im Gegensatz zum CO jedoch nicht zeitdiskret, sondern er-
eignisdiskret. Das Systemelement Datenverarbeitung représentiert diese Berechnungen,
die sich in den generischen Funkionen Daten abrufen, verarbeiten und weiterleiten un-
terteilen. Hinzu kommt die konkrete Funktion Konfigurationen zur Reglerumschaltung
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an Controller auszugeben. Auf diese Weise steuert der RO die untere Ebene auf Basis
der Informationen vom kognitiven Operator. So ist seine primére Aufgabe situationsge-
rechte und unter Umstéanden neue Sollwerte fur die Regelung zu generieren. Dieser Ab-
lauf wird als reflektorischer Kreis bezeichnet, in dem auch die sensorischen Eingaben
von unten durchgereicht werden.

Im Hinblick auf den reflektorischen Kreis ist die Datenverarbeitung im Verlauf der
OCM-Spezifikation weiter zu konkretisieren und ggf. in mehrere Systemelemente auf-
zuteilen, die verschiedene Funktionen erfiillen (z.B. Konfigurationssteuerung, Uberwa-
chung oder Korrekturelement). Ferner ist der externe Zugriff auf die Informationsverar-
beitung fortgeschrittener mechatronischer Systeme primér im RO zu sehen. Uber ein
Kommunikationsmodul findet die Kommunikation mit externen Systemen statt, um wich-
tige Daten oder Informationen auszutauschen. Ferner ist das Kommunikationsmodul —
zumindest in der generischen Form — auch eine zentrale interne Schnittstelle zur Weiter-
leitung von Daten bzw. Informationen. Der Datenspeicher hinterlegt Daten fiir eine
weitere Verarbeitung. Es handelt sich dabei um eines der wenigen nicht aktiven Syste-
melemente in der generischen Wirkstruktur.

Die kognitive Regulierung wird im kognitiven Operator (KO) realisiert. Die Verarbei-
tung der anfallenden Rechenaufgaben erfolgt grundsétzlich in weicher Echtzeit, wobei
zwischen Offline- und Online-Berechnungen unterschieden wird. Auf dieser Ebene des
OCM findet der Kern der kognitiven Informationsverarbeitung und entsprechender Pro-
zesse statt. Im Fokus fortgeschrittener mechatronischer Systeme steht die Realisierung
des Selbstoptimierungsprozesses durch modellorientierte oder verhaltensorientierte Ver-
fahren. Die letztgenannten Verfahren werden dabei durch problemspezifische Software-
algorithmen realisiert. Die modellorientierte Optimierung ist hingegen nur moglich,
wenn das Verhalten des gesamten Systems (bzw. der relevanten Systemteile) durch ma-
thematische Gleichungen ausgedriickt werden kann (vgl. Kap. 4.5.3).

Die beteiligten Systemelemente zur Umsetzung dieser Verfahren sind in Anlehnung an
den Selbstoptimierungsprozess die Situationsanalyse, die Zielbestimmung und die Ver-
haltensanpassung. Die bendtigten Informationen zur Optimierung werden dabei durch
die Situationsanalyse aufgenommen, gepriift und klassifiziert. Diese Informationen kon-
nen die aktuelle Strategie des gesamten Systems sein, auf dessen Basis die Berechnun-
gen unter harter Echtzeit erfolgen. AulRerdem sind aktuelle, aufbereitete Sensordaten
und Daten von externen Systemen erforderlich. Die kurzfristige Aufnahme von Infor-
mationen ist fiir ein autonomes und intelligentes Systemverhalten nicht ausreichend.
Daher speichert eine Wissensbasis die wichtigsten Informationen und vernetzt diese im
Betrieb zu internem Wissen. Diese Informationen werden ebenfalls von der Situations-
analyse abgerufen.

Das Ergebnis der Verarbeitung durch die Situationsanalyse geht in die Zielbestimmung.
In dieser befindet sich das systeminterne Zielsystem, dessen Ziele zur Laufzeit gewich-
tet werden. Hierzu plant die Zielbestimmung das zu erwartende Systemverhalten in be-
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stimmten Situationen. Die Gewichtung kann dann auf Basis dieser Plane erfolgen. Ein
anderer Weg, der alternativ oder auch in Kombination mdglich ist, ist die Zielgewich-
tung Uber die Simulation eines mathematischen Modells zu berechnen und so das Sys-
temverhalten zu optimieren.

Die Ergebnisse der Zielbestimmung werden an die Verhaltensanpassung weitergegeben.
Dieses Systemelement greift dabei nicht direkt auf die Regelung bzw. das Grundsystem
mit der dazugehorigen Aktorik zu. Vielmehr stellt es die geplante und optimierte Sys-
temstrategie im RO ein. Diese Kopplung zwischen RO und KO wird kognitiver Kreis
genannt, der mal3geblich durch die Ausgabe der entsprechenden Systemparameter (z.B.
BewertungsgroRen oder Optimierungswerte) oder relevanter Konfigurationen charakte-
risiert ist. In der Regel prift die Verhaltensanpassung die Ausgabe, ehe diese an den
Datenspeicher im RO weitergeleitet wird.

Die Wirkstruktur beschreibt das Zusammenspiel aller beteiligten Systemelemente. Sie
ist daher der Kern der OCM-Spezifikation. Die einzelnen Systemelemente der
Wirkstruktur erfillen hierfir eine oder mehrere Funktionen und beschreiben eine erste
Losung. Die Systemelemente nehmen somit in der OCM-Spezifikation die Rolle der
Funktionserfiller und Losungstréger ein. Die Festlegung der Systemelemente ist daher
von entscheidender Bedeutung.

Die ausgearbeitete, generische Wirkstruktur der Informationsverarbeitung eines fortge-
schrittenen mechatronischen Systems verdeutlicht, dass die Systemelemente alle in der
Kognitionswissenschaft definierten kognitiven Funktionen erfullen. Sowohl die Syste-
melemente als auch die auszufiihrenden Funktionen besitzen aber einen wesentlich
technischeren Charakter als in der Wirkstruktur des Dreischichtenmodells. Fur die Kon-
kretisierung der generischen Wirkstruktur werden im Folgenden ausgewéhlte System-
elemente der Informationsverarbeitung vorgestellt. Diese Systemelemente wurden
im Rahmen des SFB 614 bisher vermehrt und wiederkehrend zur Beschreibung von
Prinziplosungen eingesetzt. Die Kurzbeschreibungen der Systemelemente wurden mit
Entwicklern aus verschiedenen Fachdisziplinen aufgestellt, um ihre diszipliniubergrei-
fende Anwendung sicherzustellen. Dabei kdnnen die aufgelisteten Systemelemente ver-
schiedene spezifische Aufgaben wahrnehmen. Entsprechende Beispiele sind in den
Kurzbeschreibungen angefiihrt. Tabelle 4-1 zeigt diese Auswahl an Systemelementen
der Informationsverarbeitung, die den Ebenen des OCM zugeordnet wurden. Auf eine
Darstellung von unterschiedlichen haptischen Systemelementen des Grundsystems wird
im Rahmen dieser Arbeit verzichtet.
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Tabelle 4-1: Ausgewahlte Systemelemente (SE) der Informationsverarbeitung

Systemelement

Kurzbeschreibung

OCM-
Ebene

Ablaufsteuerung

Das SE steuert die Ausfiihrung nachgeschalteter SE. Notwen-
dige Bedingungen sind bereits fest vorimplementiert, daher
handelt sich in der Regel um eine koordinierende Routine.

RO/KO

Analyseelement

Das SE analysiert die Gbermittelten Daten. Anhand der Er-
gebnisse werden entsprechende weitere SE angesteuert oder
Daten weitergeleitet (z.B. Gefahrenanalyse, Umfeldanalyse).

RO

Aufbereiter

Derartige SE bereiten die eingehenden Informationsfliisse auf.
Ggf. erfolgt auch eine Konvertierung. Messwertaufbereiter
oder ein Bildkonvertierer sind konkrete Beispiele.

CO/RO

Beobachter

Das SE rekonstruiert aus Eingangsgrof3en und MessgrofRen
nicht messbare GréRen eines Systems auf Grundlage eines
Modells.

RO

Datenspeicher

Das SE speichert Daten, bspw. in Form einer Datenbank fiir
Notfallstrategien oder Optimierungswerte.

RO/KO

Interpreter

Das SE initialisiert die Ausfihrung einer ausgewahlten Regel
und leitet neue Regeln oder andere Informationen ab.

KO

Kommunikationsmodul

Das SE bildet eine Kommunikationsschnittstelle. Dabei kon-
nen externe (anderes System oder Teilsystem) und interne
Kommunikationspartner (andere SE) unterschieden werden.

RO

Konfigurationssteuerung

Das SE definiert, bei welchem Systemzustand welche Konfi-
guration giltig ist. Darliber hinaus legt es fest, unter welchen
Bedingungen zwischen Konfigurationen umgeschaltet wird.

RO

Korrekturelement

Auf Basis einer Simulation eines echtzeitfahigen Modells wer-
den zuvor bestimmte Systemparameter fur die Regelung kor-
rigiert.

RO

Optimierer

Das SE wendet bestimmte Optimierungsverfahren an, um
geeignete Ziele und Systemparameter zu berechnen, die zu
einer zielkonformen Verhaltensanpassung fuhren.

RO/KO

Planer

Das SE plant verschiedene Aktionsfolgen um ein bestimmtes
Ziel zu erreichen. Unterschiedliche Planer kénnen eingesetzt
werden (z.B. bedingter oder wissensbasierter Planer)

KO

Sollwertgenerierung

Auf Grundlage der Ergebnisse vorangegangener Analysen,
Messungen oder Schatzungen werden Sollwerte fir den CO
generiert bzw. vorgeben.

RO

Uberwachung

Das SE uberwacht gezielt bestimmte Systemparameter oder
SE wie Sensoren. Im Gegensatz zum Analyseelement kann
die Uberwachung nur beschrankt selbst aktiv werden.

RO

Wissensbasis

Informationen wie auch Plane und Strategien werden gespei-
chert und fur den Abruf bereitgestellt. Die Informationen wer-
den derart abgelegt, dass sie Beziehung zueinander stehen.

KO

4.4.3 Funktionen der Informationsverarbeitung

Die funktionale Beschreibung geht der Definition der Wirkstruktur im Entwicklungs-
prozess voraus. Es ist daher von groRer Bedeutung eine eindeutige und dennoch wei-
testgehend l6sungsneutrale Spezifikation der Funktionen zu unterstiitzen. Methoden der
Funktionsbeschreibung in der Produktentwicklung erfiillen diesen Anspruch, beriick-
sichtigen aber nicht die Beschreibung der Informationsverarbeitung. So sollte die hie-
rarchische Gliederung der Gesamtfunktion zur Spezifikation der Gesamtfunktionalitét
des zu entwickelnden Systems genutzt werden. Es fehlt aber ein an die Informationsver-
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arbeitung technischer Systeme angepasstes Vorgehen und geeignete Funktionsverben®?
der Informationsverarbeitung, wie sie fur physikalische Zusammenhénge bspw. von
PAHL/BEITZ, LANGLOTZ oder BIRKHOFER erarbeitet wurden (vgl. Kap. 3.2.1.1).

Grundlage fir die Beschreibung von funktionalen Zusammenhéangen der Informations-
verarbeitung in fortgeschrittenen mechatronischen Systemen ist das sog. EVA-Prinzip.
Es ist der Grundsatz der elektronischen Datenverarbeitung (EDV) und unterscheidet die
drei Phasen Eingabe, Verarbeitung und Ausgabe. Das Schema orientiert sich an der
klassischen VVon-Neumann-Rechnerarchitektur fur einen Computer. Zundachst erfolgt die
Eingabe von Daten z.B. durch die Tastatur. Danach verarbeitet der Prozessor diese Da-
ten und gibt sie anschlielend bspw. am Monitor aus. Das Speichern von Daten kann der
zweiten Phase zugewiesen werden [Dud01, S. 232], [Dwo89, S. 44ff.]. Das EVA-
Prinzip beschreibt im Wesentlichen die Datenverarbeitung zwischen Benutzer und
Computer oder zwischen zwei Computern. Es lasst sich aber auch auf die Interaktion
informationsverarbeitender Systemelemente Ubertragen. Hierzu kann das Akronym
EVA weiter genutzt werden, allerdings mit angepasster Bedeutung. Das angepasste
EVA-Prinzip umfasst die folgenden allgemeinen Funktionen der Informationsverar-
beitung, die durch informationsverarbeitende Systemelemente erfllt werden mussen:

e Information erfassen: Ein Systemelement erfasst Informationen. Es ist nicht defi-
niert, ob die Informationsaufnahme durch direkt (z.B. durch Messen) oder indirekt
(z.B. durch Abrufen) stattfindet.

¢ Information verarbeiten: Ein Systemelement verarbeitet Informationen. Dies kann
auf vielféltige Weise erfolgen und hangt maRgeblich von der Aufgabe des System-
elements ab.

e Information ausgeben: Ein Systemelement gibt Informationen aus. Die Ausgabe
von Informationen kann selbststandig oder erst auf Anfrage erfolgen.

Die Beschreibungen der allgemeinen Funktionen zeigen, dass diese hinsichtlich der
Funktionalitat des Systemelements noch keine genaue Aussage zulassen. Zur weiteren
Konkretisierung bedarf es folglich einer Festlegung von Funktionen, die den einzelnen
allgemeinen Funktionen der Informationsverarbeitung untergeordnet sind. In den nach-
folgenden Tabellen sind Funktionsverben zur Bildung einer informationsverarbeitenden
Funktion im Sinne des angepassten EVA-Prinzips aufgefiihrt. Aufgrund des natirlichen
Sprachgebrauchs, der stets in einem Wandel steht, kdnnen diese keinen Anspruch auf
Vollistandigkeit haben. Im Rahmen der Werkzeugunterstiitzung in Kapitel 4.6 werden
den Funktionsverben Synonyme zugeordnet, um die Vergleichbarkeit zu erhéhen.

52 Eunktionen werden erst durch die Kombination eines Verbs mit einem Substantiv gebildet. Im Weite-
ren liegt der Fokus nur auf der Definition geeigneter Funktionsverben der Informationsverarbeitung.
Als Substantiv kann grundsétzlich der Begriff Information stehen. Dieser schliet Daten als unverar-
beitete Informationen mit ein.
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Ziel ist ein Funktionsverbkatalog der Informationsverarbeitung, der eine einheitli-
che Funktionsbeschreibung erleichtert. Die entsprechenden Tabellen enthalten hierzu
eine Kurzbeschreibung, die die Verwendung des Funktionsverbs festlegt. Dies geschieht
in Anlehnung an die Prozesswortlisten nach Rupp, die derartige Listen fir ein einheitli-
ches Verstandnis unter den beteiligten Personen in einem Projekt vorschlégt (vgl. Kap.
3.2.1.2). Ferner werden die Ebenen des OCM angefiihrt, in denen die aus dem Verb
resultierende Funktion umgesetzt wird. Tabelle 4-2 zeigt Funktionsverben der allgemei-
nen Funktion Information erfassen.

Tabelle 4-2: Funktionsverben fiir die Funktion ,, Information erfassen

. . OCM-

Funktionsverb Kurzbeschreibung Ebene

abrufen Ein SE ruft aktiv Infornjat!onen aus einer Datenbank ab. Die Informati- RO/KO
onen werden zwangslaufig ausgeben.

aktualisieren Ein SE aktualisiert z.B. eine Datenbank, indem Informationen erganzt RO/KO
oder angepasst werden.

anfragen Ein SE fragt aktiv Informationen an. Ein weiteres SE wird aktiv, um RO/KO
diese zu senden.

empfangen Ein SE empféngt Informationen, ohne diese explizit anzufordern. CO/RO/KO

messen Ein SE misst physikalische GroRen des Grundsystems. CcOo

Das ,,Erfassen‘ unterscheidet sich im Wesentlichen in der Aktivitat der beteiligten Sys-
temelemente. Anschlieend erfolgt die Verarbeitung der erfassten Informationen. In
Tabelle 4-3 sind Funktionsverben der Funktion ,,Information verarbeiten* dargestellt.

Tabelle 4-3: Funktionsverben fiir die Funktion ,, Information verarbeiten *

. . OCM-
Funktionsverb Kurzbeschreibung Ebene
aufbereiten Bestimmte Rohdaten mussen fur eine weitere Informationsverarbeitung CO/RO
aufbereitet werden.

aufnehmen Ein SE nimmt eine besU_mmtg In_formatl_on auf und veranlasst das gezielte RO/KO
Ablegen dieser Information fur eine weitere Verarbeitung.

. Ein SE teilt die Informationen anhand bestimmter Merkmale auf. Die

aufteilen Summe des Outputs entspricht der Summe des Inputs. RO/KO

ausgleichen Diese Funktion beschreibt die auszugleichende Regeldifferenz durch das co
SE Regler.

auswahlen Ein SE wéahlt aus gespeicherten Informationen Alternativen aus. RO/KO

filtern B_estlmmte Informa_tlonen werden gezielt vernachlassigt und spezielle fur CO/RO/KO
die Weitergabe gefiltert.

konvertieren Ein SE konvertiert Daten (z.B. Bilder) in ein anderes Format. CO/RO

16schen Ein SE Iosght eine bestimmte Information aus einer Datenbank oder RO/KO
einem Speicher.

. Ein SE speichert aktiv Informationen Uber einen langeren Zeitraum. Dies

speichern erfolgt z.B. in einer Datenbank oder Wissensbasis. RO/KO

vergleichen Eine erfasste Information mit einer gespeicherten Informationen oder CO/ROIKO
einer anderen erfassten vergleichen.
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Es wird hier nur eine Auswahl grundlegender Verarbeitungsfunktionen gezeigt, die im
Rahmen der Systemkonzipierung eingesetzt werden kénnen. Es handelt sich dabei um
elementare Verarbeitungsschritte informationsverarbeitender Systemelemente. Nach der
Verarbeitung mussen wieder Informationen ausgegeben werden. Tabelle 4-3 enthalt
Verben und entsprechende Kurzbeschreibungen zur Konkretisierung der allgemeinen
Funktion ,,Information ausgeben®.

Tabelle 4-4: Funktionsverben fiir die Funktion ,, Information ausgeben *

Funktionsverb Kurzbeschreibung oeni-
Ebene

aktivieren Eln_ SE aktiviert ein anderes SE, indem es die Aktivitat eines anderen SE CO/RO
freigibt.

andern Ein SE andgrt die Daten eines anderen SE. In der Regel handelt es sich RO/KO
dabei um einen Datenspeicher.

bereitstellen SE stellt Informationen zum Abruf durch ein anderes SE bereit. CO/RO/KO

deaktivieren Ein SI_E deaktiviert auf Basis der erfassten oder verarbeiteten Informatio- CO/RO
nen ein anderes SE.

. Ein bestimmter Datensatz wird in einer Datenbank eingestellt. Im CO

einstellen beschreibt die Funktion das Einstellen einer StellgroRe. CO/RO/KO

informieren Elljnng?E informiert gezielt ein fest definiertes SE und erhélt eine Riickmel- RO

senden Ein SE s_endet bestimmte Inforr_natlonen an ein anderes SE. Auf diese CO/RO
Informationsausgabe erfolgt kein Feedback.

verteilen Ein SE verteilt Informationen an mehrere Empfanger. RO

weiterleiten Ein S_E leitet Informatlc_)nen direkt weiter. An diesem SE findet keine Ver- RO
arbeitung der Informationen statt.

Grundsatzlich ist die Art und Weise der Informationsausgabe zu unterscheiden. Zum
einen kénnen nur Informationen an andere Systemelemente weitergegeben werden, die
dann entscheiden, wie diese zu verwerten sind (z.B. weiterleiten oder senden). Zum
anderen kann das ausgebende Systemelement selbst eine Aktion eines anderen System-
elements veranlassen (z.B. aktivieren oder einstellen).

Basierend auf Untersuchungen bestehender Systeme ergeben sich viele informations-
verarbeitende Funktionen, wie z.B. auch der GroRteil der Funktionen der kognitiven
Informationsverarbeitung im KO, erst aus dem Zusammenwirken aus Funktionen der
drei EVA-Phasen. Derartige Funktionen kdnnen als komplexe Funktionen der Infor-
mationsverarbeitung bezeichnet werden. Sie hdngen stark von dem zugrundeliegenden
Verfahren ab. Mit ihnen konnen relativ schnell und einfach kognitive Prozesse be-
schrieben werden, ohne die Informationsverarbeitung bis auf die elementare EVA-
Ebene herunterzubrechen. Tabelle 4-5 zeigt Funktionsverben fiir komplexe Funktionen
der Informationsverarbeitung fortgeschrittener mechatronischer Systeme.
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Tabelle 4-5: Funktionsverben fiir komplexe Funktionen der Informationsverarbeitung

Funktionsverb Kurzbeschreibung S&'\:e
analvsieren Informationen werden auf einzelne Merkmale analysiert. Bestimmte Zu- KO
y sammenhange werden erfasst und Inferenzen daraus abgeleitet.
anpassen Bestimmte Informationen werden abgerufen und verglichen; Vorgabepa- KO
P rameter werden entsprechend geandert.
aufzeichnen Ein SE zeichnet Daten auf, indem diese Uber einen langeren Zeitraum RO/KO
beobachtet und abgelegt werden.
beobachten Beobachten erfolgt durch Erfassung einer GrolRe anhand eines Modells. CO/RO
Anwendungsfall der Regelungstechnik.
bestimmen Vorhandene_ Parameter odt_ar Ziele werden aufgrund erhaltener Da- CO/RO/KO
ten/Informationen neu bestimmt.
bewerten SE bewertet Informationen nach Qualitat oder Wichtigkeit. RO/KO
. Ein SE delegiert eine Aufgabe, indem es diese untersucht, aufteilt und
delegieren die Teilaufgaben an entsprechende SE ubertragt. RO/KO
erkennen Eln..SE erkennt Da_ten/lnformatlonen durph die “Zuordnung einer Sig- RO/KO
nalédnderung auf eine bekannte Informationsgrofie.
erzeugen Ar!.hand erha_ltener Informatlc_nnen we_rden neue In_fo_rmatlonen oder Aus- CO/ROIKO
pragungen dieser erzeugt. Ein Spezialfall ist duplizieren.
enerieren Generieren von Inputdaten z.B. Sollwerten. Dies erfolgt grof3tenteils RO
9 durch Berechnungen.
gewichten Ein SE kann Ziele im Rahmen der Zielbestimmung neu gewichten. KO
identifizieren SE identifiziert z.B. Parameter aufgrund erhaltener Informationen. RO/KO
Klassifizieren ﬁ}l?ot:szggljleirt eine Menge von Informationen auf Basis vorhandener KO
Kommunizieren Elljr;tiljsléc;]rtrlmunmert mit einem anderen SE, indem es Informationen RO/KO
lernen SE lernt durch Erfahrungen, Wissen und Verhalten. KO
lokalisieren Ein SE lokalisiert Informationen, wie z.B. aktuelle Systemzustande. RO/KO
obtimieren Ein SE optimiert, indem es die giinstigsten Lésungen fir bestimmte Ziel- KO
P stellungen ermittelt.
lanen SE plant die Lésung eines Problems durch Erstellung eines Plans oder KO
P mehrerer Plane.
Das SE misst und vergleicht Daten. Auf Basis der gewonnenen Erkennt-
regeln : . CcOo
nisse werden Einstellungen vorgenommen.
sortieren IEeIrT c?rljns;rtlert Informationen, indem es diese nach bestimmten Merkma- RO
suchen Auf Grundlage von Parametern werden Informationen z.B. in einer Da- RO/KO
tenbank gesucht.
iiberwachen Das SE ut_)erwacht Daten |'ndem dle_se erfasst und gepruft oder fortlau- RO
fend verglichen werden. Die Ergebnisse werden weitergegeben.
umschalten Das SE wechselt die Konfiguration, indem es zwischen ihnen umschaltet. RO
verstehen Ein SE ist in der Lage, Informationen zu verstehen. Dies erfolgt durch KO
Zurlckgreifen auf bestehende Informationen.

Ausgehend von der generischen Wirkstruktur, die das Ergebnis der Ubertragung der
kognitionswissenschaftlichen Sicht auf die OCM-Struktur ist, und den erarbeiteten
Funktionsverben der Informationsverarbeitung, kann eine generische Funktionshierar-
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chie fortgeschrittener mechatronischer Systeme definiert werden. Diese kann als Ent-
wurfsschablone fir die Funktionshierarchie im Rahmen der Funktionssynthese ge-
nutzt werden (vgl. Bild 4-10, Bild 4-11 und Bild 4-12).

In Anlehnung an die generische Wirkstruktur gliedert sich ein fortgeschrittenes mechat-
ronisches System zunachst in die Funktionsmodule®® Grundsystem inkl. Aktorik, Con-
troller inkl. Sensorik, reflektorischer Operator und kognitiver Operator. Die Sensorik
und Aktorik werden dem Controller bzw. dem Grundsystem zugewiesen, da die Senso-
rik die Schnittstelle zur Informationsverarbeitung ist und die Aktorik direkt auf das
Grundsystem wirkt. Komplettiert wird diese Ebene durch die Benutzerschnittstelle, die
hier fakultativ aufgefuhrt wird. Eine allgemeingiltige Zuordnung der Benutzerinterakti-
on mit einem fortgeschrittenen mechatronischen System steht nicht im Fokus der Ar-
beit. Grundséatzlich ist es denkbar, dass VVorgaben direkt iber eine installierte Sensorik
aufgenommen werden. Eine weitere Mdglichkeit wére die Eingabe von Strategien ber
eine Schnittstelle zur Informationsverarbeitung. Aus diesen Griinden erhélt diese Funk-
tionalitat eine Sonderstellung in der Funktionshierarchie.

Grundsystem inkl. Aktorik: Die generische Wirkstruktur aus Kapitel 4.4.2 zeigt, dass
das Grundsystem aus passiven und aktiven Systemelementen besteht. Die Zuordnung
der passiven Elemente zu dem Bereich des Grundsystems basiert auf den Elementen des
klassischen Maschinenbaus und ergibt die Grundstruktur des Systems. Die Entkopplung
der Aktorik von dem Controller beruht auf der Uberlegung, dass die Entwicklung von
ausfiihrenden Systemelementen, wie bspw. einem Gleichstrommotor, auf Wirkprinzi-
pien der Elektrotechnik und des Maschinenbaus basiert. Dabei stehen eher Aufbau, Ge-
stalt und Wirkungsweise im Vordergrund, als die Verbindung des Motors zur Informa-
tionsverarbeitung (vgl. Bild 4-10).

Controller inkl. Sensorik: Die Sensoren bilden die Schnittstelle zwischen Grundsys-
tem und Controller. Im Gegensatz zur Aktorik wird die Sensorik der Funktionalitat der
Informationsverarbeitung zugeordnet. Beim Entwurf des gesamten Systems steht nicht
im Vordergrund, wie die Sensordaten im Detail erzeugt werden, sondern vielmehr, wel-
che Daten die Informationsverarbeitung bendtigt. Die wesentliche Hauptfunktion des
Controllers ist es, das Systemverhalten zu regeln, die sich in Daten vergleichen und
Reglerausgangsgrolie einstellen weiter unterteilt. Fir die Regelung missen entspre-
chende Werte gemessen werden. Weitere Funktionen wie Sensordaten ausgeben oder
die Teilfunktionen der Funktion Sensordaten erzeugen werden vollstandigkeitshalber
aufgefiihrt. Eine Modellierung im Rahmen der Konzipierung ist jedoch nicht zwingend
notwendig. Das Ergebnis der Regelung sollte an den reflektorischen Operator weiterge-
leitet werden (vgl. Bild 4-10).

%3 |m Sinne von tibergeordneten funktionserfiillenden Systemelementen. Ohne letztlich den Systemzweck
zu kennen, kénnen diese Funktionsmodule nur als Systemelement dargestellt werden und nicht durch
Funktionen in aktivistischer Form (vgl. Kap. 3.2.1.1).



Seite 124 Kapitel 4

Reflektorischer Operator: Die Aufgaben und die spatere Implementierung des reflek-
torischen Operators sind groftenteils der Softwaretechnik zuzuordnen. Das grundsétzli-
che Verhalten einzelner Systemelemente l&sst sich dabei auf die Funktionen Daten er-
fassen, speichern, verarbeiten und ausgeben eingrenzen. Dies entspricht dem angepass-
ten EVA-Prinzip, wobei das Speichern, z.B. in einem Datenspeicher, eine Sonderstel-
lung einnimmt. Weitere Teilfunktionen sind mdglich und konkretisieren die zu erfillen-
de Funktionalitat des reflektorischen Operators. So bezieht sich das Erfassen von Daten
bspw. auf die benotigten Daten der Sensoren oder auf Daten von externen Systemen.
Ferner kann die Art der Datenerfassung detailliert werden (z.B. Daten abrufen, empfan-
gen oder anfragen). Die anschlieBende Verarbeitung ist die Wertschopfung der jeweili-
gen Systemelemente. Diese lasst sich z.B. weiter unterteilen in Daten aufnehmen, gene-
rieren, vergleichen oder auch léschen. Mit der Ausgabe von Daten im Sinne der Soft-
wareentwicklung sind u.a. Zusammenhange, wie das Aktivieren bzw. Deaktivieren von
Systemelementen, bzw. den entsprechenden Schnittstellen, oder auch nur das simple
Weiterleiten von Daten gemeint (vgl. Bild 4-11).

Die Kombination der erlduterten Funktionen spiegelt sich in spezifischen Auspragungen
der bendtigten Systemelemente fur die Konzipierung eines fortgeschrittenen mechatro-
nischen Systems wider (vgl. Tabelle 4-1), die auch tUbergeordnete, komplexe Funktio-
nen der Informationsverarbeitung erfiilllen (vgl. Tabelle 4-5). Dies sind z.B. Funktionen
wie Umschalten von Regelkonfigurationen, Beobachten/Schéatzen von Daten, die nicht
direkt messbar sind und auf Basis mathematischer Zusammenhange erzeugt werden
kénnen, Generieren von Sollwerten, Analysieren von Gefahren, Uberwachen von Sys-
temablaufen oder auch Kommunizieren mit weiteren Systemen. Fur diese Ubergeordne-
ten Funktionen kénnen entsprechende Ldsungen in Form von Losungsmustern erstellt
werden (vgl. Kap. 4.5.1).

Kognitiver Operator: Der kognitive Operator ist das wesentliche Element der kogniti-
ven Informationsverarbeitung und die entscheidende Ebene zur Integration kognitiver
Funktionen. Im Kontext fortgeschrittener mechatronischer Systeme kann die Strukturie-
rung seiner Funktionalitat in Anlehnung an den Selbstoptimierungsprozess erfolgen.
Die oberste Hierarchieebene gliedert sich in die Funktionen Situation analysieren, Ziele
bestimmen und Verhalten anpassen. Die Analyse der Situation umfasst im Wesentlichen
zwei Aufgaben. Zunédchst missen die benétigten Informationen erfasst und aufgenom-
men werden. Zudem findet eine Aufbereitung der Informationen fiir die Zielbestim-
mung statt (z.B. Informationen vergleichen oder klassifizieren). Das Bestimmen von
Zielen ist Kern der kognitiven Informationsverarbeitung. Diesbezuglich werden Funkti-
onen bendtigt wie Systemverhalten planen, Ziele gewichten, Modelle simulieren oder
Systemverhalten optimieren. Die Verhaltensanpassung unterteilt sich grundsatzlich in
die Ausgabe aller betroffenen Informationen, wie Konfigurationen oder Parameter und
deren Uberwachung. Alle erzeugten und erfassten Informationen sind in einer Wissens-
basis zu speichern, die die Informationen in Beziehung setzten kann (vgl. Bild 4-12).
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Bild 4-10: Entwurfsschablone flr die Spezifikation der Funktionshierarchie eines fort-

geschrittenen mechatronischen Systems (Teil 1 von 3)
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4.5 Loésungswissen

Wie die vorhergehenden Kapitel gezeigt haben, ist fur die Entwicklung der Informati-
onsverarbeitung fortgeschrittener mechatronischer Systeme Wissen notwendig, das in
der Regel nur einzelne Experten wie z.B. der Regelungstechnik, der Softwaretechnik
oder der kunstlichen Intelligenz besitzen. Ferner wird neues Wissen im Laufe einer er-
folgreichen Entwicklung erschlossen. Bei beiden Wissensarten handelt es sich zunéchst
um personengebundenes Wissen, das nur stillschweigend verfligbar ist. Derartiges Wis-
sen wird im Kontext des Systementwurfs als Losungswissen bezeichnet.

In diesem Kapitel wird eine geeignete Technik fur den Umgang mit Losungswissen
vorgestellt, die allen an der Entwicklung beteiligten Personen einen effektiven Zugang
zu diesem Wissen ermdglicht. Ziel ist es, Losungswissen wiederverwenden zu kdnnen
und Dritten zur Verfligung zu stellen. Kern ist ein musterorientierter Ansatz zur Doku-
mentation und Présentation von Lésungswissen fur den Entwurf des OCM (Kap. 4.5.1).
Dieser wird anhand ausgewahlter Beispielmuster validiert (Kap. 4.5.2). Ferner wird eine
Klassifikation kognitionsrelevanter Verfahren vorgestellt (Kap. 4.5.3).

4.5.1 Losungsmuster fur fortgeschrittene mechatronische Systeme

Um das Wissen der Mitarbeiter fiir eine gesamte Organisation nutzbar zu machen, ent-
wickelten NONAKA/TAKEUCHI das sog. SECI-Modell (Socialisation, Externalization,
Combination, Internalization) [NT97]. Dieses beschreibt aufbauend auf dem Begriff des
impliziten Wissens nach POLANY den Ablauf der Wissenserzeugung in Unternehmen als
Wissensspirale [Pol85]. Dabei wird implizites Wissen, das nur stillschweigend und
nicht formalisiert vorhanden ist, in explizites, formalisiertes Wissen umgewandelt und
umgekehrt. Diese Umwandlung gliedert sich in vier aufeinander folgende Prozesse, die
kontinuierlich durchlaufen werden. Das Wissen wird dabei innerhalb eines Unterneh-
mens von individuellem Wissen auf hohere Organisationsstufen wie Personengruppen
oder die gesamte Organisation Uberfuhrt (vgl. Bild 4-13).

Die Sozialisation beschreibt den Austausch von implizitem Wissen zwischen Individu-
en durch gemeinsame Erfahrungen, Beobachtungen oder Nachahmung. Der Wissen-
saustausch verlauft weitestgehend stillschweigend. Die Umwandlung von implizitem
Wissen in explizites Wissen wird Externalisierung genannt. Diese verlangt nach Mog-
lichkeiten, nicht trivial beschreibbare Zusammenhénge allgemeinverstandlich wieder-
zugeben. So konnen alle beteiligten Individuen auf das gleiche explizite Wissen zugrei-
fen. Das durch Externalisierung gewonnene Wissen wird im Rahmen der Kombination
verteilt und erweitert. Dieser Prozess erfolgt z.B. durch direkte Kommunikation zwi-
schen Individuen. Der Einsatz der Informationstechnologie nimmt hier eine besondere
Stellung ein und kann zu einer Anreicherung des Wissens fiihren. Auf Basis des kombi-
nierten expliziten Wissens kann eine Internalisierung erfolgen. Das Wissen wird vom
Individuum aufgenommen, verstanden und gelernt [NT97, S. 84ff.].
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Bild 4-13: SECI-Modell nach NONAKA/TAKEUCHI [NT97, S. 84]

Nach dem SECI-Modell setzt eine erfolgreiche Externalisierung des Lésungswissens
eine allgemeinverstandliche Beschreibung voraus. Auf diese Weise ist es moglich, dass
auch unerfahrene Ingenieure oder Experten anderer Disziplinen spezifische Sachverhal-
te verstehen kdnnen. Eine derart einheitliche Spezifikation des Lésungswissens ist gera-
de bei der Entwicklung einer kognitiven Informationsverarbeitung, die durch eine ver-
starkte Interdisziplinaritat und oftmals exklusivem Expertenwissen gepragt ist, von ent-
scheidender Bedeutung.

4.5.1.1 Einheitliche Spezifikation eines Losungsmusters

Ein in der Produktentwicklung etabliertes Konstrukt zur Wissensexternalisierung ist das
sog. Losungsmuster (LM) (vgl. Kap. 2.4.3). GemaR den Anforderungen muss sich des-
sen Struktur an der Definition von ALEXANDER orientieren und das zugrundeliegende
Problem als auch dessen Ldsung beschreiben (vgl. Kap. 2.6). Ferner ist der Einsatz ei-
nes Losungsmusters an einen bestimmten Kontext gebunden, der ebenfalls dokumen-
tiert werden muss. Bestehende Ansdtze aus dem Stand der Technik werden diesen An-
forderungen nur teilweise gerecht. Da auch keines der untersuchten Losungsmuster den
frihzeitigen Entwurf der Informationsverarbeitung unterstitzt, wurde eine neue Spezi-
fikation fur Losungsmuster fur den Entwurf fortgeschrittener mechatronischer Systeme
erarbeitet. Die Spezifikation eignet sich zur Aufnahme von Ldsungen sowohl fir physi-
kalische als auch informationsverarbeitende Systembestandteile. Letztere stehen aber
vor dem Hintergrund der Entwicklung fortgeschrittener Systeme mit kognitiven Funkti-
onen im Vordergrund. Bild 4-14 gibt einen Uberblick (iber die einheitliche Spezifikati-
on eines Losungsmusters fir fortgeschrittene mechatronische Systeme.
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Bild 4-14: Einheitliche Spezifikation eines Losungsmusters im Uberblick

Da die Inhalte eines Losungsmusters in derselben Sprache spezifiziert werden sollten,
die auch im Systementwurf eingesetzt wird, basiert die einheitliche Spezifikation der
Losungsmuster auf der in Kap. 4.4 konkretisierten Form der Spezifikationstechnik des
SFB 614°>*. Hierzu werden sechs Aspekte unterschieden, die eine disziplinunabhangige
Beschreibung ermdglichen und im Weiteren erldutert werden.

Merkmale

In diesem Aspekt werden samtliche Eigenschaften spezifiziert, die fur das jeweilige
Muster charakteristisch sind. Die Merkmale erlauben Rickschliisse auf die Anforderun-
gen, die das Losungsmuster erfiillen kann. Dabei variieren je nach Losungsmuster nicht
nur die Auspragungen, sondern auch die Merkmale selbst. Die Merkmale werden zum
besseren Abgleich mit den Systemanforderungen im Normalfall in einer Liste doku-
mentiert. Grundsétzlich empfiehlt es sich, Merkmale fur die Informationsverarbeitung
und Merkmale fur das (physikalische) Grundsystem zu unterscheiden. Die folgenden
Merkmale bieten erste Anhaltspunkte und haben keinen Anspruch auf Vollstandigkeit.
Die Liste wird mit der Aufnahme von Ldsungsmustern stets erweitert. Merkmale flr
Losungsmuster fiir das Grundsystem konnen in Ubereinstimmung mit den Hauptmerk-
mallisten zur Anforderungsbestimmung technischer Systeme nach PAHL/BEITZ be-
schrieben werden [PBF+07, S. 220]:

% Grundsatzlich ist die Spezifikation aber auch mit anderen Sprachen wie z.B. der SysML umsetzbar.
Diese unterstiitzen aber nicht die im Fokus der Arbeit stehende vollstandige Beschreibung der Infor-
mationsverarbeitung inkl. kognitiver Funktionen.
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Einsatzbedingungen: Unter diesem Gesichtspunkt ist festzuhalten, unter welchen
Umgebungsbedingungen physikalische Systemelemente eingesetzt werden kdénnen.

Geometrie: Hierunter fallen grobe Angaben zu den Abmalien. Mit ihnen l&sst sich
u.a. frihzeitig der benétigte Raumbedarf ermitteln.

Stoffliche Merkmale: Im Hinblick auf die vertragliche Kombination mehrerer L6-
sungsmuster sind diese von hoher Bedeutung. Es ist nicht nur festzuhalten, aus wel-
chen Materialien die beteiligten Elemente bestehen, sondern auch, welche Eigen-
schaften das zusétzlich benétigte Arbeitsmedium hat.

Kinematik: Grundsétzlich ist zwischen rotatorischer und translatorischer Bewegung
zu unterscheiden. Hinzu kommen Angaben, in welche Richtung oder um welche
Koordinatenachse die Bewegung stattfindet.

Montage: Es ist denkbar, dass die Wirkungsweise von Lésungsmustern mit Beson-
derheiten bei der Montage einhergehen. In diesem Fall sollte Art und Weise der
Montage dokumentiert werden.

Normung: Sollte das Ldésungsmuster genormte Losungselemente beinhalten, sind
diese explizit aufzufuhren.

Es sind nur wenige Anséatze zur Beschreibung charakteristischer Merkmale fur Lésun-
gen der Informationsverarbeitung vorhanden. Grundsétzlich hangen diese stark von den
einzusetzenden informationsverarbeitenden Verfahren ab (vgl. Kap. 4.5.3). Erste Ansat-
ze auf Ubergeordneter Ebene liefern FRANK et al. und BALZERT. In Anlehnung an diese
konnten folgende Merkmale fur Losungsmuster fiir die Informationsverarbeitung identi-
fiziert werden [Bal05], [FGK+04, S. 29ff.]:

Einsatzbedingungen: Der Einsatz der Losungsmuster ist an bestimmte Bedingungen
und Systemeigenschaften gekoppelt. So ist die Realisierung einer Umschaltstrategie
nur moglich, wenn sich im Controller mehr als eine Regelkonfiguration befindet.

Zeitpunkt der Aktivitat: Die Systemelemente des Losungsmusters kénnen kontinu-
ierlich oder nur in festgelegten Zeitpunkten aktiv sein. Sie kénnen auch nur aktiv
werden, wenn das System einen vordefinierten Zustand erlangt oder ein bestimmtes
Ereignis stattfindet.

Echtzeitfahigkeit: Es sollte festgelegt werden, welche zeitlichen Anforderungen das
Losungsmuster erfullt. Es kann zwischen harter Echtzeit, weicher Echtzeit oder ei-
nem nicht zeitkritischen Prozess unterschieden werden. Hieraus ergeben sich wiede-
rum Anforderungen an die einzusetzende Hardware.

Modellierbarkeit: Es ist festzuhalten, ob das Lésungsmuster nur fir Systeme bzw.
Systemteile eingesetzt werden kann, deren Verhalten vollstandig physikalisch mo-
delliert werden kann.
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e Art der Berechnung: Dieses Merkmal ist besonders durch die zugrundeliegenden
Verfahren gepragt. Grundsétzlich ist zu klaren, ob die eingehenden Daten fir die
Berechnungen kontinuierlich oder diskret erfasst werden. Ferner unterscheiden sich
die Berechnungen z.B. beziiglich der Linearitat, Determiniertheit oder Finitheit.

e Entitat: Die Systemelemente des Losungsmusters kdnnen isoliert oder kollektiv in
Kooperation mit anderen Komponenten die Informationen und Daten verarbeiten.
So kénnen bspw. bei Agentensystemen einzelne Rollen definiert werden.

e Signalart: Einer Informationsverarbeitung liegt immer ein Signal zugrunde, das die
Informationen transportiert (vgl. Kap. 4.1). So kann zwischen analoger, binarer oder
digitaler Signalverarbeitung differenziert werden, die sich aus der physikalischen
Eigenschaft des Signals ergeben.

e Modellierungs-/Programmiersprache: Die Sprache, in der die Losung programmiert
wurde, ist zu dokumentieren. Es kann aber auch eine andere oder weitere Program-
miersprache empfohlen werden. Grundsétzlich gibt es Sprachen flr eine hardware-
nahe Programmierung (Maschinen- oder Assemblersprachen) und komplexere Spra-
chen, die vorab in eine maschinenlesbare Form kompiliert werden.

e Datenstruktur: Ist das Ldsungsmuster bereits sehr detailliert spezifiziert, kénnen
hinsichtlich der spateren Implementierung Typen oder die Datenstruktur definiert
werden. Der Ressourcenbedarf eines Algorithmus ist von der Verwendung der Da-
tenstruktur abhangig.

Funktionen

Durch diesen Aspekt werden die erfiillbaren Funktionen und somit die Aufgabe des
Losungsmusters festgelegt. Im einfachsten Fall kann das eine Funktion sein, wie dies
bei Wirkprinzipien der Konstruktionslehre der Fall ist (vgl. Kap. 3.3.1.1). Komplexere
Losungen umfassen mehrere Funktionen, die in einer Funktionshierarchie beschrieben
werden. Derart konnen auch logische funktionale Zusammenhange dargestellt werden.
Nach den drei prinzipiellen Flussarten mechatronischer Systeme kdnnen stoffbestimmte
(z.B. Stoff transportieren), energiebestimmte (z.B. Energie umwandeln) und informati-
onsbestimmte Funktionen (z.B. Informationen erfassen) unterschieden werden (vgl.
Kap. 2.2.1). Fur den Anwender der Losungsmuster, der im Zuge des Systementwurfs
Losungsmuster fiir Funktionen sucht, représentiert dieser Aspekt in Anlehnung an die
Definition nach ALEXANDER das zu l6sende Problem. Fir die Dokumentation dieses
Aspekts konnen die entsprechenden Funktionen aus der bestehenden Funktionsbe-
schreibung des Systems entnommen werden. Eine Orientierung an der Entwurfsschab-
lone zur Erstellung einer Funktionshierarchie fiir fortgeschrittene mechatronische Sys-
teme wird empfohlen (vgl. Kap. 4.4.3). Sie bietet einen guten Uberblick tiber die grund-
sétzlichen Problemstellungen, die sich bei der Konzipierung derartiger Systeme erge-
ben. Ferner wird eine Einordnung in die Gesamtproblematik unterstutzt, wodurch auch
die Suche nach einem geeigneten Lésungsmuster tber die Funktionen verbessert wird.
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Wirkstruktur

Dieser Aspekt bildet den Kern der Losungsbeschreibung. Er umfasst alle Systemele-
mente, die die im Losungsmuster definierten Funktionen erflllen. Zudem werden deren
Interaktionen spezifiziert, wodurch die prinzipielle Wirkungsweise des Losungsmusters
beschrieben wird. Auch hier werden die drei Flussarten mechatronischer Systeme unter-
schieden. Insbesondere im Hinblick auf die Erstellung von Lésungsmustern fir die In-
formationsverarbeitung sollte die allgemeine Wirkstruktur fortgeschrittener mechatroni-
scher Systeme im Sinne einer Entwurfsschablone genutzt werden (vgl. Kap. 4.4.2). So
kdnnen bei der Erstellung die entsprechenden Schnittstellen zu anderen Systemelemen-
ten definiert werden, ohne diese im Detail mit auszugestalten. Es empfiehlt sich, diese
Systemelemente, die nicht direkt zur prinzipiellen Lésung beitragen, als Umfeldelemen-
te zu kennzeichnen.

Verhalten

Die Spezifikation des Verhaltens komplettiert die Beschreibung der Lésung aus der
Wirkstruktur. Sie ist insbesondere fur die Spezifikation der informationsverarbeitenden
Ebenen des OCM relevant. Aber auch aktorische Abldufe sollten beschrieben werden.
Fur statische, passive Ldsungen, wie z.B. einen Lagersitz, ist eine Verhaltensabbildung
nicht zwingend erforderlich. In der Regel werden zwei Verhaltensarten unterschieden:

e Der Aspekt Verhalten — Aktivitaten ist notwendig, um Ablaufdiagramme zu erstel-
len. Sie spezifizieren in welcher Reihenfolge ein Systemelement seine Funktionen
ausfiihrt. Zudem wird das Zusammenspiel aller beteiligten Systemelemente darge-
stellt. Das ist insbesondere bei der Lésungsbeschreibung von Softwareproblemen re-
levant. Daher ist dieser Aspekt fir alle Losungsmuster auszuarbeiten. Eine Aus-
nahme bilden passive Systemelemente des Grundsystems, da sie keine eigenstandi-
gen Aktivitaten aufweisen. Fir fortgeschrittene mechatronische Systeme, die einen
Selbstoptimierungsprozess ausfuhren, empfiehlt es sich die entsprechenden Aktivi-
taten den drei Phasen Situationsanalyse, Zielbestimmung und Verhaltensanpassung
zuzuordnen.

e Nach der Ausfuhrung von Aktivitaten andert sich in der Regel der Zustand des Sys-
tems, bzw. der Systemelemente. Auch passive Elemente konnen unterschiedliche
Zustande einnehmen. Diese Zustdnde und Zustandsiibergédnge werden im Aspekt
Verhalten — Zustdnde dokumentiert. Insbesondere im Hinblick auf eine mdgliche
Systemsimulation sind elementare Zustande wie defekt und nicht defekt aufzugrei-
fen. Daher kann das Verhaltensmodell fur jedes Ldsungsmuster aller beteiligten
Fachdisziplinen erstellt werden.

Fur sehr konkrete Losungen konnen anstelle der grundsatzlich 16sungsneutralen Verhal-
tensbeschreibungen auch Simulationsmodelle treten. Diese konnen derart aufbereitet
sein, dass der Entwickler nur noch Eingangsparameter flr ein gewunschtes Verhalten
sucht.
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Ldsungsprinzipien

Die in der Wirkstruktur und im Verhalten spezifizierte Losung und deren Wirkungswei-
se beruht auf bestimmten Losungsprinzipien. Diese bilden die Basis flr die Umsetzung
der beschriebenen Losung und sind daher von besonderer Bedeutung flr die weitere
Konkretisierung der Losung in den spateren Phasen der Entwicklung. Grundsétzlich
beruhen alle Lésungsprinzipien auf Verfahren. In Anlehnung an SAUER® beschreibt ein
Verfahren die Abfolge von physikalisch-technischen, chemischen, biologischen oder
informationstechnischen Wirkungsabldaufen, die zur Realisierung einer gewiinschten
Funktion notwendig sind. Es konkretisiert eine abstrakt formulierte Funktion, die die
Transformation eines Operanden von einem Ausgangszustand in einen Endzustand be-
schreibt. Es existieren zwei Verfahrensarten im Kontext des Systementwurfs fortge-
schrittener mechatronischer Systeme:

e Physikalische Effekte: Ldsungsprinzipien des physikalischen Grundsystems lassen
sich auf physikalische Effekte zuriickfiihren. Diese konnen wiederum in thermische,
mechanische, elektrische, magnetische und optische Effekte unterteilt werden. Eine
Vielzahl von physikalischen Effekten ergibt sich aus der Kombination der unter-
schiedlichen physikalischen Prinzipien (z.B. elektrisch-mechanisch: Piezoeffekt,
thermisch-elektrisch: Seebeck-Effekt, magnetisch-elektrisch: Hall-Effekt oder op-
tisch-elektrisch: Fotoelektrischer Effekt) [Czi08, S. 43]. Aufgrund der Vielzahl von
vorhandenen Effekten sind sog. Effektkataloge bei der Beschreibung zu verwenden
[Kol98], [Rod91], [AHO7]. Diese stellen eine vergleichbare und wiedererkennbare
Spezifikation sicher. Wichtige Bestandteile der Beschreibung sind die Bezeichnung,
eine kurze textuelle Beschreibung, mathematische Formeln der zugrundeliegenden
GesetzméRigkeit, das physikalische Prinzip sowie eine pragnante Skizze des Ef-
fekts.

e Informationsverarbeitende Verfahren: Sie sind Kern der Lésungsmuster flr die In-
formationsverarbeitung und beschreiben den Ablauf aufeinander aufbauender Be-
fehle. Jedes (informationsverarbeitende) Verfahren basiert auf Algorithmen, die
immer auf eine bestimmte Datenstruktur zugreifen. Algorithmen liefern eine forma-
le Handlungsvorschrift zur Losung eines Problems und kdnnen zudem graphisch
dargestellt werden [Bal05, S. 471f.]. Datenstrukturen stellen ein mathematisches
Objekt zur Speicherung von Daten dar. Die unterschiedliche Strukturierung der Da-
ten fuhrt zu verschiedenen Datenstrukturen, wie z.B. Feld (array), Zeichenkette
(string) oder Stapel (stack) [Bal05, S. 427], [Dud01, S. 136]. Regelalgorithmen be-
inhalten mathematische Zusammenhange, wie z.B. die Aneinanderreihung von
Ubertragungsfunktionen. Softwarealgorithmen basieren auf einer Befehlsfolge, die
sich in einem speziell ausgearbeiteten Softwarecode widerspiegelt. Optimierungs-

% SAUER analysierte und konkretisierte den Begriff Verfahren im Rahmen seiner Dissertation. Seine
Definition bezieht sich allerdings auf Stoffanderungen im Sinne der Verfahrenstechnik [Sau06, S. 74].
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verfahren liegen mathematische Gesetzméaliigkeiten sowie spezifische Softwarealgo-
rithmen zu Grunde. Die Verfahrensdarstellung unterscheidet sich je nach Verfahren
stark, sollte aber stets eine Kurzbeschreibung, eine Verfahrensskizze und einen
Verweis auf weitere Informationen umfassen. Kognitionsrelevante Verfahren wer-
den in Kapitel 4.5.3 néher erléautert.

Neben Verfahren kénnen Ldsungsmuster auf einer abstrakteren Ebene auch Technolo-
gien definieren. Derartige Losungsmuster eignen sich in erster Linie flr eine strategi-
sche Entscheidung im Rahmen der Produktfindung und unterstiitzen bspw. das Erstellen
von Technology-Roadmaps. Technologien sollten mit einem Technologiesteckbrief
beschrieben werden [GBI09, S. 42f.]. Ferner kann ein Losungsmuster wiederum selbst
ein Losungsprinzip eines anderen Losungsmusters sein. Auf diese Weise kann ein uber-
geordnetes Ldsungsmuster aus untergeordneten LOsungsmustern zusammengestellt
werden (vgl. Bild 3-18). Die Beschreibung der untergeordneten Ldsungsmuster ent-
spricht wieder der einheitlichen Spezifikation eines Losungsmusters.

Losungsprinzipien werden in der Regel nur aufgelistet. Deren Auswahl und mogliche
Kombination wird erst im weiteren Verlauf der Konkretisierung endgultig geklart, da
eine Teillésung nicht isoliert von anderen Entwurfsentscheidungen getroffen werden
sollte. Zudem ergibt sich so ein erhohtes Innovationspotential, besonders durch neue
Kombinationen von Ldsungsprinzipien. Sollten schon genaue Informationen tber die
bestmdgliche Umsetzung vorliegen, kann der Wirkzusammenhang durch Kombination
der Losungsprinzipien dargestellt werden. Hier geht es in erster Linie um eine sequenti-
elle Verkettung und um eine Identifikation von Abhangigkeiten bzw. Widerspriichen
bei der Verwendung unterschiedlicher Losungsprinzipien. In beiden Féllen ist eine de-
taillierte Beschreibung der einzelnen Lésungsprinzipien obligatorisch.

Kontext

Der letzte Aspekt der Lésungsmusterspezifikation gibt den Kontext der Umsetzung
wieder und beschreibt, wie das Losungsmuster in eine Systemspezifikation einzubinden
ist. Ziel ist es, funktionale und bauliche Zusammenhange aus systemischer Sicht abzu-
bilden. Dies erfolgt durch die Dokumentation verschiedener Beispiele, in denen das
Losungsmuster bereits erfolgreich eingesetzt wurde. Jede vollstdndige Spezifikation
eines Losungsmusters muss ber mindestens ein Beispiel verfiigen. Neben einer Be-
zeichnung sollte das Beispiel kurz textuell beschrieben werden. Eine aussagekréftige
Skizze zur Erganzung der Kontextbeschreibung ist empfehlenswert. Da der Kern eines
Losungsmusters stets die Problembeschreibung sowie die dazugehérige Losung um-
fasst, sind fur jedes Beispiel die Aspekte Funktionen, Wirkstruktur und Verhalten zu
dokumentieren. In ihnen sollten sowohl das verwendete als auch andere bekannte L06-
sungsmuster gekennzeichnet sein, die bei der Entwicklung des Beispielsystems verwen-
det wurden. Hierfur wird das Konstrukt Mustergruppe eingefiihrt, das die entsprechen-
den Bestandteile eines Losungsmusters innerhalb eines Aspekts des Beispiels zusam-
menfasst. Ferner spielen die Querverweise zwischen den Aspekten eine entscheidende
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Rolle, da diese wichtige Hinweise flr eine erneute Verwendung des Ldsungsmusters
geben. Prinzipiell ist es mdglich, dass ein Beispiel wiederum selbst als ein tibergeordne-
tes Losungsmuster dokumentiert werden kann. Die Kontextbeschreibung ist dann um
die weiteren Aspekte zu erganzen.

4.5.1.2 Klassifikation und Einsatz der Losungsmuster

Die erarbeitete einheitliche Spezifikation eines Lésungsmusters stellt eine Anwendung
in allen, an der Entwicklung fortgeschrittener mechatronischer Systeme beteiligten
Fachdisziplinen sicher. Da sich die Spezifikation zur Beschreibung von Teilldsungen
des Grundsystems und der Informationsverarbeitung eignet, kann die Einteilung der
Losungsmuster nach GAUSEMEIER et al. (vgl. Kap. 2.4.3) hinsichtlich der Struktur des
OCM angepasst werden (Bild 4-15).

Operator-Controller-Modul (OCM) Losungsmuster fiir die IV (LM,,)
e AL D Losungsmuster fiir den
o
2 ﬁ | Verhaltensbasierte Selbstoptimierung | kognitiven Operator (LMy;)
- ©
o [ 4
a ) - S
Y R il e e e
g, 2 | Modellbasierte Selbstoptimierung | KilundRabare Matharmatilc
5 @
s 4 | AN mm—m——————
E = + Kognitiver Kreis | @
e e B e e N e
- Reflektorischer Operator Reflektorische Lésungsmuster fiir den
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Vorrangig beteiligte Disziplinen:
Mechanik und Elektrik/Elektronik

Bild 4-15: Klassifikation der Lésungsmuster fur fortgeschrittene mechatronische Sys-
teme anhand der OCM-Struktur
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Die Kategorisierung unterscheidet Losungsmuster fir die Informationsverarbeitung
(LMyy) und Losungsmuster fir das Grundsystem (LMgs). Die LM,y unterteilen sich in
Losungsmuster fir den Controller (LMco), Losungsmuster fur den reflektorischen Ope-
rator (LMgo) und Losungsmuster fiir den kognitiven Operator (LMko) entsprechend den
drei Ebenen des OCM. Die LMgs kdnnen noch weiter in Losungsmuster fir die Senso-
rik, Aktorik oder der Grundstruktur klassifiziert werden, worauf im Rahmen dieser Ar-
beit aber nicht ndher eingegangen wird. VVon besonderer Bedeutung fur die Integration
kognitiver Funktionen sind die LMko. In diesen Ldsungsmustern kdnnen die wissens-
verarbeitenden Prozesse, wie z.B. der Selbstoptimierungsprozess im Sinne des SFB
614, und entsprechende Verfahren zur Realisierung aufgenommen werden. Ferner kon-
nen Ubergeordnete Losungsmuster aus einer Kombination der unterschiedlichen L6-
sungsmuster entstehen. Derartige Losungsmuster kdonnen die gesamte Struktur eines
mechatronischen Systems abbilden. Speziell bei Anpassungs- oder Variantenentwick-
lungen wirden solche ganzheitlichen mechatronischen Ldsungsmuster hohen Nutzen
stiften.

Aufgrund der disziplintbergreifenden und einheitlichen Spezifikation der Losungsmus-
ter konnen diese zundchst ohne zusatzliches disziplinspezifisches Wissen eingesetzt
werden. Bild 4-16 gibt am Beispiel der Entwicklung des Miniaturroboters BeBot einen
generischen und stark vereinfachten Uberblick, wie die Losungsmuster fiir fortgeschrit-
tene mechatronische Systeme im Verlauf des Systementwurfs genutzt werden und so
wesentlich zur Systemkonkretisierung beitragen.

Der prinzipielle Einsatz der Losungsmuster orientiert sich an dem Vorgehen im Syste-
mentwurf (vgl. Kap. 2.4.3) und ordnet sich in das Vorgehensmodell der Entwicklungs-
systematik ein (vgl. Kap. 4.3.1). Ausgehend von der Funktionshierarchie des zu entwi-
ckelnden Miniaturroboters werden fir einzelne oder gleich mehrere Teilfunktionen ge-
eignete Losungsmuster gesucht. Die Teilfunktionen kénnen Aufgaben verschiedener
Disziplinen umfassen. So erfiillt das LMgs ,,Elektr. Antrieb* die elektro-mechanische
Funktion ,,BeBot antreiben” und das LMo ,,Probabilistische Planung* die komplexe
informationsverarbeitende (kognitive) Funktion , Energieverbrauch optimieren. An-
schlieBend missen die Aspekte der identifizierten Losungsmuster in die bestehende
Systemspezifikation integriert werden. So werden die Wirkstruktur und die beiden Ver-
haltensmodelle durch die entsprechenden Aspekte der Losungsmuster aufgestellt. Zu-
dem wird gepruft, ob Funktionen, die in den Losungsmustern zusatzlich dokumentiert
sind, die bestehende Funktionshierarchie erganzen sollten. Auf diese Weise unterstiitzen
die Aspekte der Losungsmuster die friilhe Systemspezifikation in Form der Prinziplo-
sung. In der weiteren Konkretisierung kann diese dann in disziplinspezifische Sichten,
wie die Baustruktur, Komponentenstruktur und State-Chart, tberfiihrt werden.
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4.5.2 Ausgewahlte Lésungsmuster fur den OCM-Entwurf

In den néchsten Abschnitten werden konkrete Losungsmuster aus Bild 4-16 dargestellt.
Da im Fokus der Arbeit die frihzeitige Beschreibung der Informationsverarbeitung
fortgeschrittener mechatronischer Systeme steht, werden nur Losungsmuster fur die drei
Ebenen des OCM vorgestellt (vgl. Bild 4-15). Ein Losungsmuster fur das Grundsystem
findet sich im Anhang (vgl. A2.1). Es belegt die einheitliche und disziplinibergreifende
Verwendung der erarbeiteten Losungsmusterspezifikation.

45.2.1 LMo ,Probabilistische Planung®

Hinsichtlich fortgeschrittener mechatronischer Systeme ist die Umsetzung des kogniti-
ven Operators von entscheidender Bedeutung. Fur dessen Entwurf entwickelte Lo-
sungsmuster adressieren insbesondere die kognitive Informationsverarbeitung sowie
entsprechende Funktionen wie das ,,Systemverhalten eigenstandig optimieren®. Im Wei-
teren wird das LMo ,,Probabilistische Planung* vorgestellt. Es wurde im Rahmen des
SFB 614 erarbeitet und basiert im Wesentlichen auf den Arbeiten zur Planung unter
Unsicherheit fur mechatronische Systeme von KLopper [KIG09, S. 60ff.]. Bild 4-17
zeigt das Losungsmuster im Uberblick.
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Bild 4-17: Ldsungsmuster fur den kognitiven Operator — Probabilistische Planung

Gegenstand des Losungsmusters ist das Vorausplanen moéglicher Zukunftssituationen
unter der Bertlicksichtigung von Unsicherheiten. Wéhrend der Planung wird ein Plan-
baum aufgestellt, in dem verschiedene Pfade zum selben Ziel fihren. Es werden ein
idealer Pfad und mehrere mogliche Verzweigungen erstellt. Die Verzweigungen besit-
zen Bedingungen, die angeben, wann eine Verzweigung ausgefuhrt wird. Eine Bedin-
gung ist dabei eine Menge von Grenzwerten Uber eine oder mehrere Zustandsvariablen



Seite 140 Kapitel 4

(bedingte Planung). Die probabilistische Planung beinhaltet die zuvor beschriebene be-
dingte Planung und die Ausflihrungsiiberwachung. Ferner kann eine Neuplanung be-
ricksichtigt werden. Die Grundidee besteht darin, die bedingte Planung als Standard-
planungsverfahren einzusetzen und auf die Neuplanung nur fallweise zuruckzugreifen.
Die Neuplanung stellt demnach eine Ruckfallebene fiir Zustande dar, die aus unvorher-
sehbaren bzw. unwahrscheinlichen Ereignissen resultieren. Tritt ein solches Ereignis
ein, ist der bereits erstellte bedingte Plan durch weitere Verzweigungen zu erganzen. Je
nach Situation, in der die Neuplanung erforderlich wird, variieren die Anforderungen
hinsichtlich der Planungsgeschwindigkeit. Ist in sehr kurzer Zeit eine Alternative zu
bestimmen, kann sich dies zu Lasten der Planungsqualitat auswirken. Daher ist die An-
wendung der Riickfallebene soweit wie moglich zu vermeiden.

Die charakteristischen Merkmale des LMo ,,Probabilistische Planung* sind:

e Einsatzbedingungen: In erster Linie eignet sich die probabilistische Planung fir me-
chatronische Systeme mit wechselnden Standorten und der sich daraus ergebenden
Unsicherheit, wie z.B. Fahrzeuge oder mobile Roboter. Bei stationdren Systemen
lassen sich unvorhersehbare Ereignisse weitestgehend ausschlieRen.

e Art der Berechnung: Die Werte werden diskret verarbeitet. Dies gilt in gleichem
MafRe flr die Daten zur Erstellung eines bedingten Plans als auch fir die notwendi-
gen Daten zur Ausfuhrungstberwachung.

e Echtzeitfahigkeit: Die Anforderungen an die Planungszeit variieren stark. Die Ein-
trittszeit eines unerwarteten Ereignisses hat entscheidenden Anteil an der Qualitat
der Neuplanung. Die Berechnungen mussen zeitlich vom Systemverhalten entkop-
pelt sein. Sie erfolgen in weicher Echtzeit, wobei die GroRe der Zeitschranken er-
heblich variiert.

e Modellierbarkeit: Das Losungsmuster setzt keine vollstandige, physikalische Mo-
dellierung des Systemverhaltens voraus.

o Entitat: Die Systemelemente (Planer und Agent) arbeiten kollektiv.

e Modellierungssprache: Das Lésungsmuster wurde auf Basis der PDDL (Planning
Domain Definition Language) modelliert. Die PDDL ist ein akademischer Standard
und verfligt Uber geeignete Losungsverfahren. Die Modellierung wurde nicht erwei-
tert, sondern um ein passendes probabilistisches Modell erganzt.

Kernaufgabe des LMo ,,Probabilistische Planung ist die Umsetzung eines Selbstopti-
mierungsprozesses durch das Vorausplanen wahrscheinlichkeitsbehafteter Zukunftssitu-
ationen. Daher gliedern sich dessen Funktionen zundchst in die drei Phasen des
Selbstoptimierungsprozesses (Bild 4-18) (vgl. Kap. 2.2.3).
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Bild 4-18: Funktionen des LMo ,, Probabilistische Planung “

Um eine eigenstandige Optimierung funktional beschreiben zu kénnen, sind die Funkti-
onen Situation analysieren, Ziele bestimmen und Verhalten anpassen notwendig. Die
Situationsanalyse ruft alle relevanten Informationen und Daten ab. Dies betrifft neben
den vorhandenen Informationen aus der Wissensbasis auch vorverarbeitete Daten im
RO. Hinzu kommen notwendige Funktionen zur Umsetzung der Planuberwachung. Zur
Zielbestimmung sind die Funktionen Systemverhalten vorausschauend planen und Situ-
ation mit entsprechendem Schritt im Plan vergleichen durchzufiihren. Die Verhal-
tensanpassung stellt eine Konfiguration zum Erreichen des né&chsten Schrittes im Plan
zum Abruf bereit. Besteht das Gesamtsystem aus mehreren mechatronischen Teilsyste-
men (vgl. Bild 2-8), wird je Teilsystem eine Konfiguration erstellt. Diese wird an den
RO des entsprechenden Teilsystems weitergeleitet.

Eine Zuordnung dieser kognitiven Funktionen zu den Systemelementen kann im Rah-
men der Wirkstruktur erfolgen (vgl. Bild 4-19). Der Agent und der Planer sind die
beiden zentralen Systemelemente des LMo ,,Probabilistische Planung®. Die Aufgaben
des Agenten lassen sich dabei nicht eindeutig einer Phase des Selbstoptimierungspro-
zesses zuordnen. Aufgrund der Analyse des Umfelds sowie der Analyse des Systemzu-
stands ist er maligeblich an der Situationsanalyse beteiligt. Da der Agent durch die Be-
wertung eines entsprechenden Schritts im Plan eine Neuplanung hervorrufen kann, wird
er auch in der Zielbestimmung aktiv. Der Planer hingegen ist eindeutig der Zielbestim-
mung zugeordnet.
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Die fur den Planer notwendigen Informationen — in der Regel handelt es sich dabei um
Modelle — befinden sich in der Wissensbasis. Mit Hilfe der Informationen kann der Pla-
ner die Wahrscheinlichkeitsverteilung fir alle diskreten Systemzustdnde bestimmen.
Die Informationen werden entweder von extern in der Wissensbasis abgelegt oder ent-
stehen zur Laufzeit. Weitere notwendige Daten werden von dem Systemelement Daten-
abruf bereitgestellt. Es empfangt Daten vom Datenspeicher des RO und flhrt, zusam-
men mit dem Agenten, die Situationsanalyse aus. Komplettiert wird die Mustergruppe
durch die Verhaltensanpassung. Der Datenspeicher ist nicht Bestandteil der Muster-
gruppe, wurde aber als Schnittstelle zu dem RO in das Losungsmuster mit aufgenom-
men (Bild 4-19).
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Bild 4-19: Wirkstruktur des LMo ,, Probabilistische Planung “ inki. der Funktionen

Die Verhalten — Aktivitaten beschreiben die Abldufe der zuvor beschriebenen System-
elemente (vgl. Bild 4-20). Unmittelbar nach Prozessbeginn wird zunéchst ein determi-
nistischer Plan erzeugt. Dies geschieht offline, da das System ohne eine erstellte Strate-
gie handlungsunfahig ist. Der erforderliche Planbaum besteht aus einer endlichen An-
zahl von alternativen Verzweigungen, die in einer sich wiederholenden Schleife erzeugt
werden. Nach Beendigung einer solchen Schleife findet eine Uberpriifung statt, ob der
Plan soweit ausgereift ist, so dass das System mit der Handlung beginnen kann. Hierbei
ist zwischen drei Entscheidungsgrofien zu unterscheiden. Ist die Bedingung fur einen
Handlungsbeginn nicht erfillt, werden weitere Verzweigungen erstellt (A). Dabei kann
die normale sowie die Neuplanung ausgefiihrt werden. Ist die Bedingung hingegen er-
fullt, kann das System mit der Zielverfolgung beginnen (B und C). Es kann durchaus
sein, dass der Plan an dieser Stelle noch nicht fertig ist. In diesem Fall wird parallel zum
ausfiihrenden System die Planung fortgefthrt (B).

Wie bereits beschrieben, wird die Situationsanalyse durch den Datenabruf und den
Agenten durchgefuhrt. Der Fokus des Ldsungsmusters liegt dabei auf dem Agenten.
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Dieser ist fur die Ausfihrungsuberwachung verantwortlich. Eine wesentliche Aufgabe
ist der Vergleich des nachstmoéglichen Kontrollpunktes im Plan mit den aktuellen Um-
feldbedingungen sowie dem Systemzustand. Nach einer Analyse der Ist-Situation er-
folgt eine Bewertung mit vier EntscheidungsgroRen. Tritt etwa ein unerwartetes
Ereignis ein, das in den bestehenden Verzweigungen des Plans nicht berlcksichtigt
wird, veranlasst der Agent eine Neuplanung durch den Planer (A). Wenn hingegen fur
das Ereignis eine alternative Verzweigung existiert, wird in der anschlieRenden
Verhaltensanpassung entsprechend reagiert und die Konfiguration gemall der
Alternative eingestellt (B). Hat die Bewertung ergeben, dass das gesamte Verhalten
nach Plan verlauft, gilt es lediglich zu kldren, ob das angestrebte Ziel bereits erreicht ist
oder nicht. Ist es erreicht, wird das System abgeschaltet (D). Ist es hingegen notwendig
weitere Schritte im Plan abzuarbeiten, dann wird der Verhaltensanpassung vermittelt,
dass die Konfiguration bestehen bleiben soll (C). Der gesamte Prozess wird dabei
solange wiederkehrend durchlaufen, bis das Ziel im Plan erreicht ist (Bild 4-20).
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Bild 4-20: Verhalten — Aktivitaten des LMo ,, Probabilistische Planung

Mdogliche Verhalten — Zustande, die die Mustergruppe im Systemverhalten einnehmen
kann, zeigt das Bild 4-21. Vor Prozessbeginn bzw. nach Erreichen des Ziels ist das
System aus. Unmittelbar nach Prozessbeginn ist das System an. Es ist jedoch inaktiv, da
mindestens der erste Schritt im Plan vor Handlungsbeginn geplant werden muss. Hinzu
kommen zwei weitere mogliche Zustande, in denen sich das System bei der Ausfiihrung
des Plans befindet. Existiert ein vollstandig erstellter Plan, so ist der Agent aktiv und der
Planer inaktiv. Ist der Plan noch nicht vollstandig fertiggestellt oder hat der Agent den
Befehl einer Um- oder Neuplanung gegeben, wird der Planer aktiv.



Seite 144 Kapitel 4

Das System wird gestartet. Es
fuhrt jedoch keine Handlung aus,
da der Planer mind. den ersten
Schritt im Plan erzeugen muss.

m
A

System an, inaktiv &

. Der Plan wurde vollstandi
Planer aktiv 9

erzeugt. System kann mit
Handlung beginnen.

m
N

Mind. ein Schritt im Plan wurde
erzeugt. Der Plan ist noch nicht
komplett fertiggestellt. System
kann mit Handlung beginnen.

m
w

:

Plan wurde vollstandig erzeugt.
System kann Handlung
fortsetzen.

System an, aktiv & System an, aktiv &
Agent aktiv & : = Agent aktiv &
Planer aktiv Planer inaktiv

Die Bewertung des Agenten hat
ergeben, dass eine Neuplanung
erforderlich ist. Planer wird
aktiviert.

m
(4]

Die Bewertung des Agenten hat
ergeben, dass der letzte Schritt im
Plan erreicht ist. Das System wird

— B logische Zustands-
- Zustand () Ereignis - Beziehung automat ausgeschaltet.

m
[}

Legende

Bild 4-21: Verhalten — Zustande des LMo ,, Probabilistische Planung *

Mdogliche Ldsungsprinzipien, die fur die Umsetzung des Ldsungsmusters in Frage
kommen, sind grundsétzlich Planverfahren (vgl. Kap. 4.5.3). Bild 4-22 zeigt beispiel-
haft ein Verfahren, das im LMo ,,Probabilistische Planung* verwendet werden kann.
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Kurzbeschreibung des Verfahrens

Ein Planungsgraph besteht aus zwei Knotenarten: Propositionsknoten und Aktionsknoten, wobei
Propositionsknoten nur mit Aktionsknoten verbunden sind und umgekehrt. Der Graph wird in
Ebenen unterteilt, die einen Zeitschritt im Plan enthalten. Die erste Ebene enthalt dabei die Literale
des Initialzustands, die Aktionen, die darauf ausgefiihrt werden kénnen, und die Literale, die durch
die Ausfuhrung dieser Aktionen erzeugt werden kénnen. Damit enthalt der Plangraph in etwa alle
Literale, die in einem Zeitschritt wahr sein kdnnten, und in etwa alle Aktionen, die in einem
Zeitschritt ausgefuhrt werden kdnnten. Ein Algorithmus zur Erzeugung eines Plans aus einem
Plangraphen iteriert Uber zwei Lésungsschritte. Im ersten Schritt werden die Aktionen der aktuellen
Ebene und die Literale der nachsten Ebene eingefiigt. Die folgende Losungsextraktion Uberprift,
ob alle Literale des Zielzustands in der aktuellen Ebene enthalten sind und ob zwischen den
enthaltenen Literalen Mutex-Relationen bestehen.

Weitere Informationen
| [BF97], [GRS03], [RNO7], [KI609]

Bild 4-22: Kurzdarstellung des Verfahrens ,, Graphbasiertes Planen *

Grundsatzlich ist bei der Wahl der Verfahren zwischen den Aufgabenbereichen des Pla-
ners und des Agenten zu unterscheiden sowie zwischen den Phasen des Selbstoptimie-
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rungsprozesses. Fur die Verhaltensanpassung sind keine spezifischen Verfahren notig.
Neben dem graphbasierten Planen ist noch die Zustandsraumsuche von hoher Relevanz
fir die Implementierung und Umsetzung des Losungsmusters. Auf eine detaillierte Dar-
stellung aller méglichen Verfahren wird an dieser Stelle verzichtet. Diese wird im Rah-
men der Werkzeugunterstiitzung (vgl. Kap. 4.6.2) sowie im Anhang (vgl. A3) aufgegrif-
fen.

Das LMo ,,Probabilistische Planung* kann in einer Vielzahl von Anwendungen einge-
setzt werden. Diese Anwendungen sowie die Art und Weise der Anwendung beschreibt
der Aspekt Kontext. Eine Anwendung im Bereich des RailCab-Systems (vgl. Kap.
2.2.3) ist die vorausschauende Streckenplanung. Sie ist besonders wichtig fur das Ener-
giemanagement eines RailCabs. Dieses koppelt samtliche Teilsysteme im RailCab Uber
deren Leistungsbedarf. Hierzu muss stets gewahrleistet werden, dass ausreichend elekt-
rische Leistung fur die Verbraucher zur Verfligung steht. Die probabilistische Planung
erstellt hierfur zukunftige Leistungsprofile. Fir diese werden gewunschte Aktionen de-
finiert, um bspw. in einer Notsituation die Versorgung der sicherheitsrelevanten Teil-
systeme fur die noch zu fahrende Strecke zu priorisieren.

Die vollstandige Beschreibung des Kontexts besteht wiederum aus mehreren konkreti-
sierten Aspekten, die die Gesamtspezifikation der Anwendung umfasst. In diesen As-
pekten wird die Mustergruppe des LMo ,,Probabilistische Planung* — und ggf. weitere
Losungsmuster — gekennzeichnet, um die letztliche Integration zu beschreiben. Aus
Grinden des Umfangs einer solchen Kontextdarstellung, wird diese fir samtliche Lo-
sungsmuster im Rahmen der vorliegenden Arbeit nicht weiter dargestellt.

Weitere Losungsmuster fir den kognitiven Operator, die im Rahmen dieser Arbeit do-
kumentiert wurden, finden sich im Anhang (vgl. A2). In den n&chsten beiden Abschnit-
ten wird fir die beiden anderen Ebenen der Informationsverarbeitung im OCM jeweils
ein Beispielmuster vorgestellt.

4.5.2.2 LMgro ,Umschaltstrategie”

Fortgeschrittene mechatronische Systeme definieren die Auspragung ihrer Systemziele
zur Laufzeit und passen dementsprechend ihr Verhalten an. Der kognitive Operator, in
dem diese Ziele bestimmt werden, greift dabei nicht unmittelbar auf die Aktorik des
Systems bzw. dessen Regelung im Controller zu. Er bestimmt vielmehr neue Systempa-
rameter oder Reglerkonfigurationen, um das gewtinschte Systemverhalten zu erreichen.
Die Ergebnisse der Optimierung erfordern bspw. eine Umschaltung zwischen verschie-
denen Reglern im Controller. Der reflektorische Operator steuert diesen Umschaltvor-
gang. Da es sich hierbei um eine vielfach eingesetzte Methode handelt, die Verhal-
tensanpassung erfolgreich umzusetzen, wurde hierfiir das Losungsmuster fur den reflek-
torischen Operator ,,Umschaltstrategie* aufgenommen (Bild 4-23).
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Bild 4-23: Losungsmuster flir den reflektorischen Operator ,,Umschaltstrategie

Fir das LMgo ,,Umschaltstrategie* wurden folgende Merkmale identifiziert:

Einsatzbedingungen: Eine Konfiguration besteht im Allgemeinen aus einer festge-
legten Regelschleife. Um einen Umschaltvorgang umsetzen zu kénnen, sind daher
mindestens zwei Regler im Controller erforderlich, die zu unterschiedlichen Konfi-
gurationen fiihren. Eine weitere Mdglichkeit ergibt sich, wenn Sollwerte an mehre-
ren Stellen in die Regelschleife eingebunden werden kdnnen.

Echtzeitfahigkeit: Die Durchfiihrung der Berechnung erfolgt in harter Echtzeit. Bei
der Anwendung dieses Losungsmusters ist daher eine geeignete Hardware zu be-
ricksichtigen.

Art der Berechnung: Da die Konfigurationseinstellung an bestimmte Bedingungen
gekoppelt ist, werden ausschlieBlich diskrete Werte verarbeitet. Die enge Verbin-
dung zu dem Controller setzt eine hybride Berechnung voraus, die auch eine quasi-
kontinuierliche Kommunikation zwischen reflektorischem Operator und Controller
ermoglicht.

Entitat: Der Einsatz der Umschaltstrategie ist in der Regel an eine Kooperation mit
anderen Systemen gebunden; d.h. es findet eine kollektive Informationsverarbeitung
uber die Grenzen des eigenen System-OCM statt. Hierflir werden entsprechende
Rollen zur Durchftihrung definiert.

Das LMgo ,,Umschaltstrategie® beschreibt das Umschalten zwischen unterschiedlichen
Konfigurationen von Reglern. Bild 4-24 zeigt die hierfir notwendigen Funktionen, die
die Aufgabe des Losungsmusters l6sungsneutral beschreiben.
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Um die Berechnung fiir den Umschaltvorgang durchfiihren zu kdnnen, sind Vorgaben
aus dem Datenspeicher (Ergebnis der Optimierung aus dem kognitiven Operator), Daten
der Sensoren und Sollwerte fir die anzusteuernden Regler erforderlich (Daten erfas-
sen). Ferner werden die gemessenen Istwerte mit den Sollvorgaben aus dem Datenspei-
cher verglichen (Daten vergleichen) und es werden die Schnittstellen zu den Reglern
aktiviert bzw. deaktiviert (Schnittstellen aktivieren bzw. deaktivieren). Der Umschalt-
vorgang steht in engem Bezug zu mindestens zwei Reglern, die sich im Controller des
Systems befinden. Diesen werden die Sollwerte entsprechend weitergeleitet (Regler-
sollwerte senden). Die Sollwertgenerierung selbst ist nicht Aufgabe der Mustergruppe.
Die Wirkstruktur verdeutlicht das Zusammenspiel der Systemelemente, die diese
Funktionen erflllen (Bild 4-25).
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Bild 4-25: Wirkstruktur des LMgo ,, Umschaltstrategie “ inkl. der Funktionen
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Die Mustergruppe besitzt mehrere Schnittstellen, tber die sie mit weiteren Systemele-
menten kommunizieren kann. Die erforderlichen Daten gelangen von den externen Sys-
temelementen Sensorik, Sollwertgenerierung und Datenspeicher zur Mustergruppe. Die
Sollwertgenerierung und der Datenspeicher befinden sich ebenfalls im reflektorischen
Operator. Das Systemelement Vergleichselement ruft die Sensordaten sowie die Vorga-
ben aus dem Datenspeicher ab und Uberprift, welche Bedingungen fur eine entspre-
chende Reglerkonfiguration erfullt sind. Das Ergebnis geht an das Systemelement Kon-
figurationssteuerung. Dieses aktiviert bzw. deaktiviert auf Basis der Ergebnisse des
Vergleichselements die Schnittstellen zu den Reglern im Controller und sendet diesen
die Sollwerte. Das LMRgo ,,Umschaltstrategie unterscheidet zwei Regler. Grundsétzlich
kann das Losungsmuster auch fur mehrere Regler bzw. Reglerkonfigurationen einge-
setzt werden. Da zwischen der Mustergruppe und den Reglern im Controller ein enger
Bezug herrscht, ist dieser ebenfalls in der Wirkstruktur abgebildet. Die Abl&ufe inner-
halb der Mustergruppe gibt der Aspekt Verhalten — Aktivitaten wieder (Bild 4-26).
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Bild 4-26: Verhalten — Aktivitaten des LMgo ,, Umschaltstrategie

Nach dem Abruf der Sensordaten und der VVorgaben aus dem Datenspeicher findet zu-
néchst ein Datenvergleich statt. Im Anschluss erfolgt eine Weiterleitung an die Konfigu-
rationssteuerung. Parallel zu diesem Prozess werden die Sollwerte abgerufen und eben-
falls weitergeleitet. Erst wenn beide Aktivitatsketten durchlaufen sind, erfolgt die Aus-
wertung der Daten. Je nach Ergebnis fuhrt das System eine der beiden alternativen Ak-
tivitatsfolgen (A oder B) aus.

Mdgliche Zustande der Konfigurationssteuerung zeigt der Aspekt Verhalten — Zustan-
de (Bild 4-27). Dabei wird grundsatzlich davon ausgegangen, dass das gesamte System
aktiv ist. Der Zustand Regler A aktiv tritt ein, wenn die Schnittstelle zu Regler A akti-
viert wurde und die Schnittstelle zu Regler B inaktiv ist. Das System verharrt solange in
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diesem Zustand, bis die Bedingungen fiir die Aktivierung der Schnittstelle zu Regler B
erflllt sind (Regler B aktiv). Die (Fehler-)Zustdnde Regler A und B aktiv und Regler A
und B inaktiv ergeben sich aus mdglichen Fehlern innerhalb der zugrundeliegenden Al-
gorithmen. In diesen Féllen ist die Umschaltstrategie nicht auszufiihren. Das System
sollte in einen Notzustand kehren, bis der Fehler wieder behoben ist.

..... Bedingungen fur die Aktivierung
b= = . Regler A und B aktiv der Schnittstelle fur Regler B ist
| | erfullt
i .

Bedingungen fir die
E2 Aktivierung der Schnittstelle fur

| Regler A ist erflllt

Regler A und B
inaktiv

Das richtige Verhalten der am
E3 beteiligten Systemelemente ist
aufgrund falscher Berechnungen
nicht mehr gegeben

Regler B aktiv

Legende - logische Zustands-
- Zustand (D Ereignis  — - Beziehung automat

Bild 4-27: Verhalten — Zustande des LMgo ,, Umschaltstrategie

Als grundsétzliche Lésungsprinzipien kommen nur informationsverarbeitende Verfah-
ren in Frage. Der kontinuierliche Vergleich von Bedingungen und abgespeicherten In-
formationen legt die Verwendung des Verfahrens ,,Entscheidungsbaum® nahe. Der As-
pekt Losungsprinzipien beschreibt dieses Verfahren in Kirze und verweist auf weitere
Informationsquellen (Bild 4-28).

Entscheidungsbaum
Verfahrensskizze

Kurzbeschreibung des Verfahrens

Entscheidungsbaume in der Informatik sind Abbildungen von Zustdnden sowie Eigenschaften,
dargestellt in Form einer Wurzel (schwarzer Kreis), welche die Kernaussage enthéalt, und ihrer
Aste. Jeder Ast besitzt Abzweigungen, die dann zu sog. Knoten (hell grauer und dunkel grauer
Kreis) und letztendlich zu sog. Blattern (weiRer Kreis), dem Ende eines Baumes fiithren. Mit Hilfe
dieses Verfahrens werden Softwareprogramme in die Lage versetzt, Entscheidungen zu treffen
und so zu einer Lésung zu gelangen. Im Wesentlichen beschreibt ein Entscheidungsbaum eine
Menge von Implikationen (ineinander verschachtelte WENN/DANN-Regeln), die auf
unterschiedlichste Problemstellungen Gibertagen werden kénnen. Die spezifische Auspragung ist je
nach Programmiersprache individuell auszufihren.

Erste Ansétze das vorgestellte Verfahren in Form eines eigenen Musters festzuhalten, liefert die
Gang of Four mit dem Kompositum-Muster.

Weitere Informationen
| [GHJ+04], [GRS03], [RNO7], [KI509]

Bild 4-28: Kurzdarstellung des Verfahrens ,, Entscheidungsbaum “
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Ein Anwendungsbeispiel fir den Kontext des LMgo ,,Umschaltstrategie* ist der Zu-
sammenschluss mehrerer autonomer Fahrzeuge zu einem Konvoi. An dem Demonstra-
tor RailCab des SFB 614 wurde diese Konvoibildung umgesetzt (vgl. Kap. 2.2.3). So
kann z.B. der Energieverbrauch des im Windschatten fahrenden Fahrzeugs aufgrund des
abnehmenden Luftwiderstandes erheblich reduziert werden. Dadurch l&sst sich die
Energieeffizienz deutlich erhohen.

4.5.2.3 LMco ,Kaskadenregelung®

Die Losungsmuster fur den Controller beschreiben in abstrakter Weise erste Losungsan-
satze fur die Regelungsaufgabe, die in den spateren Entwurfsphasen durch Modellbil-
dung und Reglerentwurf umgesetzt wird. Ein oft verwendeter Losungsansatz ist die
Kaskadenregelung. Im Gegensatz zu einem einfachen, einschleifigen Regelkreis existie-
ren weitere unterlagerte Regelkreise (Kaskaden). Insbesondere wenn Regelstrecken sehr
grolRe Verzogerungen besitzen, kann so ein schnelleres und besseres Fiihrungs- und
Storverhalten erreicht werden. Bei der Kaskadenregelung werden neben der eigentli-
chen Regelgrolie, weitere HilfsregelgroRen messtechnisch erfasst und in den Kreis zu-
rickgefihrt. Der Vorteil einer solchen komplexen Struktur ist, dass bei korrekter Ausle-
gung die innere Kaskade schneller auf Storgrofieneinfliisse reagieren und Verzdgerun-
gen in der duBeren Regelung verringern kann. So kann das Storverhalten und die Stabi-
litdt der gesamten Regelung verbessert werden [RRV+02, S. 134f.], [Lun07, S. 540].
Bild 4-29 zeigt das LMco ,,Kaskadenregelung® im Uberblick, das den einfachsten Fall
einer Kaskadenregelung mit einem inneren und einem aufleren Regelkreis beschreibt.

Merkmale o antext
Auflistung signifikanter Bels_plele, in denen da;
Merkmale des LM LM eingesetzt worden ist

Gleichstrommotor

Einsatzbedingungen:
Dynamisches Verhalten mit
mehreren dominanten
Zeitkonstanten

Art der Berechnung:
Berechnung findet im
Frequenzbereich statt

Funktionen Wirkstruktur Verhalten Lésungsprinzipien
Funktionshierarchie, die Beteiligte Systemelemente Spezifikation durch Relevante Verfahren oder
durch das LM erfullt wird und ihr Zusammenwirken Aktivitaten und Zustande LM fir die Umsetzung

Regler Regler [t o Berechnung im Frequenzbereich
System auRen "fjf;\ innen ; A J
regeln i i
i : ! v —
! i Sensorik )---- Steller L= !
GrofRen StellgroRe @ 4 “
CEREE einstellen Zustand Z1: Regelung i.o. T
Zustand Z2: Regelung fehlerhaft

Bild 4-29: Ldsungsmuster fiir den Controller ,, Kaskadenregelung “

Relevante Merkmale und deren Ausprégungen, die bei der Auswahl des LMc¢o ,,Kas-
kadenregelung* unterstiitzen sollen, sind:
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e Einsatzbedingungen: Zur Umsetzung der Kaskadenregelung sind mindestens zwei
Regelgrolien messtechnisch zu erfassen. Daruiber hinaus muss es mdglich sein, das
Gesamtsystem in zwei Teilsysteme mit dominanten Zeitkonstanten zu unterteilen.
Ferner mussen die Zeitkonstanten der inneren Regelkreise kleiner sein, als die der
auleren, d.h. die inneren Kaskaden miissen schneller geregelt werden koénnen als die
auleren.

o Echtzeitfahigkeit: Alle beteiligten Berechnungen unterliegen harten Echtzeitbedin-
gungen.

e Modellierbarkeit: Fir den spateren Entwurf ist eine mathematische Beschreibung
mit Differentialgleichungen notwendig. Nicht lineare Bestandteile sind zu linearisie-
ren.

e Art der Berechnung: Die eingehenden Signale fur die Berechnungen sind sowohl
wert- als auch zeitkontinuierlich. Ferner sollte die Auslegung im Frequenzbereich
mittels geeigneter Ubertragungsfunktion und nicht im Zeitbereich durchgefiihrt
werden.

Grundsatzlich besteht jede Reglung aus den drei Funktionen messen, vergleichen und
stellen. Diese beschreiben die prinzipielle Wirkungsweise, kénnen aber auf verschiede-
ne Arten umgesetzt werden [LunQ7, S. 6]. Aufgabe des LMco ,,Kaskadenregelung* ist
die Verbesserung des dynamischen Systemverhaltens durch die Aufteilung in zwei se-
parat regelbare Kaskaden. Der Aspekt Funktionen ist in Bild 4-30 dargestellt.

Dynamisches
Verhalten des Systems
verbessern

Systemverhalten
regeln

FihrungsgroéRe und HilfsfihrungsgréRe
Regelgrofle und -regelgrofle
vergleichen vergleichen

Fihrungsgrofle
empfangen

HilfsregelgréRe
messen

Regeldifferenzen

RegelgrélRe messen N
9€lg ausgleichen

Legende

I:l Funktion  —-—-— logische Beziehung

Bild 4-30: Funktionen des LMco ,, Kaskadenregelung *

Auf der ersten Hierarchieebene ergeben sich die Funktionen Daten abrufen, Systemver-
halten regeln und Stellgroe einstellen. Da die Kaskadenregelung in diesem Fall nur
eine &ullere und eine innere Regelschleife besitzt, sind zwei Grofen zu messen. Zum
einen die RegelgroRe der aulleren Regelschleife und zum anderen die HilfsregelgroRe
der inneren Regelschleife. Zusétzlich ist die FihrungsgroRe zu empfangen. Die Rege-
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lung des Systemverhaltens erfordert, dass die FlihrungsgréRe mit der RegelgroRe (dulRe-
re Schleife) und die HilfsfuhrungsgréRe mit der HilfsregelgréRRe verglichen werden. Die
Regeldifferenzen sind jeweils auszugleichen, ehe diese dann eingestellt werden kdnnen.

Die notwendigen Systemelemente zur Umsetzung des LMco ,,Kaskadenregelung™ be-
finden sich groftenteils im Controller. Aus der Wirkstruktur geht hervor, dass eine
enge Beziehung zu den Elementen des Grundsystems besteht, da die Sensorik die not-
wendigen MessgroRen erfasst und die Aktorik zur energetischen Einstellung der Regel-
grolRen notwendig ist (Bild 4-31).
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Bild 4-31: Wirkstruktur des LMco ,, Kaskadenregelung *“ inkl. der Funktionen

Grundsystem

Die Struktur einer Kaskadenregelung setzt sich zusammen aus einem inneren und einem
auBeren Regelkreis. Wéhrend der innere Regelkreis auch nur die innere Strecke um-
fasst, durchlduft der &ulRere Regelkreis alle Systemelemente bis auf die Sensorik fur die
Hilfsregelgrofie. Die Eingangsdaten fir das Vergleichsglied aulRen sind die Fuhrungs-
grolRe sowie die gemessene Regelgrole. Die errechnete Regeldifferenz 1 wird anschlie-
Rend an den &uBeren Regler weitergeleitet. Das Berechnungsergebnis dieses System-
elements ist die HilfsflihrungsgroRe fur die innere Regelschleife. Die gemessene Hilfs-
regelgroRe wird an das Vergleichsglied innen weitergeleitet. Die Regeldifferenz wird
vom inneren Regler ausgeglichen und die errechnete Grolie von dessen Stellglied einge-
stellt. Der Ausgang der inneren Strecke ergibt die Stellgréi3e flr die &uRere Strecke.

Die Losungsbeschreibung der Kaskadenregelung wird durch die Verhaltensbeschrei-
bung vervollstandigt. Der Aspekt Verhalten — Aktivitaten spezifiziert die Abldufe und
das Zusammenwirken der beiden Regelschleifen. Dabei werden im Prinzip zwei Aktivi-
tatsstrange nacheinander durchlaufen (Bild 4-32).
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Bild 4-32: Verhalten — Aktivitaten des LMco ,, Kaskadenregelung “

Die Regeldifferenz hinsichtlich des duReren Regelkreises ergibt sich aus der Regelgrolie
und der FihrungsgroRe. Aus dieser wird die HilfsfihrungsgroRe fir den inneren Regel-
kreis berechnet. Nach der Berechnung der HilfsregelgroRe wird die entsprechende
Stellgrolie physikalisch eingestellt und das Ergebnis riickgefuhrt. AbschlieRend wird der
aulere Regelkreis durch die Rickfuhrung der Regelgrofe geschlossen.

Der zweite Aspekt der Verhaltensbeschreibung sind die Verhalten — Zustéande der
Mustergruppe. Dabei wird angenommen, dass die Regelung immer aktiv ist, so dass
sich zwei mdgliche Zustdnde ergeben. Im Zustand Regelung in Ordnung lauft diese
problemlos. Der Zustand Regelung fehlerhaft tritt dagegen ein, wenn ein Systemelement
der Mustergruppe defekt ist (Bild 4-33).

R | Ein Systemelement, wie bspw. ein
EefElbing Regelung fehlerhaft Sensor, ist beschadigt.

in Ordnung

Das defekte Systemelement wurde
Legende i . durch ein unbeschadigtes ersetzt.
g - Zustand () Ereignis - logische D Zustands: g

Beziehung automat

Bild 4-33: Verhalten — Zustande des LMco ,, Kaskadenregelung *

Fir die Modellbildung und den Reglerentwurf werden einige Ldsungsprinzipien fur
Losungsmuster flir den Controller empfohlen. Bei dem LMco ,,Kaskadenregelung® han-
delt es sich um ein etabliertes VVorgehen zum Entwurf. Dabei wird grundsatzlich von
innen nach aullen vorgegangen, d.h. zundchst wird der innere Regler ausgewahlt. Dabei
ist darauf zu achten, dass dieser eine ausreichend schnelle Dynamik und Stabilitat be-
sitzt. Auf diese Weise verhdlt sich der Regler aus Sicht der duReren Regelung quasi-
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statisch und nimmt keinen wesentlichen Einfluss auf diesen. Im zweiten Schritt wird die
gesamte innere Schleife zusammengefasst. Die Wahl des duf3eren Reglers schliel3t den
Entwurf ab. Durch die Wahl der beiden Regler ergeben sich unterschiedlich gut geeig-
nete Kombinationen. Diese hangen von den Grundanforderungen der gewahlten Regler-
typen, wie z.B. P-Regler, PI-Regler oder PID-Regler, ab [F6108, 270], [Lun07, S. 540].

Eine klassische Anwendung, die den Kontext des LMco ,,Kaskadenregelung™ be-
schreibt, ist die Drehzahlregelung eines Gleichstrommotors. Der innere Regelkreis stellt
den Ankerstrom ein und ist auf optimales Fuhrungsverhalten ausgelegt. Der &ullere Re-
gelkreis fir die Drehzahl ist hingegen auf optimales Storverhalten ausgelegt.

4.5.3 Klassifikation kognitionsrelevanter Verfahren

Grundlage zur Implementierung und Umsetzung kognitiver Funktionen sind komplexe
informationsverarbeitende Verfahren. Diese werden im Rahmen der vorliegenden Ar-
beit als kognitionsrelevante Verfahren bezeichnet. Sie sind der Kern eines Lésungsmus-
ters fiir den kognitiven Operator und bestimmen dessen Struktur und Dokumentation in
einem hohen Mal}. Aufgrund ihrer Komplexitat und in der Regel problemspezifischen
Darstellung werden viele bestehende Verfahren aber erst spat oder unter Umstanden gar
nicht im Entwurf technischer Systeme berticksichtigt. Eine nachtrégliche Integration der
»HIntelligenz* in ein fertig entworfenes oder gar bereits gefertigtes System wird aber
auch in Zukunft wenig erfolgsversprechend sein. Insbesondere die Vielzahl unterschied-
licher sowie &hnlicher Verfahren und die fortschreitende Entwicklung derartiger Ver-
fahren erschwert eine methodische Auswahl wéhrend des Systementwurfs. Hinzu
kommt, dass die Mehrzahl der Verfahren weder in einer einheitlichen noch vergleichba-
ren Form entwickelt und beschrieben wird.

Gegenstand dieses Kapitels ist daher eine Klassifikation zur Einordnung bestehender
sowie zukinftiger kognitionsrelevanter Verfahren. Sie soll die Auswahl eines Verfah-
rens bereits in den frihen Phasen der Entwicklung protegieren und so die Integration
kognitiver Funktionen in fortgeschrittene mechatronische Systeme intensivieren. Ziel ist
dabei nicht, samtliche existierende und relevante Verfahren aufzunehmen. Es werden
nur Verfahren eingeordnet, die zur Dokumentation der Losungsmuster fur den kogniti-
ven Operator verwendet wurden (vgl. Anhang A2.2 bis A2.7).

In Anlehnung an die Arbeiten im SFB 614 werden grundsatzlich modellorientierte und
verhaltensorientierte (Optimierungs-)Verfahren unterschieden (vgl. Kap. 2.2.3). Diese
koénnen wiederum hinsichtlich ihrer Verwendung weiter klassifiziert werden. Bild 4-34
zeigt die Klassifikation kognitionsrelevanter Verfahren fir fortgeschrittene mechat-
ronische Systeme im Uberblick.
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Bild 4-34: Klassifikation kognitionsrelevanter Verfahren flr fortgeschrittene mechatro-
nische Systeme im Uberblick

Modellorientierte Verfahren werden grof3tenteils in der hoheren Mathematik entwickelt.
Im Fokus stehen Optimierungsverfahren. Sie optimieren ein oder mehrere Zielfunktio-
nen des Systems. Mathematische modellorientierte Verfahren kdénnen hinsichtlich der
Werte der Zielfunktionsvariablen unterteilt werden:

e Kontinuierliche Optimierungsverfahren: Bestehen die Zielfunktionen ausschlief3-
lich aus kontinuierlichen Variablen, die beliebige reelle oder komplexe Werte an-
nehmen, liegt ein kontinuierliches Optimierungsproblem vor. Die entsprechenden
Verfahren kdnnen danach unterschieden werden, ob eine gesamte Trajektorie oder
nur einzelne Losungen optimiert werden sollen. Ferner ist zu beriicksichtigen, ob ein
lineares oder nicht lineares Problem vorliegt. Wichtige Verfahren bzw. Verfahrens-
klassen sind das Simplex-Verfahren, die Mehrzieloptimierung und die Optimalsteue-
rung [ADG+09, S. 125ff.].

e Diskrete Optimierungsverfahren: Im Unterschied zur kontinuierlichen Optimie-
rung kann bei diskreten Optimierungsproblemen eine, mehrere oder alle Variablen
der Zielfunktion ganzzahlige (diskrete) Werte annehmen. Diskrete Optimierungs-
probleme treten meist dann auf, wenn langfristige Einflusse auf das Systemverhalten
zu betrachten sind. Entsprechende Verfahren werden auch kombinatorische Opti-
mierung genannt. Dabei kann die diskrete Optimierung auf Basis von deterministi-
schen (und somit vollstdndigen) oder stochastischen Modellen erfolgen. Unterge-
ordnete Verfahren sind die Intelligente Vorausschau, die Ganzzahlige Programmie-
rung und Branch-and-Bound-Algorithmen [ADG+09, S. 130ff.], [OZK+08].

Verhaltensorientierte Verfahren sind in erster Linie dem Bereich der kiinstlichen Intelli-
genz zugeordnet. Diese Verfahren liefern eine effektive Mdoglichkeit, auf Grundlage
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weniger bekannter SystemgrofRen eine Optimierung des Systemverhaltens zu erzielen.
Die erarbeitete Klassifikation unterscheidet dabei zwei Verfahrensklasen:

e Planverfahren: Als Planung wird die Aufgabe bezeichnet, eine Folge von Aktionen
zu finden, die ein gewinschtes Ziel erreicht [RNO7, S. 465]. Sie ermdglicht die Er-
mittlung eines zukinftigen Zustands anhand einer auszufuhrenden Aktionsabfolge.
Planverfahren sind somit in der Lage, mit unvorhergesehenen Abweichungen von
dem aktuellen Plan umzugehen. Wesentliche Kriterien zur Klassifikation der Plan-
verfahren sind die Komplexitat des Planungsproblems, die Unsicherheit der Pla-
nungsinformationen und die Zeit zur Planausfuhrung. Die Planverfahren sind Be-
standteil der Mehrzahl der aufgenommen Ldsungsmuster, wie z.B. die Zustands-
raumsuche, das Graphbasierte Planen oder das Bedingte Planen.

e Lern-/Klassifikationsverfahren: Hierbei handelt es um Verfahren zur Wissensak-
quisition, um ein System in die Lage zu versetzen, zukinftig in dhnlichen Situatio-
nen ein verbessertes Verhalten auszufiihren. Durch Beobachtung und Interaktion im
Systemumfeld missen Entscheidungsprozesse abgeleitet werden, die dann unter
Umsténden zu einem Lernprozess fuhren kénnen. Lern- und Klassifikationsverfah-
ren konnen auf vielféltige Art und Weise systematisiert werden. So unterscheiden
sie sich hinsichtlich der zugrundliegenden Lernstrategie (bspw. induktiv oder de-
duktiv) [Kel00, S. 346]. Ein weiteres wichtiges Kriterium ist die Art der Informati-
onsrickkopplung. Hier wird zwischen berwachtem, uniiberwachten und teilweise
uberwachtem Lernen unterschieden. Ferner wird zwischen symbolischer und sub-
symbolischer Reprasentationsform differenziert. Verfahren dieser Klasse sind der
Entscheidungsbaum, Kiinstliche Neuronale Netze oder Genetische Algorithmen.

Die Verfahren, die im Verlag dieser Arbeit zur Spezifikation der Losungsmuster flr den
kognitiven Operator eingesetzten wurden, sind im Anhang (vgl. A3) tabellarisch aufge-
listet. Auf die entsprechenden Lésungsmuster wird dort verwiesen.

4.6 Werkzeugunterstitzung

Wie die vorhergehenden Kapitel gezeigt haben, spielen Experten- und Erfahrungswis-
sen in der Entwicklung von fortgeschrittenen mechatronischen Systemen eine entschei-
dende Rolle. Die vorgestellten Losungsmuster ermdoglichen die Externalisierung und
Dokumentation dieses Wissens. Um den Entwickler im Umgang mit den Lésungsmus-
tern zu unterstiitzen, bedarf es aber auch eines geeigneten IT-Konzepts. Dieses ist so zu
konzipieren, dass sowohl ein zuverlassiges Hinterlegen als auch effektives Abrufen des
Losungswissens sichergestellt wird. Die Analyse des Stands der Technik hat gezeigt,
dass wissensbasierte Systeme diese Anforderungen prinzipiell erfiillen, ihre Umsetzung
aber letztlich spezifisch auszuarbeiten ist. Aus diesen Grinden wird der Ansatz eines
wissensbasierten Systems in Form einer Wissensbasis aufgegriffen. Dessen prinzipielle
Aufgaben im Rahmen der Entwicklungssystematik sowie dessen Konzept werden in
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Kapitel 4.6.1 vorgestellt. AnschlieBend erfolgt in Kapitel 4.6.2 eine Beschreibung der
prototypischen Implementierung des Konzepts.

4.6.1 Aufgaben und Konzept des Werkzeugs

Die zentrale Anforderung an ein Werkzeug flr den Einsatz von Ldsungsmustern fur
fortgeschrittene mechatronische Systeme ist, dass es die Anwendung durch Personen
aus verschiedenen Fachdisziplinen unterstiitzt. Dabei nehmen an der Entwicklung betei-
ligte Personen in der Regel auch unterschiedliche Rollen im Umgang mit dem LO&-
sungswissen ein (Bild 4-35).

) . Repository fir )
Wissenslieferant N P y Wissensanwender
Lésungsmuster

Doméne A Doméne B

Suchen

Dokumentieren

Analysieren
und Anwenden

Bild 4-35: Aufgaben eines Werkzeugs fir den Umgang mit Losungsmustern

Die grundlegende Idee der Losungsmuster ist, die Wiederverwendung von Wissen zu
ermdglichen. Daher ist ein Repository notwendig, das die Lésungsmuster und deren
Informationen festhalt. In diesem Repository kann ein Wissenslieferant Informationen
gezielt dokumentieren. Das kdnnen ein komplettes Losungsmuster oder auch nur ein-
zelne Aspekte als Ergédnzung eines Losungsmusters sein. Eine Sonderstellung nehmen
dabei die Aspekte Kontext und Ldsungsprinzipien ein. Da Lésungsmuster flr verschie-
dene Anwendungen eingesetzt werden konnen, wird die Zahl der Bespiele und somit
der Aspekt Kontext, der diese enthalt, mit der Zeit stark wachsen. Lésungsprinzipien
kdnnen zundchst auch unabhangig von einem Lésungsmuster dokumentiert werden und
erst danach einem Ldsungsmuster zugewiesen werden.

Auf der anderen Seite sucht ein Wissensanwender innerhalb des Repository nach einem
Losungsmuster, analysiert dieses im Hinblick auf seine Problemstellung und wendet
dieses — falls er ein geeignetes ausgewéhlt hat — an. Entscheidendes Kriterium bei der
Suche ist, ob der Wissensanwender Losungsmuster identifiziert, die ahnlich zu l6sende
Aufgaben beschreiben. Eine einfache Suchméglichkeit nach mdglichen Analogien wére
eine Volltextsuche innerhalb der Aspekte der Losungsmuster. Hier ergibt sich eine we-
sentliche Herausforderung fur ein derartiges Werkzeug. Denn im Normalfall sind der
Wissenslieferant und der Wissensanwender nicht nur zwei unterschiedliche Personen,
sondern im Falle fortgeschrittener mechatronischer Systeme auch aus verschieden Do-
manen. So sind Wissenslieferanten bspw. Experten auf dem Gebiet der hoheren Mathe-
matik oder der kunstlichen Intelligenz, wéahrend die Wissensanwender Entwicklungsin-
genieure sind. Eine reine Volltextsuche kann daher aufgrund der unterschiedlichen Ter-
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minologien zu grofRen Ungenauigkeiten in der Suche fiihren. Ferner kdnnte das Wissen
in den Losungsmustern derart aufbereitet sein, dass es eine Person einer anderen Doma-
ne nicht korrekt versteht.

Aufgrund der hohen Interdisziplinaritat in der Entwicklung fortgeschrittener mechatro-
nischer Systeme tauchen derartige terminologische Hurden bei der Wiederverwendung
von Losungswissen vermehrt auf und beeintrachtigen die Entwicklungsqualitat. Deshalb
kann ein Werkzeug fir den effektiven Umgang mit den Losungsmustern nicht nur ein
einfaches Repository sein, sondern muss eine domanenubergreifende Dokumentation
und Suche unterstutzen. Ziel ist daher eine Wissensbasis, mit der Losungsmuster aufge-
nommen und verwaltet werden konnen. Ferner verfiigt diese Uber ein Zugriffssystem,
das die gezielte Suche und Auswahl dokumentierter Losungsmuster erlaubt. Das zu er-
arbeitende Werkzeug wird daher Losungsmusterwissensbasis genannt. Da die einheit-
liche Spezifikation der Losungsmuster aus Kapitel 4.5.1.1 die doménenibergreifende
Dokumentation von Ldsungswissen bereits unterstiitzt, orientiert sich die Lésungsmus-
terwissensbasis an den Aspekten der Losungsmusterspezifikation (Bild 4-36).
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Bild 4-36: Ldésungsmusterwissensbasis — Werkzeugunterstiitzung im Umgang mit den
Loésungsmustern fiir fortgeschrittene mechatronische Systeme

Grundsétzlich sind im Umgang mit den Ldsungsmustern drei Anwenderphasen zu un-
terscheiden. Die Phase Ldsungsauswahl wird zundchst durch den Aspekt Funktionen
ermoglicht. Die Funktionen bieten einen methodischen Zugang zu den Lésungsmustern.
In Anlehnung an das etablierte Vorgehen im Systementwurf (vgl. Kap. 2.4.3) werden zu
erfillende Funktionen mit denen der Losungsmuster verglichen. Zusatzlich konnen die
spezifizierten Merkmale abgefragt und dokumentierte Beispiele im Kontext des Lo-
sungsmusters zur Entscheidungsfindung herangezogen werden.
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Fur die Systemspezifikation sind die Aspekte von entscheidender Bedeutung, die den
Kern der Losung umfassen. Das sind die Wirkstruktur, die entsprechende Systemele-
mente enthélt, und das Verhalten der Systemelemente. Ferner sollte geprift werden, ob
nicht noch weitere Funktionen des Losungsmusters relevant sind, die bislang in der
Spezifikation nicht berlcksichtigt wurden. Die beiden ersten Phasen finden sich auch
im Vorgehensmodell der Entwicklungssystematik wieder und fihren schlieBlich zur
Integration eines oder mehrerer Losungsmuster in die Prinziplosung (vgl. Kap. 4.3.1).

Die letzte Phase ist die Implementierung. Diese soll die Ldsungsmusterwissensbasis
durch die Beschreibung der Losungsprinzipien unterstitzen. Hinzu kdénnen bereits im-
plementierte Beispiele auf Analogien hinsichtlich der Implementierungstatigkeiten hin-
weisen. Die Implementierungstétigkeiten selbst werden nicht unterstutzt. Resultat ist
das vollstandig entwickelte fortgeschrittene mechatronische System.

Fur die rechnerinterne Abbildung der Lésungsmuster ist es nicht notwendig eine Model-
lierungsfunktion in die Wissensbasis zu integrieren. Werkzeuge, die die Modellierung
der Aspekte der Losungsmuster mit der Spezifikationstechnik des SFB 614 in Form von
Partialmodellen ermdglichen, sind vorhanden und sollen fir die Spezifikation der As-
pekte Merkmale, Funktionen, Wirkstruktur und Verhalten genutzt werden. Hierfiir muss
ein passendes Modellierungswerkzeug an die Losungsmusterwissensbasis angebunden
werden, so dass der Anwender direkt die entsprechenden Partialmodelle aus der L6-
sungsmusterwissensbasis heraus generieren und im Modellierungswerkzeug einsehen
und andern kann. Dabei ist sicherzustellen, dass die Losungsmusterwissensbasis auf alle
Informationen innerhalb der Partialmodelle zugreifen kann, um eine Suche in diesen zu
ermoglichen. Von zentraler Bedeutung ist dabei die Suche nach Funktionen. Das Kon-
zept der Losungsmusterwissensbasis soll semantisch ahnliche Funktionsverben bei der
Suche berlcksichtigen, um u.a. den Einfluss unterschiedlicher Terminologien zu redu-
zieren. Die Funktionsverben zur Beschreibung der Informationsverarbeitung wurden
bereits in Kapitel 4.4.3 vorgestellt. Um diesen Synonyme oder ahnliche Verben zuzu-
ordnen wird ein entsprechendes Konzept notwendig. Die Ldsungsmusterwissensbasis
soll hierfur auf eine Funktionsverbenontologie zuriickgreifen.

Ontologien sind Systeme zur Wissensreprasentation und umfassen eine explizite Spezi-
fikation einer Begriffsbildung. Durch die formale Darstellung von Begriffen und Bezie-
hungen wird das Verstandnis eines Anwendungsbereichs abgebildet [Gru93, S. 199]. So
kann Wissen derart formalisiert werden, dass ein automatisierter Datenaustausch erfol-
gen kann. Dartiber hinaus verfiigen Ontologien tber einfache Inferenzmechanismen, mit
denen logisch vorhandene, aber nicht spezifizierte Relationen automatisiert erschlossen
werden [Stu09, S. 8], [Web10, S. 32]. Bild 4-37 zeigt die grundlegende Struktur der
Funktionsverbenontologie fiir die Losungsmusterwissensbasis, um in dem Partialmodell
Funktionen der Losungsmuster nach &hnlichen Funktionen zu suchen.
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Bild 4-37: Struktur der Funktionsverbenontologie zur Suche nach Lésungsmustern

Um die Suche nach ahnlichen Funktionsverben zu ermdglichen, erhalt jede Relation ein
AhnlichkeitsmaR. Dabei werden Synonyme (3), Verben mit hoher Ahnlichkeit (2) und
Verben mit geringer Ahnlichkeit (1) unterschieden. Auf dieser Basis kann das Sucher-
gebnis gewichtet werden. Wird bspw. nach einer Funktion mit dem Funktionsverb FO
gesucht, werden ebenfalls die Funktionsverben F1, F2 und F3 abgefragt, deren Ergebnis
aber entsprechend des AhnlichkeitsmaRes ausgegeben wird. So werden die Treffer fiir
F1 genauso gewichtet wie die flr das urspriingliche Suchverb FO, wohingegen die Tref-
fer fur F2 und F3 geringer bewertet werden. Neben einer solchen direkten Relation exis-
tieren noch indirekte Relationen. Diese entstehen, wenn ein Funktionsverb zwar keine
direkte Relation zu dem gesuchten Funktionsverb besitzt, aber durch ein drittes Funkti-
onsverb diese Relation gesetzt werden kann. Dabei werden die indirekten Relationen
entsprechend des AhnlichkeitsmaRes des koppelnden Funktionsverbs gewichtet. Syno-
nyme vererben ihre Relationen unverandert weiter, Verben mit hoher Ahnlichkeit redu-
zieren das AhnlichkeitsmaB ihrer indirekten Relationen um den Wert ,,1° und Verben
mit geringer Ahnlichkeit um den Wert ,,2* (vgl. Bild 4-37).

Der Aspekt Kontext wird aufgrund seines Aufbaus im Konzept ahnlich wie ein L6-
sungsmuster behandelt (vgl. Kap. 4.5.1.1). Dessen Aspekte Funktionen, Wirkstruktur
und Verhalten werden wiederum mit einem externen Modellierungswerkzeug in Par-
tialmodelle Gberfihrt, auf die die Losungsmusterwissensbasis zugreifen kann.

Der einzige Aspekt der vollstandig in der Losungsmusterwissensbasis abzubilden ist,
sind die Losungsprinzipien. Im Kontext der Integration kognitiver Funktionen stehen
hier kognitionsrelevante Verfahren im Mittelpunkt. Entsprechend deren Klassifizierung
aus Kapitel 4.5.1.1 mussen hierfiir eine Kurzbeschreibung, eine Skizze und weitere In-
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formationen aufgenommen werden. Um die Implementierung im weiteren Verlauf der
Entwicklung zu unterstiitzen, sollten auch Dokumente mit konkreten Hinweisen und
Beschreibungen der Verfahren in die Losungsmusterwissensbasis ablegbar sein. Die
einzelnen Verfahren eines Ldsungsmusters sollten auch der Phase des Selbstoptimie-
rungsprozesses zugeordnet werden. So kann dem Anwender jederzeit ein Uberblick
gewahrt werden, welche Verfahren zu welchem Zweck im kognitiven Operator einzu-
setzen sind. Dies soll auch die Entdeckung und Entwicklung unbekannter Verfahrens-
kombinationen fur neue Lésungsmuster des kognitiven Operators fordern.

4.6.2 Prototypische Implementierung

Im Rahmen der vorliegenden Arbeit wurden die wesentlichen Bestandteile des Kon-
zepts prototypisch als Softwarewerkzeug umgesetzt>®. Bild 4-38 zeigt die grafische Be-
nutzeroberflache des entwickelten Werkzeugs.

S|
O #anorttms | O bsitood Wit ssnging ... | O Dsssion Tree | 8 Suche nach - bastivmen 7 @ Probabalistische_Planug | o - X
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Verlinkung zu den [« BN — 58

Datenbank

Partialmodellen
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Kognitiver Operator

Verfahrens-
Datenbank

Bild 4-38: Grafische Benutzeroberflache der Losungsmusterwissensbasis (LMWB)

Die Loésungsmusterwissensbasis (LMWB) umfasst zwei Datenbanken: eine Losungs-
musterdatenbank, die die dokumentierten Lésungsmuster verwaltet und nach der Kate-
gorisierung in Bild 4-15 ordnet, und eine Verfahrensdatenbank, die prinzipielle L6-
sungsprinzipien der Losungsmuster beinhaltet. Hinsichtlich der Unterstitzung der Ent-

% Die LMWB wurde mit Microsoft Visual C# 2008 in der entsprechenden Entwicklungsumgebung
(Microsoft Visual Studio 2008) programmiert. Die Oberflache der GUI wurde mit Hilfe von DockPa-
nel Suite erstellt. Fur die Verlinkung und Speicherung der Daten wurde eine MySQL-Datenbank ange-
legt, so dass mehrere Entwickler an unterschiedlichen Standorten auf die Daten zugreifen kénnen.
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wickler bei der Integration kognitiver Funktionen wurden in erster Linie Losungsmuster
fir den kognitiven Operator und kognitionsrelevante Verfahren in der LMWB doku-
mentiert. Die Menileiste erlaubt den Zugriff auf erweiterte Funktionen, wie z.B. die
Suchfunktionen. Das Hauptfenster der Anwendung nimmt die Darstellung der LO6-
sungsmuster ein. Es kann immer ein Losungsmuster angezeigt werden inkl. einer Vor-
schau auf die einzelnen Partialmodelle. Uber die Vorausschaubilder gelangt der An-
wender schnell und einfach zu den modellierten Partialmodellen.

In Anlehnung an das vorher beschriebene Konzept werden die Partialmodelle zum groR-
ten Teil durch ein externes Modellierungswerkzeug spezifiziert. An die LMWB sind
hierflir zwei weitere Softwarewerkzeuge angebunden, mit denen die Partialmodelle er-
stellt werden konnen. Das eine ist Microsoft Visio, das mit der LMWB im Hintergrund
gestartet wird. Passende Shapeschablonen unterstiitzen die Erstellung der entsprechen-
den Visiodiagramme. Das zweite Tool ist der eigens fur die Spezifikationstechnik des
SFB 614 entwickelte Mechatronic Modeller (vgl. Kap. 3.2.3.3). Dieser ist fir die Erstel-
lung der Partialmodelle der Lésungsmuster vorzuziehen, da er zusatzlich tber dedizierte
Funktionen verfugt wie z.B. die Verlinkung der Partialmodelle untereinander. Auch
dieser wird direkt aus der LMWB gestartet. Bild 4-39 veranschaulicht die Werkzeug-
kopplung der LMWB und des Mechatronic Modellers.
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Bild 4-39: Anbindung des Mechatronic Modellers an die Lésungsmusterwissensbasis

Die Schnittstellen der LMWB und des Mechatronic Modellers kommunizieren mit Hilfe
von WebServices. Auf diese Weise kann die LMWB direkt auf den Mechatronic Mo-
deller zugreifen und es kdnnen zuséatzlich wichtige Informationen ausgetauscht werden.
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Bspw. werden die Vorausschaubilder der Losungsmuster in der LMWB durch im Me-
chatronic Modeller intern erzeugte Screenshots aktualisiert.

Im Weiteren folgt eine kurze Erlauterung, wie die LMWB die in Bild 4-35 dargestellten
Aufgaben eines Werkzeugs fur den Umgang mit Losungsmustern erfullt.

Dokumentieren

Der Anwender kann neue LOsungsmuster oder Verfahren anlegen. Hierzu 6ffnet sich
per Mausklick ein entsprechendes Kontextmend. Es kdnnen Ldsungsmuster entspre-
chend der Ebenen des OCM sowie fiir das Grundsystem erstellt werden. Danach wird in
der LMWB das Ldsungsmuster mit VVorausschaubildern angelegt. Gleichzeitig wird der
Mechatronic Modeller gestartet und ein Projekt mit demselben Namen angelegt. Das
Losungsmuster in der LMWB und das Projekt im Mechatronic Modeller sind tber die
Partialmodelle Merkmale, Funktionen, Wirkstruktur und Verhalten direkt verbunden
(vgl. Bild 4-39). Im Mechatronic Modeller erfolgt dann die Modellierung der genannten
Partialmodelle. Dazu kénnen auch Querverweise zwischen den Partialmodellen gezogen
werden. Auf diese Wiese werden bspw. Funktionen bestimmten Systemelementen zu-
geordnet, wie es die Losungsmusterspezifikation auch vorsieht. Um den Kontext eines
Losungsmusters zu spezifizieren, kdnnen mehrere Anwendungsbeispiele Uber die
LMWB angelegt werden. Jedes Anwendungsbeispiel erhélt wiederum ein eigenes Pro-
jekt im Mechatronic Modeller.

Zwei Arten von Verfahren kdnnen angelegt werden. Verfahren der Informationsverar-
beitung und physikalische Effekte. Letztere sind nicht Bestandteile der vorliegenden
Arbeit. Bild 4-40 zeigt die Dokumentation eines Verfahrens in der LMWB.
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Bild 4-40: Dokumentation eines Verfahrens in der LMWB
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Jedem Verfahren kann eine Skizze zugewiesen werden, die pragnant den Kern des Ver-
fahrens darstellt. Flr eine Kurzbeschreibung des Verfahrens als auch fir weitere Infor-
mationen existieren zwei Textkonsolen. Dartiber hinaus konnen bis zu drei Dokumente
an die Verfahrensdokumentation angehéngt werden. Falls ein Verfahren in einem Lo-
sungsmuster verwendet wird, zeigt ein Fenster in der unteren linken Ecke die jeweiligen
Losungsmuster an. Per Mausklick gelangt der Anwender direkt zu diesen.

Die Spezifikation der Losungsprinzipien eines Losungsmusters wird als einziges Par-
tialmodell vollstandig in der LMWB durchgefiihrt. Hierzu wird eine Zuweisungsmaske
geoOffnet, in der aus bereits angelegten Verfahren und Lésungsmustern relevante Lo-
sungsprinzipien ausgewahlt und zugegewiesen werden konnen. Fur fortgeschrittene
mechatronische Systeme konnen die Ldsungsprinzipien auch den drei Phasen des
Selbstoptimierungsprozesses zugeordnet werden (Bild 4-41).
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Bild 4-41: Spezifikation der Lésungsprinzipien eines Losungsmusters

Suchen

Fir die Suche nach Informationen in der LMWB wurde eine Volltextsuche implemen-
tiert, die aber fur bestimmte Bereiche eingegrenzt werden kann. Die Volltextsuche ist
eine effiziente und schnelle Suchfunktion, die im Vorfeld als geeignete Technik identi-
fiziert wurde. Die LMWB bietet dem Anwender drei Suchoptionen. Die erste ist die
Schnellsuche. Mit ihr kénnen Begriffe ohne weitere Konkretisierung der Suchanfrage
innerhalb der Datenbank abgefragt werden. Als Ergebnis werden alle dokumentierten
Informationen, die den Suchbegriff enthalten aufgelistet. Da die Schnellsuche nur sehr
grobe Suchergebnisse liefert, wurde eine erweiterte Suche umgesetzt (vgl. Bild 4-42).
Diese unterstiitzt bei der gezielten Suche nach Verfahren oder Lésungsmustern. Ferner
kann auch nur nach einer bestimmten Kategorie von Verfahren oder Lésungsmuster
gesucht werden. Um die Suche dem Vorgehen in der Phase der Losungsauswahl anzu-
passen, wurde die Suche noch weiterer fokussiert, so dass in bestimmten Partialmodel-
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len der Losungsmuster gesucht werden kann. Dies ist insbesondere fir die Funktionen
von hoher Relevanz. Auf diese Weise kann nach Lésungsmustern gesucht werden, die
bestimmte Funktionen erfullen. Durch die beschriebene Anbindung des Mechatronic
Modellers kann die LMWB direkt in dessen Spezifikationen nach Begriffen suchen.

Fur die funktionale Beschreibung der Informationsverarbeitung und der Suche nach
entsprechenden Losungsmustern wurde die im vorhergehenden Kapitel beschriebene
Funktionsverbenontologie aufgestellt®”. Dazu wurden den Funktionsverben der Infor-
mationsverarbeitung aus Kapitel 4.3.3 Synonyme mit einem entsprechendem Ahnlich-
keitsmal} zugeordnet. Die Synonyme wurden unter Zuhilfenahme zweier Lexika identi-
fiziert und in einem Kreis von Experten verschiedener Fachdisziplinen mit einem Ahn-
lichkeitsmal bewertet [Dud07a], [Dud07b]. Die erstellte Funktionsverbenontologie
wurde direkt an die LMWB angebunden. Sie funktioniert als Schnittstelle zwischen der
Suchfunktion der LMWB und den im Mechatronic Modeller erstellten Partialmodellen.
Auf diese Weise werden neben dem eigentlichen Suchbegriff zusatzlich dhnliche Funk-
tionsverben gesucht. Die gefunden Funktionen werden mit einer dem AhnlichkeitsmaR
des Funktionsverbs entsprechenden Wahrscheinlichkeit in der LMWB ausgegeben. Die
Verwendung der Synonymontologie ist optional und kann vom Anwender aktiviert bzw.
deaktiviert werden (Bild 4-42).

|schnelisuche | Suchen

Suchmaske pigorithmus | O Likeihaod Weightin Sampiing Me... | Decision Tree }#3 Suche nach : bestimmen | @ _Probabalstische_Planung | - X
Gefundene Losungen | Gefundener Begif | Aniichkeit des Begiifes
Suche: | bestimmen | -
Lasungsmuster
© mit allen Watem
o Kooperative_Planung_AMS
O mit einem der Warte Abzugebende Funktion identizieren identifizieren 100%
© mit genauer Worlguppe Kooperation auf AMS Ebene identifieren identiizieren 100%
Kooperationen defirieren definieren 100%
i i AKtivititen definieren defirieren 100%
A Aulrége bestimmen bestimmen 100%
Ziele bestimmen bestimmen 100%
Suche nach: [] KO Funktionen Einsparung bestimmen bestim
) Kooperative_Planung_MFM . .
L] kst Zik besimmen == Suchergebnisse mit
[]Ro Wechselwikungen bestimmen bestim _
Wechselwikungen bestinmen el qualitativer Bewertung
Vefiigbare Ressourcen bestimmen bestim
Mehizieloptimierung
Oco Parameter identiizieren identiieren 100%
Paretomenge biden biden 66%
Ziele bestimmen bestimmen 100%
O es Parameter bestimmen bestimmen 100%
Gewichtung bestimen bestimmen 100%
Probabalistische_Planung
[] Vertahren Ziele bestimmen bestimmen 100%
[] Physikalische Effekte aiﬁ;ﬁ::ﬁ'gj&z::’;men berechnen %
Ereignisse feststellen feststellen Bx%
Zustiinde feststellen feststellen Bx%
Regelanpassung feststellen feststellen Bx%
Zicle bestinmen bestnmen T00%
Inteligente_Vorausschau
Maglche Feaktionen identifzieren identiizieren 100%
Maglche Ereignisse identiizieren identifzieren 100%
Beteilgte Systeme identiizieren identiizieren 100%
Ayl Profie identiizieren identiizieren 100%
Suchkriterien VigcheKarhgasioen e encen 10
. Optimale Reaktion ermiteln ermiteln 100%
und -0 ptionen Wahrscheinlichkeiten ermiteln emittel 100%
Ziele bestinmen bestinmen 100%
bestimmen 100%
H " bestimen 100%
! Gefundene Lésungsmus-
! . bestimmen 100%
ter oder Verfahren sowie
direkte Verlinkung

Bild 4-42: Erweiterte Suche der LMWB

> Hierfir wurde der plattformunabhéangige Ontologie-Editor Protégé genutzt.
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Neben der Suche nach einer zu erfiillenden Funktion kdnnen auch mehrere Funktionen
gleichzeitig gesucht werden. Das Ergebnis kann in einem morphologischen Kasten aus-
gegeben werden. Hierzu wurde die dritte Suchfunktion implementiert, die Suche nach
Merkmalen. Diese wird in einer eigenen Suchmaske gedffnet und der Anwender kann
Merkmale auflisten, die mit denen die Lésungsmuster abgeglichen werden. Die Merk-
male der Losungsmuster werden hierzu im Mechatronic Modeller spezifiziert. Die
LMWB kann auf diese Spezifikation direkt zugreifen und die in den Ldsungsmustern
hinterlegten Merkmale mit den geforderten Merkmalen vergleichen.

Analysieren und Anwenden

Werden durch die Suche mogliche Losungsmuster gefunden, muss der Anwender noch
entscheiden, ob und wie diese anzuwenden sind. Hierbei unterstitzt ihn die Moglichkeit
Querverweise zwischen den Partialmodellen im Mechatronic Modeller zu definieren
(vgl. Bild 4-39). Auf diese Weise kann der Anwender, das Zusammenwirken der L6-
sungsmuster Schritt fir Schritt nachvollziehen. Da auch die Anwendungsbeispiele des
Kontexts im Mechatronic Modeller abgebildet werden, kdnnen so Schnittstellen der
Losungsmuster in ahnlichen Aufgabenstellungen tbernommen werden.

Im Hinblick auf die Entwicklung der kognitiven Informationsverarbeitung wurde eine
ubergreifende Verfahrensauswertung implementiert. Sie erlaubt es, auf einen Blick alle
kognitionsrelevanten Verfahren hinsichtlich ihrer Anwendung im Selbstoptimierungs-
prozess zu untersuchen.

Fur die Integration der Losungsmuster in die bestehende Systemspezifikation mussen
die entsprechenden Partialmodelle im Mechatronic Modeller zusammengesetzt werden.
Die dafur notwendige Export- und Import-Funktionalitdat war nicht Bestandteil dieser
Arbeit.
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5 Validierung der Entwicklungssystematik

In diesem Kapitel wird die im vorgehenden Kapitel vorgestellte Entwicklungssystematik
zur Integration kognitiver Funktionen in fortgeschrittene mechatronische Systeme vali-
diert. Anhand eines intelligenten hybriden Energiespeichersystems soll dargestellt wer-
den, wie die Entwicklungssystematik in der Anwendung funktioniert und welche die
wesentlichen Ergebnisse sind. Die Entwicklung des Energiespeichersystems wird dabei
in Kapitel 5.1 retrospektiv betrachtet. Kapitel 5.2 bewertet auf Basis des Anwendungs-
beispiels die erarbeitete Entwicklungssystematik an den Anforderungen der Problem-
analyse.

5.1 Anwendungsbeispiel: Hybrides Energiespeichersystem

Ein wichtiger Demonstrator des SFB 614 ist das RailCab-System der Neuen Bahntech-
nik Paderborn. Es ist ein fortgeschrittenes mechatronisches System, dessen intelligentes
Verhalten auf dem Wirkparadigma der Selbstoptimierung beruht (vgl. Kap. 2.2.3). Ein
RailCab besteht wiederum aus mehreren intelligenten Modulen, wie z.B. dem An-
triebsmodul inkl. aktiver Luftspaltverstellung, der aktiven Spurfiihrung und dem aktiven
Feder-Neigesystem. Ein elektrisches Bordnetz versorgt die Module mit Leistung. Die
Realisierung des Antriebsmoduls, ein doppelt gespeister Linearmotor, der asynchron
betrieben wird, ermdglicht eine beriihrungslose Leistungsibertragung aus der Strecke
auf das System. Eine Oberleitung oder eine Stromschiene sind nicht notwendig. Aller-
dings ist eine ausreichende Leistungsubertragung nicht in jeder Fahrsituation moglich,
da sie vom Arbeitspunkt des Antriebsmoduls abhangt. Die maximale Leistungsubertra-
gung ist in weiten Bereichen in etwa proportional zur gestellten Antriebskraft. Das An-
triebsmodul kann folglich den Momentan-Leistungsbedarf nicht vollstdndig decken,
insbesondere bei geringen Geschwindigkeiten oder im Stillstand [Pot05, S. 80].

Aus diesem Grund muss das RailCab-Fahrzeug mit einem eigenen Energiespeichersys-
tem ausgestattet sein, das den Leistungsbedarf deckt, der tber die durch das Antriebs-
modul Ubertragende Leistung hinaus geht. Nur so kann die Versorgung und somit der
Betrieb aller Verbraucher im RailCab sichergestellt werden. Die beiden wesentlichen
Anforderungen an ein solches Energiespeichersystem sind:

e Hohe Speicherkapazitat: Das System soll in der Lage sein, eine groRe Menge an
Energie zu speichern, um einen maéglichst langen Betrieb zu ermdglichen.

e Hohe Leistung: Beim Laden als auch beim Entladen soll ein hoher Energiedurch-
satz ermoglicht werden, um alle Leistungsanfragen der Verbraucher zu bedienen
und die maximale Ubertragene Leistung des Antriebsmoduls aufzunehmen.

Hinzu kommen weitere nicht funktionale Anforderungen. So sollte das System mdg-
lichst leicht und Kklein sein, da es auf dem Fahrzeug installiert wird. Geringe Kosten, ein
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hoher Wirkungsgrad und lange Wartungsintervalle runden die Anforderungsspezifikati-
on ab [RBW+09], [DGR09], [ADG+09].

Verfligbare Technologien werden diesen Anforderungen nicht gerecht. Konventionelle
Akkumulatoren z.B. auf Basis von Nickel-Metallhydrid (NiMH) speichern zwar grofie
Mengen an Energie, besitzen aber nur eine geringe spezifische Leistung. Zusatzlich ist
die Anzahl an Ladezyklen gering. Doppelschichtkondensatoren (DLC: Double Layer
Capacitor) konnen bei hohen Leistungen nahezu unendlich oft geladen und entladen
werden, bieten aber nur eine geringe Speicherkapazitat.

Um eine hohe Speicherkapazitat und Leistung zu erfiillen, kombiniert daher das Ener-
giespeichersystem des RailCabs die beiden genannten Speichertechnologien. Das hyb-
ride Energiespeichersystem besitzt sowohl Nickel-Metallhybrid-Akkumulatoren, de-
ren Aufgabe die langfristige Energiespeicherung ist, als auch Doppelschichtkondensato-
ren zur Pufferung von Leistungsspitzen. Bild 5-1 zeigt die Struktur des Systems.

Hybrides Energiespeichersystem Nachbildung des Antriebs Antrieb und weitere
und weiterer Verbraucher Verbraucher im Bordnetz
NiMH- = Speise- 1.
Batterie = CD einheit

<am 3,

= Belastungs- Nach- |
= einheit  Dildung

[

DLC

Betriebsstrategie

Bild 5-1:  Struktur des hybriden Energiespeichersystems [ADG+Q9, S. 76]

Die im hybriden Energiespeichersystem zu speichernde Energie bzw. zu weitergebende
Leistung resultiert aus der Leistungsbilanz des elektrischen Bordnetzes. Diese resultiert
aus der durch das Antriebsmodul (bertragene Leistung und der benétigten Leistung der
Verbraucher. Hierzu ist ein zentrales Energiemanagement fiir das RailCab notwendig.
Dieses vernetzt die verschiedenen Funktionsmodule und errechnet Planungsdaten fur
die Leistungsverteilung im Gesamtfahrzeug. Im Folgenden werden die vier Phasen und
die wesentlichen Ergebnisse der Entwicklungssystematik zur Integration kognitiver
Funktionen anhand der Konzipierung des hybriden Energiespeichersystems gezeigt.

5.1.1 Phase 1: Systemanalyse

Die Struktur des hybriden Energiespeichersystems aus Bild 5-1 sowie die bereits be-
schriebenen Anforderungen bilden den Ausgangspunkt. Zunéchst wird die Methode
zur Zielabhangigkeitsanalyse durchgefiihrt, die mit der Ermittlung zielrelevanter Ein-
flussauspragungen beginnt. Da die Aufgabe des hybriden Energiespeichersystems eine
effiziente Energiespeicherung als auch die optimale Leistungsaufteilung ist, ergeben
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sich drei Ziele: Energieverluste minimieren, Batterieschadigung minimieren und Leis-
tungsreserve maximieren. Mittels einer Umfeldanalyse konnen potentielle Einfliisse auf
das System identifiziert werden (Bild 5-2).

Energie-
r———- management
Railcab

. |
|
: Aufwand |
| Energie- | Zielerfullng
| Ubertragung |
. ) | Sollwert u. |
Effizienz | Sicherheit |
relevanz .
| Leist.-prog. |
|
|

P
Temperatur Leistungs- Elektrisches
P anforderung Bordnetz

Systemelement ~ — — — Informationsfluss
Umfeldelement — Energiefluss

Einfluss — - — - Storfluss

Temperaturen
Batt./DLC

Logische

Stéreinfluss ~ =™ Beziehung

00003

Bild 5-2: Umfeld des hybriden Energiespeichersystems

Sechs der Einflusse haben einen direkten Einfluss auf die Systemziele, zu denen jeweils
drei qualitative Auspragungen definiert werden. In einem weiteren Schritt wird bewer-
tet, wie sich die Einflussauspragungen auf die jeweilige Prioritit der Systemziele aus-
wirken. Eine erhdhte Zielprioritt kann zu einer Erh6hung der entsprechenden Zielge-
wichtung flhren. Die Ergebnisse der Bewertung werden in der Zielprioritatsmatrix zu-
sammengetragen (vgl. Bild 5-3).

Ausschlisse der erkannten Einflussauspragungen existieren, auBer zwischen denen ei-
nes Einflusses, nicht. So ergeben sich insgesamt 13 qualitative Einflussauspragungen,
die zu 972 maglichen Situationen kombiniert werden kénnen.

Das Zusammenzéhlen der Bewertung der Zielprioritatsmatrix fir die gebildeten Situati-
onen zeigt, dass zwar in 758 Situationen immer genau ein Ziel die hdchste Prioritat hat,
dieses aber je nach Situation stark wechselt. Das Ziel Energieverluste minimieren ist in
287 Situationen dominant, das Ziel Batterieschadigung minimieren in 302 Situationen
und das Ziel Leistungsreserve maximieren in 169 Situationen. Zudem ergibt sich fur alle
drei Ziele ein beachtlicher Anteil geteilter Zielprioritat (Ziel 1: 33%, Ziel 2: 35%, Ziel
3: 46%), was zusétzlich die Relevanz einer situationsgerechten und flexiblen Zielge-
wichtung zur Laufzeit bestérkt. Insbesondere die Minimierung der Leistungsreserve ist
stark abhéngig von der aktuellen Situation und den Prioritaten der anderen Ziele, so
dass deren Gewichtung nicht fest vordefiniert werden sollte.
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Zielprioritatsmatrix

Fragestellung:

"Wie wirkt sich die Einflussauspragung i (Zeile) auf
die Zielproritat der Systemziele j (Spalte) aus?"

Bewertungsmalf3stab:

-- = starke Verringerung der Zielprioritat
- = Veringerung der Zielprioritat

0 = keine Veranderung der Zielprioritat
+ = Erhéhung der Zielprioritat

++ = starke Erhéhung der Zielprioritat

Il Leistungsreserve maximieren

olof+ |+ |o|o|o|o|o )| Energieverluste minimieren

c
o
Q
£
£
£
[@)]
c
>
2
B
<
(&)
[}
Q
g
b
m
Nr. 2
hoch 1 0] -
Sicherheit der -
. mittel 2 0]0
Leistungsprognose _
gering 3 0 [++
. gering 4 0] -
Prognostizierte -
. mittel 5 0|0
Leistungsanforderung
hoch 6 0|+
T>45°C 7 ++| 0
Batterietemperatur 25°C < T <45°C 8 0]0
T < 25°C ) +10
SOC >0,8 -+ ]+
Ladegrad Batterie 0,2<S0C<0,8 0|00
SOC<0,2 ++| + [ +
erin -1+|0
Aufwand der germng
. normal 0]0]0
Energielibertragung
hoch ++| - |0
SOC > 0,8 0|0+
Ladegrad Kondensator 0,4<S0C<0,8 O[O | -
0,25<S0C<0,4 + 10|+

Bild 5-3:  Zielprioritatsmatrix des hybriden Energiespeichersystems

Aus der Zielabhangigkeitsanalyse ergibt sich ein Potential fir den Einsatz einer flexib-
len Leistungsverteilung in und aus den Energiespeichern zur Laufzeit. Die Struktur des
hybriden Energiespeichersystems fuhrt dabei zu einem Freiheitsgrad fir die Aufteilung
des Leistungsflusses auf die beiden Energiespeicher. Um von dieser Struktur zu profi-
tieren ist eine anpassungsfahige und situationsabhéngige Betriebsstrategie notwendig
(vgl. Bild 5-1). Diese soll das System in die Lage versetzen, auf unterschiedliche Ein-
flisse aus dem Systemumfeld des RailCabs zu reagieren und sein Verhalten entspre-
chend anzupassen. Konventionelle Betriebsstrategien sind hierbei nicht ausreichend, da
diese nur eine Anpassung an statische Regeln ermdglichen und keine Anderungen auf-
grund der Systemumgebung bzw. Situation unterstutzten [LLO7], [Hei06].

Aus diesem Grund wird die Integration kognitiver Funktionen bendtigt, die eine selbst-
optimierende Berechnung der Leistungsverteilung der beiden Energiespeicher realisiert.
Als Optimierungsvariable kann der aktuelle Batteriestrom zu diskreten Zeitpunkten ge-
wahlt werden. Bild 5-4 zeigt das vorlaufige Zielsystem des hybriden Energiespeicher-
systems, fur das eine kognitive Informationsverarbeitung zu konzipieren ist.
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Bild 5-4: Zielsystem des hybriden Energiespeichersystems

5.1.2 Phase 2: Funktionssynthese

Um eine flexible und selbstoptimierende Betriebsstrategie zu realisieren, muss deren
Aufbau und Ablauf zundchst weiter geklart werden. Zu diesem Zweck erfolgt eine funk-
tionale Beschreibung der informationsverarbeitenden Prozesse. Der Funktionsverbka-
talog der Informationsverarbeitung unterstutzt den Entwickler bei der Identifikation
und Festlegung der wesentlichen Funktionen, die notwendig sind, um die beschriebenen
Anforderungen zu erfillen und das Nutzenpotential kognitiver Funktionen zu spezifizie-
ren. Ferner kann auf Basis der Entwurfsschablone fur die Funktionshierarchie des
OCM systematisch eine strukturierte, aber weitestgehend I6sungsneutrale Spezifikation
der Gesamtfunktionalitat erfolgen. In Bild 5-5, Bild 5-6 und Bild 5-7 sind die Funkti-
onshierarchien der drei OCM Ebenen dargestellt. Gemeinsam beschreiben sie die In-
formationsverarbeitung im hybriden Energiespeichersystem. Auf Basis dieser Funktio-
nen kann in der folgenden Phase die Suche nach geeigneten Lésungen beginnen.

Der Controller tibernimmt die Regelung der Energiespeicher. Hierzu werden notwendi-
ge Messwerte erfasst und einige fir den reflektorischen Operator aufbereitet. So werden
die Ladegrade (SOC: State of Charge) und der Zustand (SOH: State of Health) der bei-
den Energiespeicher bestimmt. Die physikalischen Funktionen des Grundsystems sowie
die Benutzerschnittstelle sind nur fakultativ aufgefuhrt (vgl. Bild 5-5).

Der reflektorische Operator soll die Kommunikation zum Energiemanagement des
RailCabs ermdglichen und entsprechende Daten fiir den kognitiven Operator bereitstel-
len. Die wesentliche Aufgabe ist die Sollwertgenerierung fir den Controller auf Basis
der Optimierung (vgl. Bild 5-6).

Im kognitiven Operator soll die Situationsabhangigkeit des hybriden Energiespeicher-
systems realisiert werden. Hierzu sind detaillierte Analysen der wichtigsten Informatio-
nen notwendig. Die Betriebsstrategie soll einen optimierten Batteriestrom bzw. ein ent-
sprechendes Stromprofil vorgeben (vgl. Bild 5-7).




Kapitel 5

J1as1omba @

bunyaizeg ayosibo  —-— - uassaw Bunuueds uassaw uassaw uassaw uassaw
uassaw wons-01a uassaW wolisalaeg
-slaljuayasimz Bunuueds-o1Q Bfunuuedsauaneg inyesadwal-D1a injesadwalalianeg
|1oIpueISaqUIBISAS AU | | | | | | |
apuabar Lo A U L. Lo - Lo - J
|
|
|
uswwnsaq uswwisaq uswwnsaq uswwinsaq | usBNsaleq JEIYOLIWN uabnsajaq
$27a 43p HOS alsleq Jsp HOS $271a J3p 20S aleleq Isp D0S | 07Q pun alvleyg
|
| | | | _ | |
| | : | |
e U P pom ] R N pm
| | |
| | |
uagabxoninz
- ujabai Bunuueds uabe.y uapejua
upbal wons-91a uj@bai woussilaneg ~SI|UBYOSIMZ uajlaiagyne usreq U9SSaW 9B 310 pun suenEg -mzq uspe| sLseg cmeumﬁm%E
- T
| | | | _ | | |
L N J Lo —————. — | | |
| | | | |
| 1 | 1 |
uj@bai usg0ibwalsAs =nez e anpinaspunio J91youw _
- uajepIosuss uayepIosuasS uaHwn |
_ M T _ _
| | | . |
U T———— .. _. - —— e — . e —_—— | |

ajj@IsNIuYs
-1azinuag

FIRIES
‘put J9]j0nu0D

Jayauwn Ppul
waysAspunio

Seite 172

\-—c

walsAs
-layoladsaibiiaug
SapLgAH

Funktionshierarchie des Controllers
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5.1.3 Phase 3: Losungsauswabhl

Das Ergebnis der Funktionssynthese ist eine weitestgehend I6sungsneutrale Funktions-
hierarchie. Fur diese sind unter Beriicksichtigung der Anforderungen und weiteren
Randbedingungen erste Losungsmaoglichkeiten zu suchen. Aufgrund der Komplexitét
fortgeschrittener mechatronischer Systeme, kdnnen neue Ldsungen nur mit groRem
Aufwand und unter Zuhilfenahme teils exklusiven Expertenwissens entdeckt werden.
Daher sollten die erarbeiteten Lésungsmuster fur fortgeschrittene mechatronische
Systeme sowie die Klassifikation kognitionsrelevanter Verfahren eingesetzt werden,
um den Losungsentwurf initial zu konkretisieren. Beide Hilfsmittel werden durch die
Losungsmusterwissensbasis unterstutzt (vgl. Kap. 4.6.2).

Aus der Systemanalyse und der Funktionssynthese ergibt sich, dass eine Optimierung
hinsichtlich des Batteriestroms Kern der selbstoptimierenden Betriebsstrategie flr das
hybride Energiespeichersystem sein sollte. Die Verteilung der Leistungsfliisse auf die
Energiespeicher kann prinzipiell durch ein mathematisches Optimierungsmodell geldst
werden, dabei kénnen kontinuierliche als auch diskrete Optimierungsverfahren einge-
setzt werden (vgl. Kap. 4.5.3). Hierzu wurden im Rahmen des SFB 614 bislang zwei
Losungsmuster fur den kognitiven Operator (LMyko) dokumentiert, die aus vorangegan-
gen Systementwicklungen abgeleitet wurden.

Das LMo ,,Mehrzieloptimierung™ basiert auf dem Verfahren der Mehrzieloptimierung
bei kontinuierlichen Optimierungsproblemen und der Berechnung einzelner Lésungen.
Aufgenommen wurde das Losungsmuster nach der Implementierung einer selbstopti-
mierenden Arbeitspunksteuerung (SOAPS) fiir das Antriebsmodul des RailCabs. Fur
das SOAPS wurde bereits eine geeignete Mehrzieloptimierung entwickelt [ADG+09],
[WSD+08]. Im Anhang befinden sich die wesentlichen Aspekte des Ldsungsmusters
(vgl. A2.6). Bild 5-8 zeigt die Verfahrensbeschreibung der Mehrzieloptimierung, wie
sie als Losungsprinzip auch in der Losungsmusterwissensbasis abgelegt ist.

Das LMo ,,Intelligente Vorausschau® unterstiitzt ebenfalls die Optimierung mehrerer
Ziele, aber fur diskrete Optimierungsaufgaben. Das wesentliche Ldsungsprinzip des
Losungsmusters ist die Suchbaumanalyse zur intelligenten Planung von Systemreaktio-
nen auf noch nicht eingetretene Situationen. Das Lésungsmuster wurde nach der Ent-
wicklung einer selbstoptimierenden Ressourcenplanung fur ein echtzeitfahiges Be-
triebssystem abgeleitet und dokumentiert [GZO+08]. Das LMo ,,Intelligente VVoraus-
schau wird im Anhang gezeigt (vgl. A2.3).

Beide Losungsmuster wurden ebenfalls in die Lésungsmusterwissensbasis abgelegt.
Diese unterstlitzt den Entwickler bei der Identifikation und schnellen Einarbeitung in
die Lésungsmuster sowie der zugrundeliegenden Verfahren (vgl. Kap. 4.6.2).

Fur das hybride Energiespeichersystem wurden beide Losungsmuster fir die Umset-
zung der kognitiven Informationsverarbeitung ausgewahlt. Fir bekannte und oft befah-
rene Strecken soll eine Offline-Optimierung implementiert werden, die auf einer konti-
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nuierlichen Auswertung der Optimierungsvariablen beruht. Fir diese Strecken soll das
hybride Energiespeichersystem auf bereits errechnete Optimierungsergebnisse in Form
von Paretomengen fur die Leistungsprofile zuriickgreifen, wie es das LMo ,,Mehrzie-
loptimierung™ beschreibt. Die Paretomengen kdnnen in einer Datenbank flr den Betrieb
abgelegt werden [RBW+09].

Da nicht garantiert werden kann, dass ein bendétigtes Leistungsprofil fur die Leistungs-
verteilung bereits vorhanden ist, wird eine zweite, online ablaufende Optimierung fir
die Berechnung der Betriebsstrategie angestrebt. Diese soll mit dem LMo ,,Intelligente
Vorausschau® realisiert werden.

Mehrzieloptimierung

Parato-Menge
Optimierung der ZF; und ZF,
Loptimale Kompromisse*

Kurzbeschreibung des Verfahrens

Verfahrensskizze

Gewichtung

Zielfunktion 1

Gewichtung

Zielfunktion 2

Dieses Verfahren ermdglicht eine gleichzeitige Optimierung mehrerer Zielfunktionen, die einander
gegenlaufig sind. Zudem konnen diese Ziele unterschiedlich ausgepragt sein. Die Losung dieses
Optimierungsproblems ist eine Menge optimaler Kompromisse, eine sog. Pareto-Menge. Diese
wird in einer Datenbank hinterlegt.

Einordnen lasst sich dieses Verfahren in die zweite Phase des Selbstoptimierungsprozesses, der
Zielbestimmung.

Die Mehrzieloptimierung liefert eine allgemeine Optimierungsmethode, welche in vielen
Optimierungsproblemen zur Lésungsfindung hinzugezogen wird. Die Losung von
Mehrzieloptimierungsproblemen umfasst viele verschiedene Ansatze. Diese belaufen sich auf die
Berechnung eines einzelnen paretooptimalen Punktes bis hin zu Verfahren der Approximation der
gesamten (globalen) Paretomenge.

Weitere Informationen
| [Mie98, S. 51.], [WSD+08], [Del06]

Bild 5-8: Kurzdarstellung des Verfahrens ,, Mehrzieloptimierung

5.1.4 Phase 4: Systemspezifikation

In der letzten Phase werden die ausgewahlten Losungsmuster genutzt, um die Spezifika-
tion des OCM im Kontext des Gesamtsystems zu erstellen. Zu diesem Zweck sollte die
Funktionshierarchie weiter konkretisiert werden. Bild 5-9 zeigt das Partialmodell Funk-
tionen des kognitiven Operators nach Beriicksichtigung der Funktionen der beiden
LMko ,,Mehrzieloptimierung™ (vgl. Bild A-24) und ,,Intelligente Vorausschau™ (vgl.
Bild A-14). Im Vergleich zur l6sungsneutralen Funktionshierarchie sind insbesondere
die fur die kognitive Informationsverarbeitung wesentlichen Funktionen Situation ana-
lysieren und Ziele bestimmen erweitert worden.
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Im Anschluss wird die Wirkstruktur des OCM sukzessive erstellt. Auf Basis der Ent-
wurfsschablone fur die Wirkstruktur fortgeschrittener mechatronischer Systeme kon-
nen die verschiedenen Ebenen des OCM detailliert werden. Dabei sollten die Schnitt-
stellen innerhalb des entsprechenden Aspekts der verwendeten Losungsmuster beachtet
werden, um die Interaktionen der gewéhlten Systemelemente eindeutig zu spezifizieren.
Die in Kapitel 4.4.2 vorgestellten Systemelemente der Informationsverarbeitung
unterstitzen den Entwickler bei der eindeutigen Benennung der Systemelemente. Bild
5-10 zeigt die Wirkstruktur des OCM fiir das zu entwickelnde hybride Energiespeicher-
system, das Uber kognitive Funktionen fir eine flexible Betriebsstrategie verfugt.

Umfelddaten,
Systemdaten,
Zielgewichtung,

Kognitiver Operator

Umfeldanalyse-
element

Startbefehl

S

|

I o Meaom

| diskrete

| Datenbank MZO

| Leistungsprognose.

| *8at_konts | *Bat_disks

L _______ IStatus opt. _ _ _ | Status Opt.
y '

Rick-
meldungI

.
|
|
|
|
|
|

Reflektorischer | |m—————————————
Operator

Energiekosten,

|

|
Leistungsprognose, : ____________
Sicherheit der :

Prognose
Energie- Datenbank fur
management Notfall-
RailCab strategien

|
SOCgai, | SOCpic,
SOHgar, | SOHpLc,
Tea | Toc

— — —» Informationsfluss

T
Legende Tam I TDLC | : Y

Usat | UpLc | Bidirektionaler | Bidirektionaler
D Systemelement | I Gleichstrom- | Gleichstrom-

steller steller
D Umfeldelement
Bat

——— Energiefluss

|
|
| PzkpLc
|
| Elektrisches
| angeforderte Bordnetz
| Leistung
0
Wegweiser :
| Paar PoLc
|
|

|
O Erfassung |
einer GroRe :

[ ] Verzweigung || T T T T ——— Batterie-Pack [E DLC-Pack

Parameter Grundsystem

Zwischenkreis

Bild 5-10: Wirkstruktur des OCM fur das hybride Energiespeichersystem

Das Grundsystem besteht im Wesentlichen aus den beiden Energiespeichern. Da eine
einzelne Batterie und ein einzelner DLC nicht ausreichend Leistung aufnehmen kdnnen,
werden diese hier als Batterie-Pack bzw. DLC-Pack aus mehreren Elementen bestehen.
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Der Zwischenkreis puffert die Leistung in den Schaltvorgdngen zwischen den beiden
bidirektionalen Gleichstromstellern. Er ist die Schnittstelle zum elektrischen Bordnetz
des RailCabs und somit zum Antriebsmodul und den Verbrauchern.

Der Controller umfasst die Batteriestromregelung, die DLC-Stromregelung und den
Spannungsregler fir die Zwischenkreisspannung. Die Regelung erfolgt auf Basis der
Momentanwerte, dem Sollwert der Zwischenkreisspannung (u*zk) und dem vorgegeben
Sollwert des Batteriestroms (i*g,). Die DLC-Stromregelung erfolgt auf Basis des Span-
nungsreglers fur die Zwischenkreisspannung Die Leistungsbilanz wird auf diese Weise
ausgeglichen. Der Messsignalaufbereiter erzeugt die Ladegrade und Zustiande der Ener-
giespeicher flr die spatere Optimierung.

Im reflektorischen Operator erfolgt die Generierung des Batteriesollstroms fur die
Batteriestromregelung. Zu diesem Zweck wird durch ein Simulationsmodell der Ener-
giespeicher der optimierte Batteriestrom aus dem kognitiven Operator hinsichtlich Pa-
rameterfehler korrigiert. Das ist die Aufgabe des Korrekturelements. Um die Féalle abzu-
sichern, dass die Optimierung nicht rechtzeitig Werte liefert, sich die Bordnetzleistung
entgegen der Prognose verhalt oder die Optimierung Fehler enthalt, wird der optimierte
Batteriestrom durch die Uberwachung kontinuierlich geprift. Das Kommunikationsmo-
dul ist die externe Schnittstelle zum Energiemanagement des RailCabs. Ferner verteilt
es die Informationen zwischen den drei Ebenen des OCM.

Der kognitive Operator umfasst die beiden Optimierer. Das Systemelement kontinu-
ierliche MZO (Mehrzieloptimierung) wird durch die Mustergruppe des LMo ,,Mehrzie-
loptimierung* realisiert (vgl. Bild A-25). Die kontinuierliche MZO wird der Ubersicht
halber nicht weiter detailliert dargestellt. Das Systemelement diskrete MZO ist Kern des
LMo ,.Intelligente Vorausschau“. Die Datenbank legt Leistungsprofile fiir den Batte-
riestrom ab, die durch die kontinuierliche MZO auf Basis eines Abgleichs zwischen
Simulationsmodell des Optimierers und den Messwerten berechnet wurden. So kénnen
Stromprofile fur wiederkehrende Leistungsprofile direkt ibernommen werden. Dazu ist
eine Ablaufsteuerung notwendig, die anfragt, ob ein entsprechendes Leistungsprofil
vorhanden ist. Falls nicht, wird die diskrete Optimierung gestartet, da diese im Gegen-
satz zur kontinuierlichen MZO auch online ablaufen kann. VVon entscheidender Bedeu-
tung ist die Umfeldanalyse. Sie erhélt alle Informationen vom Energiemanagement als
auch vom Messsignalaufbereiter, um Umfeld- und Systemdaten zu bilden und zu analy-
sieren. Hierflir werden die Ziele bewertet bzw. ausgewahlt, deren Umsetzung dann
durch die Optimierer erfolgt.

Das Zusammenspiel der Systemelemente um die selbstoptimierende Betriebsstrategie
umzusetzen wird im Partialmodell Verhalten — Aktivitaten beschrieben. Dieses Modell
beschreibt, in welcher Reihenfolge die Funktionen zur Laufzeit ausgefiihrt werden sol-
len. Die in Bild 5-11 abgebildeten Aktivitaten spezifizieren den gesamten Ablauf der
kognitiven Informationsverarbeitung bestehend aus der kontinuierlichen und diskreten
Optimierung.
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Die Aktivitaten der Situationsanalyse werden wesentlich durch das Umfeldanalyseele-
ment ausgefihrt (vgl. Bild 5-10). Infolge dieser Ergebnisse entscheidet die Ablaufsteue-
rung, wie die Optimierung und somit die Zielbestimmung auszuftihren ist. Wurde bereits
eine geeignete Paretomenge durch die kontinuierliche MZO berechnet, wird ein Strom-
profil aus der Datenbank abgerufen (A). Falls keine geeignete Paretomenge vorhanden
ist, wird die Suchbaumanalyse durch die diskrete MZO durchgefiihrt (C). Befindet sich
das System im Stand by oder in einem Offline-Modus, bildet die kontinuierliche MZO
auf Basis der vergangen Fahrten neue Paretomengen fir zuklnftige Fahrten und spei-
chert diese in der Datenbank (B). Die Verhaltensanpassung wird nach der Ubergabe der
Optimierungsergebnisse durch den reflektorischen Operator und den Controller reali-
siert. Das Korrekturelement vergleicht die Optimierungswerte mit den Simulationsmo-
dellen der Energiespeicher und berechnet entsprechende Korrekturen. Die Uberwa-
chung pruft die Werte des kognitiven Operators und entscheidet dann, ob das Korrektu-
relement (A) oder eine Notfallstrategie (B) die Sollwerte fiir den Controller vorgibt.
Dieser regelt dann die Leistungsaufteilung auf die Energiespeicher Uber den Batte-
riestrom.

Wegen der beiden unterschiedlichen Optimierungsverfahren interessiert in erster Linie,
wann welche Optimierung aktiv bzw. inaktiv ist und welche Ereignisse Zustandstiber-
gange ausldsen. Insgesamt wurden finf unterschiedliche Zustdnde identifiziert, die die
Kombination der kontinuierlichen und der diskreten Optimierung charakterisieren. In
Bild 5-12 sind die Verhalten — Zustande der Optimierung im kognitiven Operator des
hybriden Energiespeichersystems dargestellt.

Keine Optimierung
aktiv (Stand by)

Kein Datensatz fiir Leistungsprofil
vorhanden

Streckenabschnittswechsel

m
N

Leistungsprofil tritt wiederholt auf.
Optimierung haufiger (neuer)
Leistungsprofile durchfiihren

Betrieb Datensatz aus p& Datenbankupdate-

kont. MZO (ohne modus wéhrend
Datenbankupdate) . . kont. MZO

RailCab halt an

m
~

w [

E5 RailCab startet Fahrt
Betrieb diskr. MZO

(ohne
Datenbankupdate)
E6 Datenbankupdate beendet
Legende - logische Zustands-
- Zustand (O Ereignis - Bgziehung automat

Bild 5-12: Verhalten — Zustande der Optimierung

Die Betriebsstrategie soll nicht nur das Systemverhalten verbessern, sondern auch so
ausgelegt sein, dass potentielle Notfélle intelligent abgefangen werden. Diese missen
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im Rahmen der Systemspezifikation durch den Entwickler vorausgedacht werden. Bild
5-13 zeigt mogliche Notzustande und die Ereignisse, die diese auslésen kénnen.

— == Notmodus

E1l DLC ausgefallen

Batterie ausgefallen

m
N

m
w

m m

DLC und Batterie ausgefallen

Signifikante Abweichung des
Leistungsprofils

Optimierungsdaten nicht in
Echtzeit verfugbar

4]

Notfallstrategie

m

6 Daten wieder verfiigbar

Legende

- logische Zustands-
- Zustand () Ereignis > Beziehung D automat

Bild 5-13: Verhalten — Zustande des Gesamtsystems hinsichtlich mdglicher Notzustéande

5.1.5 Implementierung und Umsetzung

Die Entwicklungssystematik zur Integration kognitiver Funktionen endet mit der Spezi-
fikation des OCM im Rahmen der Prinziplosung. In den weiteren Entwicklungsphasen
wird das hybride Energiespeichersystem konkretisiert, der OCM implementiert und der
beschriebene Selbstoptimierungsprozess mit detaillierten Systemmodellen realisiert™.
Zu diesem Zweck wurde im Fachgebiet Leistungselektronik und Elektrische Antriebs-
technik (LEA) der Universitat Paderborn von RomAus et al. ein skalierter Prifstand
aufgebaut. Mit diesem koénnen die Systemmodelle verifiziert und die Betriebsstrategie
validiert werden (vgl. Bild 5-14) [RBW+09].

Der Prifstand besteht neben den beiden Energiespeichern aus einem Netzteil und einer
Last, die das Antriebsmodul und die Verbraucher im RailCab-Bordnetz nachbilden. Die
Kopplung erfolgt durch bidirektionale Leistungsumrichter wie es in der Prinziplosung
festgelegt ist. Der reflektorische Operator und Controller wurden auf einem Echtzeitre-
chensystem implementiert — der kognitive Operator zeitlich entkoppelt auf einem leis-
tungsstarken PC-System.

Eine erste Evaluierung im Vergleich zu Betriebsstrategien, die mit festen Zielen arbei-
ten, bestatigt den identifizierten Nutzen durch die Integration kognitiver Funktionen. So

%8 Die an die Prinziplosung anschliefenden Entwicklungstatigkeiten waren nicht Bestandteil der Arbeit
des Autors.
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kann die selbstoptimierende Betriebsstrategie die Energieverluste um bis zu 13% redu-
zieren. Ferner kann die Verfugbarkeit der maximalen Leistung signifikant gesteigert
werden, indem aktuelle Umfeld- und Systemeinflisse im Zielsystem zur Laufzeit be-
ricksichtigt werden [RBW+09], [DGR09].

e Doppelsch|chtkondensatoren

Echtzeit-
rechensystem

Netzteil

lﬁ“l‘m‘ 4 -
"""“SAWA‘- 11 A‘iﬂ 1 Le:BSit?Ji;zksttiJorsr&:l;rter‘
l N|MH Batterlen |

Bild 5-14: Prufstand fur das hybride Energiespeichersystem [ADG+09, S. 77]

5.2 Bewertung der Arbeit an den Anforderungen

AbschlieRend wird die erarbeitete Entwicklungssystematik zur Integration kognitiver
Funktionen in fortgeschrittene mechatronische Systeme anhand der neun identifizierten
Anforderungen aus Kapitel 2.6 bewertet. Zu diesem Zweck wird fir jede Anforderung
knapp erlautert, inwiefern sie durch die Entwicklungssystematik erfullt wird. Bild 5-15
zeigt die Erfullung der Anforderungen durch die jeweiligen Bestandteile der Entwick-
lungssystematik im Uberblick.

Al) Interdisziplinaritat: Die Basis der erarbeiteten Entwicklungssystematik ist eine
gemeinsame Begriffswelt der Mechatronik und der Kognitionswissenschaft (vgl. Kap.
4.2). Diese wird von allen Bestandteilen der Entwicklungssystematik aufgegriffen und
weiter konkretisiert. Folglich werden Techniken und Methoden aller an der Integration
kognitiver Funktionen beteiligten Disziplinen integriert. Ferner ist die Entwicklungssys-
tematik derart gestaltet, dass sie zwar hinsichtlich ihrer Anwendbarkeit abgeschlossen
ist, aber weiterhin die disziplinunabhéngige Integration neuer Ansatze und Verfahren
zur Entwicklung fortgeschrittener mechatronischer Systeme erlaubt.
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A2) Systematische Vorgehensweise: Das Vorgehensmodell der Entwicklungssystema-
tik ermdglicht eine systematische Integration kognitiver Funktionen in den friihen Pha-
sen des Entwurf (vgl. Kap. 4.3). Hierzu unterteilt es sich in vier wesentliche Phasen.
Das Vorgehensmodell beschreibt die durchzufuhrenden Téatigkeiten und empfiehlt not-
wendige Hilfsmittel. Ferner wurden die Phasen des VVorgehensmodells in einen etablier-
ten Konzipierungsprozess fur fortgeschrittene mechatronische Systeme integriert (vgl.
Kap. 4.3.2). Die Anwendbarkeit des Vorgehensmodells — und somit der gesamten Ent-
wicklungssystematik — wurde anhand der Konzipierung einer intelligenten Betriebsstra-
tegie fiir das hybride Energiespeichersystems des RailCabs belegt (vgl. Kap. 5.1).

A3) Orientierung am Systementwurf: In der Produktentwicklung wird ausgehend von
den Anforderungen zuné&chst eine Funktionshierarchie des zu entwickelnden Systems
erstellt. In einem nédchsten Schritt werden flr die Teilfunktionen der untersten Hierar-
chieebene mogliche Teilldsungen gesucht, welche die jeweilige Funktion erfillen. Die-
se Vorgehensweise greift das Vorgehensmodell der erarbeiteten Entwicklungssystema-
tik mit den Phasen Funktionssynthese, Losungsauswahl und Systemspezifikation explizit
auf (vgl. Kap. 4.3.1). Hierdurch fokussiert die Entwicklungssystematik den im Syste-
mentwurf entscheidenden Ubergang von der Funktionshierarchie zur sog. Wirkstruktur,
die in Verbindung mit einer Verhaltensbeschreibung die prinzipielle Wirkungsweise der
Systemlosung beschreibt.

A4) Verstandlichkeit: Die verstandliche Beschreibung von zu entwickelnden kogniti-
ven Funktionen ist eine Herausforderung. Informationsverarbeitende Systemprozesse
werden in der klassischen Konstruktionslehre géanzlich vernachléssigt. Die Entwick-
lungssystematik definiert hierzu einheitliche Funktionsverben und Systemelemente der
Informationsverarbeitung (vgl. Kap. 4.4.3 und 4.4.2). Diese versetzen den Entwickler in
die Lage, eine eindeutige und nachvollziehbare Systemspezifikation eines fortgeschrit-
tenen mechatronischen Systems zu erstellen, das tber kognitive Funktionen verfiigt. Die
erarbeitete einheitliche Spezifikation von Lésungsmustern fir fortgeschrittene mechat-
ronische Systeme erlaubt die Uberfiihrung von fachspezifischem Losungswissen, das
zur Implementierung und Umsetzung kognitiver Funktionen notwendig ist. So werden
komplexe Methoden und Verfahren in einer pragnanten und auch fiir Nicht-Experten
verstandlichen Form dokumentiert (vgl. Kap. 4.5.1.1).

A5) Ganzheitliche Spezifikation der Informationsverarbeitung: Die Informations-
verarbeitung wird mit der Spezifikationstechnik des SFB 614 beschrieben. Ihre Anwen-
dung wurde dementsprechend angepasst (vgl. Kap. 4.4.1). Die strukturelle Beschrei-
bung greift die OCM-Architektur auf und ergénzt diese um kognitionswissenschaftliche
Aspekte. Ausgangspunkt sollte das Dreischichtenmodell nach STRUBE sein. Diese An-
forderung wurde erflllt. Sowohl fir die Erstellung der Wirkstruktur als auch der Funk-
tionshierarchie des OCM wurden entsprechende Entwurfsschablonen erarbeitet, die eine
ganzheitliche Spezifikation der Informationsverarbeitung unterstutzen (vgl. Kap. 4.4.2
und 4.4.3)
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AB6) Technische Relevanz: Die abstrakten kognitiven Funktionen aus der Kognitions-
wissenschaft wurden schrittweise in kognitive Funktionen zur ingenieurwissenschaftli-
chen Systembeschreibung tberfiihrt. Zu diesem Zweck wurde das aus der Datentechnik
anerkannte EVA-Prinzip aufgegriffen und in Anlehnung an die drei kognitiven Funkti-
onen des menschlichen Nervensystems zur Beschreibung der Informationsverarbeitung
technischer Systeme erweitert. Ergebnis ist ein angepasstes EVA-Prinzip, das aus drei
allgemeinen Funktionen der Informationsverarbeitung besteht. Der erarbeitete Funkti-
onsverbkatalog der Informationsverarbeitung konkretisiert das angepasste EVA-Prinzip
(vgl. Kap. 4.4.3). Auf diese Weise wird die technische Relevanz der Systembeschrei-
bung sichergestellt.

AT) Losungswissen fur den Entwurf der Informationsverarbeitung: Expertenwissen
ist ein entscheidender Aspekt fur die Integration kognitiver Funktionen in fortgeschrit-
tene mechatronische Systeme. Die einheitliche Spezifikation eines Losungsmusters er-
moglicht die Dokumentation und Wiederverwendung von Expertenwissen (vgl. Kap.
4.5.1.1). Sie erfiillt die geforderten Kategorien nach ALEXANDER zur Problem- und L6-
sungsbeschreibung. Im Zuge dieser Arbeit wurden sieben Losungsmuster fr den kogni-
tiven Operator aufgenommen, die die Anwendbarkeit hinsichtlich der kognitiven Infor-
mationsverarbeitung validieren und zukinftig als Lésungsmuster fiir kognitive Funktio-
nen zur Verfugung stehen (vgl. Kap. 4.5.2.1 und Anhang A2). Desweiteren wurden
kognitionsrelevante Verfahren klassifiziert und aufgenommen (vgl. Kap. 4.5.3 und An-
hang A3).

A8) Auswahl und Kombination von Ldsungswissen: Die einheitliche Spezifikation
von Losungsmustern fiir fortgeschrittene mechatronische Systeme eignet sich in erster
Linie fir Losungen der Informationsverarbeitung, kann aber auch auf physikalische
Teillésungen angewendet werden. Die ausgearbeiteten Ldsungsmuster werden dieser
Anforderung gerecht. Zu diesem Zweck wurden ein Lésungsmuster fir den reflektori-
schen Operator (vgl. Kap. 4.5.2.2), ein Losungsmuster fir den Controller (vgl. Kap.
4.5.2.3) und eines flr das Grundsystem aufgenommen (vgl. Anhang A2.1). Da die L6-
sungsmuster festdefinierte Teilbereiche des OCM erfillen, wird eine Kombination auf
Basis der spezifizierten Schnittstellen grundsétzlich unterstiitzt. Hinsichtlich der Aus-
wahl umfasst die Losungsmusterspezifikation die Aspekte Merkmale und Funktionen,
die das Problem strukturiert und vergleichbar beschreiben (vgl. Kap. 4.5.1.1)

A9) Rechnerunterstitzung durch eine Wissensbasis: Im Rahmen dieser Arbeit wur-
de ein Konzept flr ein rechnergestitztes Werkzeug erstellt, das den Umgang mit L6-
sungswissen auf Basis eines wissensbasierten Systems beschreibt (vgl. Kap. 4.6.1). Das
Konzept wurde mit der Losungsmusterwissensbasis (LMWB) prototypisch umgesetzt
(vgl. Kap. 4.6.2). Durch die Anbindung einer Funktionsverbenontologie und weiterer
Werkzeuge, wie z.B. dem Mechatronic Modeller, ermdglicht die LMWB die rechnerin-
terne Dokumentation, die gezielte Suche und die systematische Anwendung aufge-
nommener Losungsmuster. Zusatzlich wurden kognitionsrelevante Verfahren in ihr ab-
gelegt.
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Entwicklungssystematik zur Integration kognitiver Funktionen

Vorgehens- System- Losungs- Werkzeug-
modell beschreibung wissen unterstitzung

= |« | O

Kapitel 4.3 Kapitel 4.4 Kapitel 4.5 Kapitel 4.6

Mechatronik und Kognitionswissenschaft Kapitel 4.2

Bild 5-15: Erfullung der Anforderungen durch die Entwicklungssystematik

Die vorgestellte Entwicklungssystematik zur Integration kognitiver Funktionen in fort-
geschrittene mechatronische Systeme erfullt damit alle Anforderungen in vollem Um-
fang. Sie ist geeignet, kognitive Funktionen im Rahmen der Konzipierung zu beschrei-
ben und auf Basis von Ldsungsmustern eine passende Systemspezifikation zu entwi-
ckeln. Sie wurde mit Erfolg am Anwendungsbeispiel Hybrides Energiespeichersystem
validiert.
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6 Zusammenfassung und Ausblick

Erfolgsversprechende Produktinnovationen fiir den modernen Maschinenbau ergeben
sich aus dem engen Zusammenwirken von Mechanik, Elektrik/Elektronik, Regelungs-
technik und Software. Der Begriff Mechatronik bringt dies zum Ausdruck. Zukinftige
Nutzenpotentiale im Bereich der Mechatronik werden insbesondere durch die fort-
schreitende Entwicklung der Informations- und Kommunikationstechnik sowie durch
neue Erkenntnisse und Methoden nicht-technischer Disziplinen, wie der Kognitionswis-
senschaft oder der Neurobiologie ermdglicht. Ziel sind fortgeschrittene mechatronische
Systeme, die sich durch ihre Funktionalitat effektiv in ihre Umgebung einbinden und in
bestmdglicher Art und Weise ihren Systemzielen nachgehen. Derartige Systeme zeigen
ein intelligentes sowie adaptives Verhalten und verfligen Uber eine erhdhte Flexibilitat
sowie Robustheit — auch im Umgang mit dem menschlichen Benutzer. Diese faszinie-
rende Perspektive wird durch das Phdnomen der Kognition und die damit einhergehen-
de Integration kognitiver Funktionen wie Wahrnehmen, Verstehen, Problemldsen oder
Kommunizieren charakterisiert.

Auf dem Weg zu derartigen fortgeschrittenen mechatronischen Systemen fehlt es an
einer systematischen Verzahnung der flr die Erforschung kognitiver Funktionen rele-
vanten Disziplinen mit der ingenieurwissenschaftlichen Vorgehensweise in der Pro-
duktentwicklung. Die beiden wesentlichen Herausforderungen sind die verstérkte In-
terdisziplinaritat und die steigende Komplexitat der zu entwickelnden Systeme. Beide
fihren zu einer erhohten Komplexitat der Entwicklung. Aus diesem Grund wurden bis-
lang nur wenige technische Anwendungen realisiert. Bei der Mehrzahl handelt es sich
um prototypische Entwicklungen aus dem Bereich der Robotik.

Um diesen Herausforderungen zu begegnen, muss die Integration kognitiver Funktionen
bereits in den frihen Phasen der Entwicklung methodisch unterstiitzt werden. Es wer-
den ein systematisches VVorgehen und dedizierte Hilfsmittel zur Identifikation und Spe-
zifikation kognitiver Funktionen fur fortgeschrittene mechatronische Systeme benétigt.
Von zentraler Bedeutung ist hierbei die Dokumentation und Wiederverwendung von
erfolgreich eingesetztem Losungs- und Expertenwissen fur die Implementierung und
Umsetzung kognitiver Funktionen.

Im Rahmen dieser Arbeit wurden existierende Ansétze zur methodischen Entwicklung
kognitiver Funktionen, Methoden zur Beschreibung einer kognitiven Informationsver-
arbeitung und Techniken zur Wiederverwendung von L&sungswissen untersucht. Die
betrachteten Ansatze liefern wenn aber nur eine partielle Unterstiitzung bei der Integra-
tion kognitiver Funktionen in technische Systeme. Eine ganzheitliche Systematik exis-
tiert nicht. Das Framework flr kognitive Produkte, der Entwurf anpassungsfahiger Pro-
dukte oder die Entwicklung kognitiver technischer Systeme nach PAETzOLD beschreiben
eher generische und abstrakte Ansétze; die Systemspezifikation wird tberhaupt nicht
bertcksichtigt. Bestehende Methoden der Funktionsbeschreibung definieren zwar die
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einzuhaltenden Rahmenbedingungen fir die Beschreibung technischer Funktionen im
Systementwurf, informationsverarbeitende oder gar kognitive Funktionen werden nicht
unterstitzt. Von den analysierten Strukturkonzepten fur eine kognitive Informationsver-
arbeitung erfillt insbesondere das Operator-Controller-Modul wichtige Anforderungen.
Das gleiche gilt flr die Spezifikationstechnik des SFB 614. Sie ist als Sprache zur Be-
schreibung der Informationsverarbeitung geeignet. Bestehende Muster zur Beschrei-
bung wiederkehrender Losungen adressieren nicht die Integration kognitiver Funktio-
nen sowie entsprechender Losungen und bieten groftenteils nur eine textuelle Doku-
mentation ohne wiederverwendbare Systemmodelle. Die beiden untersuchten IT-
Konzepte fur den Umgang mit Ldsungswissen umfassen nur allgemeine Ansétze, die
stets eine anwendungsspezifische Ausarbeitung bendtigen. Aus diesen Grinden besteht
ein Handlungsbedarf fir eine ganzheitliche Entwicklungssystematik, die die methodi-
sche Integration kognitiver Funktionen in fortgeschrittene mechatronische Systeme in
den friihen Phasen des Entwurfs unterstitzt.

Die erarbeitete Entwicklungssystematik greift einige der untersuchten Ansatze auf und
erganzt diese um neu entwickelte Hilfsmittel. Grundlage ist die Definition einer ge-
meinsamen Begriffswelt der Mechatronik und der Kognitionswissenschaft. Das Ergeb-
nis ist eine Entwicklungssystematik, die im Kern vier tbergeordnete Bestandteile um-
fasst:

e ein strukturiertes Vorgehensmodell, das die durchzufuhrenden Tatigkeiten in vier
zentrale Phasen einteilt und deren Resultate sowie notwendige Hilfsmittel, wie z.B.
Methoden oder Werkzeuge, integriert,

e eine Technik zur Systembeschreibung, die auf Basis der Spezifikationstechnik des
SFB 614 eine dedizierte Sprache und generische Entwurfsschablonen fiir eine intui-
tive und disziplinibergreifende Spezifikation der zu entwickelnden kognitiven In-
formationsverarbeitung bereitstellt,

o wiederverwendbares Losungswissen auf Basis einer einheitlichen Spezifikation von
Losungsmustern fir fortgeschrittene mechatronische Systeme um relevante Aspekte
einer Aufgabe und ihrer Lésung auch fur Dritte bereitzustellen und

e ein Konzept zur Werkzeugunterstttzung fur das rechnergestiitzte Dokumentieren,
Suchen sowie Analysieren und Anwenden von Losungswissen und dessen prototy-
pische Implementierung in Form der sog. Losungsmusterwissensbasis.

Die Validierung der Entwicklungssystematik erfolgte anhand der Konzipierung eines
intelligenten hybriden Energiespeichersystems fir das autonome Schienenfahrzeug
RailCab. Hierzu wurden das VVorgehensmodell der Entwicklungssystematik vollstandig
durchlaufen, die neu entwickelten Hilfsmittel angewendet und die so erstellten Resultate
vorgestellt. Ferner wurde die Anwendbarkeit der entwickelten Lésungsmusterspezifika-
tion durch die Aufnahme von insgesamt zehn Lésungsmustern belegt. Somit erflllt die
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erarbeitete Entwicklungssystematik zur Integration kognitiver Funktionen in fortge-
schrittene mechatronische Systeme die aufgestellten Anforderungen im vollen Umfang.

Fur die Integration kognitiver Funktionen in technische Systeme besteht weiterer For-
schungsbedarf. Zukinftige Arbeiten missen die Verzahnung der beteiligten Diszipli-
nen weiter vorantreiben. Es werden die Implementierungsphase und somit die kogniti-
onsrelevanten Verfahren starker in den Vordergrund ricken. Fur die Verfahren wurde
im Rahmen dieser Arbeit eine erste Klassifikation aufgestellt. Es wurden nur Verfahren
aufgenommen, die in den dokumentierten Losungsmustern bendtigt werden. Eine Me-
thode zur Identifikation und Auswahl von Verfahren flr die Implementierung der In-
formationsverarbeitung fortgeschrittener mechatronischer Systeme konnte hier grofRen
Nutzen stiften.

Ubergeordnetes Ziel zukiinftiger Forschungsarbeiten ist eine neue Schule des Entwurfs
intelligenter technischer Systeme. Sie muss dem Trend der zunehmenden Bedeutung
von Informationsverarbeitung in mechatronischen Systemen und deren innovativen L06-
sungen gerecht werden. Diese Schule ist Gegenstand des Sonderforschungsbereichs 614
,»Selbstoptimierende Systeme des Maschinenbaus®™ (SFB 614) der Universitat Pader-
born, in dessen Rahmen die vorliegende Arbeit entstanden ist.
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7  Abklrzungsverzeichnis

bzgl.
bspw.
bzw.
CAD
CO
elektr.
engl.
gof.
GoF
GS
inkl.

Kap.
Kl
KO
LM
LMco
LMegs
LMy
LMko
LMgo
mind.
OCM
PM
RO
SA
SE

beziglich
beispielsweise
beziehungsweise
Computer Aided Design
Controller

elektrisch

englisch

gegebenenfalls

Gang of Four
Grundsystem

inklusive
Informationsverarbeitung
Kapitel

klnstliche Intelligenz
Kognitiver Operator

Losungsmuster

Losungsmuster fr den Controller
Losungsmuster fur das Grundsystem
Losungsmuster fur die Informationsverarbeitung
Ldsungsmuster fur den kognitiven Operator

Ldsungsmuster fur den reflektorischen Operator

mindestens
Operator-Controller-Modul
Partialmodell
Reflektorischer Operator
Situationsanalyse

Systemelement
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SFB
SO
sog.
u.a.
VA
vgl.
/B
z.B.

Sonderforschungsbereich
Selbstoptimierung
sogenannte

unter Anderem
Verhaltensanpassung
vergleiche
Zielbestimmung

zum Beispiel
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Al Ergéanzungen zum Stand der Technik

Al1l

Losungsmuster nach GAUSEMEIER et al.

Teilfunktionen Physikal. Effekte Wirkprinzipien fir eine Lésungselemente
(I6sungsneutral) Teilfunktion (Basieren auf Wirkprinzipien,
(Phys. Effekte sowie geometrische aber die Merkmale sind mit
und stoffliche Merkmale) konkreten Werten belegt)
Reibungseffekt Werkstoff:
% H7/v6 stsr2
T | Drehmoment [T d= 40mm
Fr=W-Fn & d=80mm
Hebeleffekt
l«— a —>}eb
Fa F
E, Handkraft i l j >
vergroRern “ -
Seillange: 10 m .
max. Zugbelastung: 360 kg Ry
Foa=Fyb Kleinstes Hakenmass: 50mm %
Ausdehnungseffekt
J ; )
R Signal geben ,,, Bimetall ®
9 gwenng \F7 BT/ 37 A
>
™ = va I I I | Uberstrom-
‘} bimet. is mit
Al=a-1-48 Nennstrom 300 A

Bild A-1: Beispiele fir Wirkprinzipien der Doméane Maschinenbau [GHK+06, S. 374] (in

Anlehnung an [PBF+07, S. 53])

Teilfunktionen Physikal. Effekte Wirkprinzipien fir eine Losungselemente
(I6sungsneutral) Teilfunktion (Basieren auf Wirkprizipien,
(Phys. Effekte sowie geometrische aber die Merkmale sind mit
und stoffliche Merkmale) konkreten Werten belegt)
Elektrisches Feld Y
—.d Elna-Kondensator ROA
W 851626
_a> Energie C=100uF
speichern U=25V
A r
Elektromotor C40 "
Wi, Energie 7000U/min. {
wandeln
pn-Ubergang IKoIIektor
S, s - XILINX XCS10XL (FPGA)
. out
s, Slr?nlfll L, 10K Gates T
schaiten (Transistor PLCC Package SPamAN:
> Gatter —_ 18%
QFPGA) {) .................

Bild A-2: Beispiele fir Wirkprinzipien der Doméane Elektrotechnik [GHK+06, S. 374]
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Teilfunktionen

Softwaremuster / Pattern
far eine Teilfunktion

Lésungselemente /
Softwarekomponenten
(Basieren auf Mustern, aber die
Merkmale sind konkret ausgepragt)

Passe die Schnittstelle
einer Klasse an eine

Adapter
» Delegation

Datenbankzugriff

daten zwischen zwei
Kommunikationsteilneh-
mern, unabhangig von der
Art der physikalischen
Netzwerkverbindung

* Kommuniziere nur
zwischen benachbar-

ten Schichten 31[a A
. . s v A A v
* Entkopple nichtdirekt § v v
benachbartes Verhalten : :

empfangen

andere an, die von einem Adapter —

: ' . » Datenkapselun :
Klienten erwartetwird, ohne P 9 | Klient1 > ORACLE
dlel!(lasse selbst zu Anbieter Adapter-Treiber Direktzugriff
verandern Klient 2 > fur Windows (herstellerspezifisch)
Ubertrage Anwendungs- Abstraktion Gber Schichten TCP/IP-Protokollstapel (Linux)

Transport:

TCP/IP:
Network:

LogicalLink: IEEE802.2

MediaAccess: | Ethernet(CSMA/CD)

Twisted Pair

Physical:

Vermeide die Kopplung
desAusldsers einerAnfrage
an seinen Empfanger, in
dem mehrals ein Objekt die
Moglichkeit zur Erledigung
erhélt

Zustandigkeitskette
« Verkette die Empfanger; leite Anfragen weiter
Anfrage

lAusIbser }—P‘ Empfanger F‘ l Empf'angerF| l Empfénger‘
|

t I |

Antwort

Ereignisverarbeitung (Windows)

Fensterverwaltung

Anwendung

/

' Ok

Schaltflache

Bild A-3: Beispiele fiir Muster der Softwaretechnik [GHK+06, S. 375]

Teilfunktionen Muster Losungselemente
Grolze Steuerung « Inverse Strecke
beeinflussen « Optimale Steuerungs-

——» Steuerung —»  Strecke [—>» funktion
» Kennfeld
Regelung EingroéR3en- « P-Regler
regler « Pl-Regler (para.)
* PD-Regler (n. para.)
.. :\gerer?roﬁen— : éaseﬁgen' « Riccatti-Regler
> » Regelung —>» Strecke g 9 N « Allg. Zustandsregler
)y * Zustands-
vektor-
rickfihrung
Grole Beobachter « Luenberg-Beobachter
bestimmen « Kalman-Filter
Nachbilden * Modell der Strecke, z.B.
PT1,
Messen/Erfassen

Bild A-4: Beispiele fir Muster der Regelungstechnik [GHK+06, S. 375]
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Al.2 Beispielmuster nach SALUSTRI

Im Folgenden wird das Beispielmuster ,,variable fluid mixer“ nach SALUSTRI vorgestellt
[Sal05]:

Problem: design a system that mixes fluid (including powder) ingredients, controlling pro-
duction rate and mix ratios.

Sometimes, the same equipment may be used to mix different ingredients at different mix
ratios to produce different products (EG: mixers for paint, fertilisers, or dry ingredients of
baked foods). Although variability in mix ratio rarely affects production rate in such cases,
even small mix ratio variations can lower product quality.

Modular design suggests there are advantages to duplicating the ingredient delivery system
identically for each ingredient (for example, having a separately driven pump for each ingre-
dient) to get economies of scale in the subassemblies. However, variation in the relative rates
of the motors that drive the pumps can cause unacceptable variations in the mix ratio. The
variation arises because the motors, though structurally separate from one another, are func-
tionally coupled: the mix ratio is determined by all motor (and hence pump) speeds and their
associated variations, which are additive.

Furthermore, many environments in which this situation can occur are “dirty;” i.e. there is an
assortment of contaminants in the operating environment that can hinder relatively delicate
control machinery or electronics.

Key drivers are:

e Fine control of mix ratio is required

e Delicate electronics should not be used because of dirty environment
e The mix ratio must be adjustable

e The mix ratio variability must be low

e Reliability must be high

e Capital, operating, and maintenance costs must be kept low

Therefore: design a functionally modular system.

Assign one pump per ingredient, but use a single motor to drive all the pumps, and variable
ratio gearboxes to vary the speeds of the pumps (and therefore the mix ratio). The variability
arising from a single motor and a single gearbox will be transmitted proportionally to all
pumps, effectively cancelling it out or at least dramatically reducing it.

This solution is consistent with Axiomatic Design [Suh90]. The functional requirements of
this product are (a) it must produce the right amount of product and (b) it must mix the ingre-
dients correctly. If separate motors drive each pump, then the design parameters are the speed
of each pump. This induces a fully coupled design, which is undesirable. Setting the speeds
of the motors to achieve prescribed productivity and mix ratio values becomes an iterative
process. Variation over time in the speeds of the motors requires active, dynamic control of
the system.
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However, if using a single motor and variable ratio gearboxes, the design parameters are the
speed of the motor and the gearbox ratio; this design is decoupled, which is preferred. Setting
the motor speed and gear ratios is not an iterative process and does not require active, dynam-
ic control.

But:

Selection of gears and calculation of tolerances must be done carefully, to minimize variabil-
ity of the gearboxes between gears. Functional modularity introduces structural coupling
here. One must pay attention to ensuring this coupling does not lower reliability in specific
cases. Reliability Analysis and Failure Mode And Effect Analysis are recommended methods
to assess this.

Structural modularity can be salvaged to a degree by designing the shafts and structural ele-
ments to facilitate replacement of gearboxes, pumps, the motor, and other major subsystems.

Furthermore, particular attention must be given to the gearbox design or specification. Back-
lash and other effects must be accounted for to ensure the gearbox is properly specified to
prevent a quality loss similar using multiple motors.
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Al1.3 Beispielmuster nach DEIGENDESCH

Anspritzflachen

[Situation | [Mikrobauteile werden durch SpritzgieBen hergestellt. |
Beim Spritzgiel3prozess wird die Formmasse in die Kavitat gepresst. Nach Erkalten und
Erstarren der Formmasse wird das Bauteil entformt und vereinzelt. Dabei wird der noch

Problem mit dem Bauteil verbundene Angusskanal gewaltsam vom Bauteil getrennt. Die Geometrie
der Trennstelle ist nicht eindeutig definiert und im Betrieb unter Umsténden als
funktionsrelevante Wirkflache ungeeignet.

Lésun Trennung von funktionsrelevanten Flachen wahrend des Betriebs von Anspritzflachen

9 (Wirkflachen wahrend der Fertigung).

Chancen:  keine Funktionseinschrankung im Betrieb durch Anspritzpunkte

Tragweite Risiken: zusétzliche Flachen (Fertigungswirkflachen), reduziertes

Miniaturisierungspotential

Bauteil mit definierten Wirkflachen fir den Betrieb und separaten Wirkflachen fur die

Konsequenz . .
Produktion (Anspritzpunkte).
Der Anspritzpunkt wurde bei -
der Schnecke als separate . wegacnet8 P
Wirkflache gestaltet. Die e 8 o :_,“,..\
Wirkflache fur das Gleitlager

Beispiel bleibt unberthrt. Erkennbar

P ist auch der notwenige

zusétzliche Bauraum.

Verwandte e Auswerferflaichen miussen gezielt eingebracht und von wahrend des

Muster o Markerflachen missen gezielt eingebracht und von wéhrend des Betriebs

GuElen Albers, A., Deigendesch, T. & Turki, T.: Design Patterns in Microtechnology. In: Design
Society (Veranst.): Int. Conf. on Engineering Design ICED (Stanford 2009)
Schlagworte: Anspritzzapfen
Kategorien: Objektmuster

Metadaten . g )
Signifikanz: A
Ersteller: T. Deigendesch

Bild A-5: Beispielmuster aus der Mikrotechnik nach [Dei09, S. 193ff.]
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A2 Losungsmuster fur fortgeschrittene mechatronische Sys-
teme

Im Folgenden werden weitere Lésungsmuster vorgestellt, die im Verlauf der Arbeit
sowohl zur Validierung der einheitlichen Spezifikation der Lésungsmuster fur fortge-
schrittene mechatronische Systeme als auch zur Wiederverwendung von Lésungswissen
im SFB 614 erarbeitet wurden. Aufgrund des Umfangs der Losungsmuster werden nur
die wesentlichen Aspekte gezeigt. So kénnen keine Anwendungsbeispiele des Aspekts
Kontext sowie alle méglichen Losungsprinzipien im Detail erléutert werden. Fur die
Losungsmuster fur den kognitiven Operator (LMyo) werden in A3 die Verfahren wei-
testgehend aufgelistet und vermerkt, in welchen LMgo die Verfahren prinzipiell einge-
setzt werden konnen. Die vollstandige Aufnahme der Lésungsmuster erfolgte in der
Losungsmusterwissensbasis (vgl. Kap. 4.6.2).

A2.1 LMgs ,,Gleichstrommaschine*

Prinzipiell ist die einheitliche Spezifikation eines Losungsmusters fur fortgeschrittene
mechatronische Systeme auch auf Bestandteile des Grundsystems anwendbar. Das L6-
sungsmuster fir das Grundsystem (LMgs) ,,Gleichstrommaschine* soll dies beispielhaft
zeigen. Eine Gleichstrommaschine lasst sich als Antriebsmotor oder als Generator nut-
zen. Im Gegensatz zu anderen elektrisch betriebenen Motoren ist die Drehzahl in weiten
Bereichen beliebig einstellbar. Darliber hinaus ergibt sich durch die Verbindung mit
einem steuerbaren Gleichrichter ein sehr geringer regelungstechnischer Aufwand, bei
hervorragenden dynamischen Eigenschaften. Das Einsatzgebiet von Gleichstrommoto-
ren reicht von Schwerantrieben mit einer Leistung von etwa 10 MW bis hin zu batterie-
betriebenen Geréten in einem Leistungsbereich von unter einem Watt. Wichtige charak-
teristische Merkmale sind:

¢ Einsatzbedingungen: Da es sich um elektronische Bauteile handelt, sind sémtliche
Kontakte von einem leitenden Medium wie Wasser freizuhalten. Der gesamte Ar-
beitsraum ist zudem gegeniber feinen Feststoffen abzudichten. Dies gilt fir metalli-
sche sowie nicht metallische Stoffe gleichermafen.

e Geometrie: Die AbmaRe von Radiallagern variieren je nach Stdrke der Belastung
und GroRe der abzustiitzenden Welle. Sie bestimmen die Gesamtabmale.

o Stoffliche Merkmale: Das Gehduse einer Gleichstrommaschine besteht je nach Aus-
fihrung aus Baustahl oder legiertem Stahl. Die Wicklungen auf der Ankerwelle sind
Kupferdréhte. Um den Strom von den Anschlussklemmen auf den Kommutator zu
ubertragen, werden Kohlebiirsten eingesetzt.

¢ Kinematik: Das Geh&use der Maschine ist in der Regel fest mit der Umgebung ver-
bunden. Die Ankerwelle erfahrt hingegen eine rotatorische Bewegung.
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e Montage: Bezuglich der Montage ist darauf zu achten, dass das Gehause aufgrund

des vorliegenden Drehmoments in geeigneter Weise mit der Umgebung verbunden
werden muss.

Energie wandeln

Mechanische Energie

Elektrische Energie in
in elektrische Energie

mechanische Energie

wandeln wandeln
T T

......... I____ ____I_____

| 1 | |

| | 1

Stromfluss in
Drahtwicklung Ankerwelle lagern Drehmoment erzeugen Ankerwelle lagern
erzeugen

- R Legende
Drehbewegung der Stromfluss in 9
Ankerwelle durch ext. Drahtwicklungen Funktion
Magnetfeld erzeugen Energiequelle Magnetfeld erzeugen durch externe Energie- l:l
erzeugen quelle erzeugen —-—-— logische Beziehung
- . - . . [
Bild A-6: Funktionen des LMgs ,, Gleichstrommaschine
Operator
e
%
Controller | Sollwert
|
| Ankerstrom / Ankerspannung
Sensor
Befestigung
Stromfluss
Antriebsmodul
Drehmoment Stromfluss
Draht-
Lagerkrafte Befestigung wicklungen Legende
D Systemelement
D Umfeldelement
Lagerung Magnetfeld
D Mustergruppe
. |:| logische Gruppe
- Motor- Befestigung Setan
Lagerkrafte gehause — — —» Informationsfluss
Grundsystem ——» Energiefluss

Bild A-7: Wirkstruktur des LMgs ,, Gleichstrommaschine
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Stromkreislauf
realisieren Legende

Spannung auf Strom iiber Strom durch Strom iiber . ;Ir::g;manons-
_ Anschluss- Birsten auf Draht- Kommutator
klemmen Kommutator wicklungen auf Bursten
schalten tibertragen durchleiten ubertragen (] Prozessbeginn
Drehmoment

gggﬁljuber _® ® Prozessende
ehause

abstiitzten N
_) Magnetterd N\ __ ___ ______________________ M;0——"7"7 |- .| Trennung
erzeugen e
""1 Zusammen-
>
,,,,, >

fiihrung

Bild A-8: Verhalten — Aktivitdten des LMgs ,, Gleichstrommaschine “

E1 Es wird eine Spannung auf die
Anschlussklemmen geschaltet.

bestromt und bestromt und
Ankerwelle dreht Ankerwelle dreht
sich (an) sich nicht (defekt)

Die Spannung an den
Anschlussklemmen wird abgeschaltet.

unbestromt

E2
(aus)

E3 Ein beteiligtes Systemelement ist defekt.

Beziehung automat

Legende - -
g - Zustand () Ereignis -+ logische D Zustands ‘

Bild A-9: Verhalten — Zustande des LMgs ,, Gleichstrommaschine “

Lorentzkraft
Skizze des physikalischen Effekts Kurzbeschreibung

Lorentzkraft ist die Kraft F, die auf eine mit der
Geschwindigkeit v in einem Magnetfeld (mit der
+ || magnet. Flussdichte B) bewegte Ladung Q
| wirkt, F=Q*v X B (linkes Bild). F steht stets
senkrecht auf v und B. Fur den Betrag der
Lorentz-Kraft gilt: F = Q*v*B*sing, wobei ¢ der
Winkel ist, den die Richtung der
Geschwindigkeit mit der Richtung des
Magnetfeldes einschlie3t. Da die L.-K. stets
senkrecht auf dem Geschwindigkeitsvektor des
geladenen Korpers steht, kann sie nur die
Bewegungsrichtung des Korpers, aber nicht den
Betrag der Geschwindigkeit andern, d.h. durch
ein statisches Magnetfeld kann die kinet.
Energie eines geladenen Korpers nicht geéndert
werden.

Bild A-10: Lésungsprinzipien des LMgs ,, Gleichstrommaschine *

A2.2 LMo ,Hybride Planung*

Gegenstand des LMo ,,Hybride Planung™ ist die Kombination klassischer Planungsver-
fahren mit Methoden zur Berucksichtigung kontinuierlicher Prozesse. In der Regel er-
folgt dies durch eine Approximation der kontinuierlichen Prozesse bzw. durch ein Si-
mulationsmodell und einer entsprechenden Planaktualisierung. Die Planung selbst kann
dabei aus unterschiedlichen Planern bestehen. Ein diskreter Planer erzeugt einen Off-
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line-Plan — also vor der Systemausfiuihrung. Je nach Einsatzbedingungen kdnnen noch
weitere Planer, z.B. zur Kooperation mit anderen (Teil-)Systemen, eingesetzt werden.
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Bild A-11: Funktionen des LMo ,, Hybride Planung *
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Bild A-12: Wirkstruktur des LMo ,, Hybride Planung “
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Bild A-13: Verhalten — Aktivitaten des LMo ,, Hybride Planung *
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A2.3 LMo ,Intelligente Vorausschau*

Gegenstand dieses Losungsmusters ist eine Entscheidungsstrategie, auf deren Basis ein
fortgeschrittenes mechatronisches System zukiinftige, potentiell auftretende Einfllsse
berucksichtigt. Ziel ist dabei die Optimierung des Einsatzes der Ressourcen und die
Verbesserung des Systemverhaltens. Die Losung des Entscheidungsproblems erfolgt
mit Hilfe der Spieltheorie. Dabei handelt es sich um ein diskretes Optimierungsproblem.
In einem Such- bzw. Spielbaum werden die Zielfunktionen des Systems optimiert, dabei
stellen Umfeld und das System zwei Gegenspieler dar.

Intelligent
vorausschauen
I
___________________________ |._._._._._._._._._._._4_4_4_.|
! |
| .
Situation analysieren Ziele bestimmen
T T
| | |
R Tt P | ....... q P T 1
! i ! I I I ! i
| | |
Bet_elllgt_e_ S_ysteme Profile identifizieren | : vOrauss_chautlefe . Pfad bestimmen Strategie einstellen || Aktionen ausgeben
identifizieren | bestimmen | |
| | |
| | |
|
|

i Spielbaum Optimale Reaktion eI vETH G
Spielbaum aufstellen untersuchen ermitteln 9 g
I
i Legende
....... e
! | | . l:l Funktion
L L ! - Verhaltens-
Mbgliche anpassung
Konfigurationen Mog_llche_Re_aktlonen Mogllchg I'Er'elgnlsse Wahrschel_nllchkelten l:l Zielbestimmung
T identifizieren identifizieren ermitteln
I l:l Situationsanalyse
—-—-— logische Beziehung

Bild A-14: Funktionen des LMo ,, Intelligente Vorausschau “
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Bild A-15: Wirkstruktur des LMo ,, Intelligente Vorausschau *
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Bild A-16: Verhalten — Aktivitaten des LMko ,, Intelligente Vorausschau “
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Bild A-17: Verhalten — Zustande des LMo ,, Intelligente Vorausschau *
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A2.4 LMo ,Kooperative Planung AMS*

Dieses Losungsmuster kann eingesetzt werden, um Kooperationen zwischen mehreren
fortgeschrittenen mechatronischen Systemen (AMS) abzustimmen. Dabei werden drei
Kooperationsinteraktionen beriicksichtigt: Abgabe von vollstandigen Auftrdgen bzw.
Aufgaben, Abgabe von Teilfunktionen aus einer Aufgabe und Abstimmung der Aktivi-

taten zur Erreichung eines globalen Optimums.

Situation analysieren

Kooperationen
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I I I I I
[ | | oo L. —.—.
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Anfrage und
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Legende
e [ S
Auftrage bestimmen T g’eg'jghﬁng l:l Zielbestimmung
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Bild A-18: Funktionen des LMo ,, Kooperative Planung AMS *
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Bild A-19: Wirkstruktur des LMo ,, Kooperative Planung AMS “
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Situationsanalyse
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Bild A-20: Verhalten — Aktivitaten des LMo ,, Kooperative Planung AMS *
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A2.5 LMo ,Kooperative Planung MFM*

Gegenstand des LMo ,,Kooperative Planung* ist die gemeinsame Interaktionen von
mehreren mechatronischen Teilsystemen (MFM) innerhalb eines Gesamtsystems. Prin-
zipiell muss das Gesamtsystem nicht raumlich oder baulich in einer engen Beziehung
stehen. Hierzu besitzt jedes MFM einen eigenen lokalen Planer. Dabei werden aber Ab-
hangigkeiten modelliert, so dass eine Koordination der lokalen Pléne erfolgen kann.
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Bild A-21: Funktionen des LMo ,, Kooperative Planung MFM *
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Bild A-22: Wirkstruktur des LMo ,, Kooperative Planung MFM *
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Bild A-23: Verhalten — Aktivitaten des LMo ,, Kooperative Planung MFM *

A2.6 LMo ,,Mehrzieloptimierung*

Dieses Ldsungsmuster beschreibt die Optimierung mehrerer Zielfunktionen fiir kontinu-
ierliche Optimierungsprobleme. Dabei handelt es sich um ein fur mechatronische Sys-
teme typisches Optimierungsproblem, das nicht durch ein globales Optimum geldst
werden kann. Die Losung fuhrt dabei zu einer Menge optimaler Kompromisse (Pare-
tomenge). Aus dieser ist ein Paretopunkt mittels einer Entscheidungsheuristik auszu-
waéhlen. Dabei sind die Struktur und die bislang gewahlten Paretopunkte zu beriicksich-
tigen. Nachdem die Pareto-Parameter fiir die Zielfunktionen ubergeben wurden, opti-
miert die numerische Pfadverfolgung die zeitabhangige, gewichtete Summe der Ziel-
funktionen nach der Optimierungsvariablen. Das Ergebnis ist eine Sollwertevorgabe fiir
die Regelung.
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Bild A-24: Funktionen des LMo ,, Mehrzieloptimierung *
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Bild A-25: Wirkstruktur des LMko ,, Mehrzieloptimierung “
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Bild A-26: Verhalten — Zustande des LMo ,, Mehrzieloptimierung “
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Situationsanalyse
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Bild A-27: Verhalten — Aktivitaten des LMo ,, Mehrzieloptimierung *

A2.7 LMo ,Wissensbasierte Planung*

Die wissensbasierte Planung umfasst im Kern eine anwendungsbezogene initiale Pla-
nung und eine Lern-/Klassifikationskomponente. Ziel ist es, eine Rickfallebene auf
Basis von gelernten Trainingsdaten zu erreichen. So ist zwar kein optimales Ergebnis
mdglich, aber zumindest ein sicheres Ergebnis. Hierzu werden aus Offline-Planen Ver-
haltensregeln abgeleitet, um so einen wissensbasierten Plan zu erstellen.
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Bild A-28: Funktionen des LMo ,, Wissensbasierte Planung *
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Bild A-29: Wirkstruktur des LMo ,, Wissensbasierte Planung “
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A3 Eingesetzte Verfahren in den LMko

Die folgende Tabelle zeigt die wesentlichen kognitionsrelevanten Verfahren im Uber-
blick, die in den im Zuge dieser Arbeit dokumentierten Losungsmustern fur den kogni-
tiven Operator aufgenommen wurden. Die Tabellen unterstiitzen die Spezifikation des
Aspekts Losungsprinzipien. Im Rahmen der Ldsungsmusterwissensbasis wurden die
verwendeten Verfahren in einer Kurzdarstellung abgelegt. Diese besteht aus einer Ver-
fahrensskizze, einer Kurzbeschreibung, weiteren Informationen — im Wesentlichen
Quellenangaben — und angehangten Dokumenten mit detaillierten Informationen. Ferner
wird angezeigt, in welchen Losungsmustern das Verfahren bereits verwendet wurde. Es
werden mathematische Optimierungsverfahren (kontinuierliche und diskrete) sowie
Verfahren der kunstlichen Intelligenz (Planverfahren und Lern-/ Klassifikationsverfah-

ren) unterschieden (vgl. Kap. 4.5.3).

Tabelle A-1: Eingesetzte Verfahren (Teil 1 von 2)

Verfahren

Verfahrensklasse

SO-Prozess

Eingesetzt in LMko

Auktionen

Planverfahren

Zielbestimmung

Kooperative Planung MFM

Branch-and-Bound

Diskrete Optimierungsver-
fahren

Zielbestimmung

Probabilistische Planung

Clusteranalyse

Lern-/
Klassifikationsverfahren

Situationsanalyse

Kooperative Planung AMS

Contract NetProtocol

Sonstige Verfahren

Zielbestimmung

Kooperative Planung AMS

Distributed Matchmaking

Sonstige Verfahren

Zielbestimmung

Kooperative Planung AMS

Entscheidungsbaum (De-

cision Tree)

Lern-/
Klassifikationsverfahren

Zielbestimmung

Probabilistische Planung
Wissensbasierte Planung

Fuzzy-Approximation

Lern-/
Klassifikationsverfahren

Situationsanalyse

Hybride Planung

Graphbasiertes Planen

Planverfahren

Zielbestimmung

Hybride Planung
Kooperative Planung AMS
Kooperative Planung MFM

Probabilistische Planung

Kuhn-Tucker-Verfahren

Kontinuierliche Optimierung

Verhaltensanpassung

Mehrzieloptimierung

Middle-Agents

Sonstige Verfahren

Zielbestimmung

Kooperative Planung AMS
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Tabelle A-2: Eingesetzte Verfahren (Teil 2 von 2)

Verfahren Verfahrensklasse SO-Prozess Eingesetzt in LMko
- ) Kooperative Planung MFM
Nalve_ I_3ayes Lern-/ Situationsanalyse Probabilistische Planung
Klassifikator

Klassifikationsverfahren

Wissensbasierte Planung

Numerische mengenorien-

tierte Verfahren zur Ap-
proximation gesamter
Pareto-Mengen

Kontinuierliche Optimierung

Zielbestimmung

Mehrzieloptimierung

Numerische Simulation

Kontinuierliche Optimierung

Situationsanalyse

Hybride Planung

Onlineplanen bzw. Echt-
zeitplanen

Planverfahren

Zielbestimmung

Hybride Planung

Parameterabhéngige
Verfolgung von pareto-
optimalen Lésungen

Kontinuierliche Optimierung

Zielbestimmung

Mehrzieloptimierung

Parameter-Lernen mit
der Dirichlet-Verteilung

Lern-/
Klassifikationsverfahren

Situationsanalyse

Kooperative Planung MFM

Partiell ordnendes
Planen

Planverfahren

Zielbestimmung

Hybride Planung
Kooperative Planung AMS
Kooperative Planung MFM

Probabilistische Planung

Probabilistisches
bedingtes Planen

Planverfahren

Zielbestimmung

Probabilistische Planung

Probabilistisches
sensorloses Planen

Planverfahren

Zielbestimmung

Probabilistische Planung

Ruckwarts-
Zustandsraumsuche
(Regressionsplanen)

Planverfahren

Zielbestimmung

Hybride Planung
Kooperative Planung AMS
Kooperative Planung MFM

Probabilistische Planung

Schaeffer-Games

Diskrete Optimierung

Zielbestimmung

Intelligente Vorausschau

Spielbaum- bzw. Such-
baumanalyse

Diskrete Optimierung

Zielbestimmung

Intelligente Vorausschau

Strategic planning for
imperfect-information
games

Diskrete Optimierung

Zielbestimmung

Intelligente Vorausschau

Verfahren zur
Bestimmung robuster

Kontinuierliche Optimierung

Zielbestimmung

Mehrzieloptimierung

Punkte
Vorwarts- Koo, |;e?le;)triI\;jeeIf;i'fnnu'vlnngAMS
Zustandsraumsuche Planverfahren Zielbestimmung P 9

(Progressionsplanen)

Kooperative Planung MFM
Probabilistische Planung












