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Chapter 1
Introduction

The financial sector in general, and banks specifically, receive significant atten-
tion from the general public and the economic profession particularly at times
when they are not properly functioning. A severe impact of financial crisis
upon real economic activity is undisputed (e.g., Japan and Asian crisis). A
prerequisite for welfare-improving policy interventions is a firm knowledge of
the functions and interdependence of the financial and real sector even in non-
crisis times. Empirical papers' have already identified a positive correlation
between financial development? and economic growth. There is also evidence
that the causality runs from finance to growth.

Opposed to general belief, financial intermediaries are still the major partici-
pants in the financial sector and have even significantly gained in the relative
supply of finance (Allen and Santomero 1998, p. 1468). Thus, the impor-
tance of their behavior is palpable. This thesis analyses economic mechanisms
explaining financial intermediaries’ impact upon and interdependency with

economic growth.

The effect of finance in general, and specifically financial intermediaries, upon
economic growth has always drawn the attention of economists. Already Bage-
hot ([1873], 1991), Schumpeter ([1912], 1934), Gurley and Shaw (1955 and
1967), and Goldsmith (1969), to name the most cited early contributors, have

addressed this topic. However, these early contributions were lacking a formal

ISee for example e.g. Levine (1997, 2003 and forthcoming)
2” Economists refer to improvements in the extent or efficiency of the financial system as
financial development.” (Khan 2000, p. 4)



apparatus by which to reveal the underlying mechanisms in an analytical way.
The required analytical framework became available with the development of
endogenous growth models® (Pagano 1993). Thereafter, interest in this topic
was revived. Meanwhile, Levine’s articles (e.g., 1997) examining the finance
growth nexus are within the top ten of citation! and download® rankings.

Despite the increased research activity, the behavior of financial intermediaries
has, so far, received limited attention in the growth context. This contrasts to
the literature discussing monetary transmission channels where financial inter-
mediaries’ liability- and asset-management is seen as a potential transmission
channel of monetary policy. The according behavior of financial intermediaries
is described in this context as influential for (at least) short-term economic ac-

tivity (e.g., Peek, Rosengren and Tootell 1999).

This thesis extends the existing finance-growth literature by analyzing financial
intermediaries’ reaction to liquidity- and solvency- risk. Financial intermedi-
aries are, thereby, not treated as black boxes but as optimizing agents. As a
result, financial intermediaries’ actions regarding liquidity and solvency risk
can be explained, as well as their impact on, and interdependence with, eco-
nomic growth. The understanding of these mechanisms is a prerequisite for

the recommendation and evaluation of governmental interventions.

The analysis of the growth impact of finance requires the extension of a suitable
growth model. Only so-called endogenous growth models translate changes in
behavior into a persisting change of the growth rate. Further, in the long-run
relative prices and assets are endogenous. This requires the use of general
equilibrium models instead of partial equilibrium models. The two basic risks
faced by the financial intermediary are liquidity and solvency risk. These are
used to ’open’ the black box of financial intermediation by allowing financial

intermediaries to choose their exposure to liquidity and insolvency risk respec-

3The major contributions establishing endogenous growth models are Romer (1986 ,
1990), Lukas (1988), Segerstrom, Anant and Dinopoulos (1990), Grossman and Helpman
(1991), and Aghion and Howitt (1992 ).

“In the period of 1990-2000 Levine’s papers rank ninth (Coupé 2003) and in the latest
total citation index his papers are on rank eight (Incites 27.01.2006, viewed on 27.01.2006).

’Levine’s papers are the third most downloaded in 2005 (Logec 10.02.2006, viewed on
10.02.2006).



tively. In order to allow for more transparency of the models, the impact of

the two risks are analyzed in separate models.

Liquidity risk for banks esteems from deposit transfers to other banks and
deposit withdrawals. Here, the focus is on transfers. Assuming that finan-
cial intermediaries cannot fully diversify deposit transfers, there is a risk of
illiquidity. In other words, there will be a net deposit outflow, whereby, the
bank with the net deposit inflow can demand according assets. However, bank
assets are illiquid, and banks usually balance the stochastic gaps with inter-
bank credits. With interbank information frictions, these interbank credits are
costly. This induces banks to hold 'unproductive’ reserves as a buffer against
costly illiquidity.

The link to economic growth is provided by using the above mechanism as
an extension in a general equilibrium endogenous growth model, where the
driving force of growth is research and development (R&D). Due to asymmet-
ric information, credit applicants must be screened, whereby research activity
depends upon bank-finance. The impact of banks and their screening activity
has been modeled by King and Levine (1993b). The allocation of resource to-
wards R&D activities depends in their model upon the spread between the loan
and deposit interest rate (King and Levine 1993a). Via the aforementioned
extension of their model, this spread is endogenized. This allows for a better
understanding of the connection between the banking system and economic

growth, and according policy interventions are discussed.

Solvency risk for banks esteems from loan default risk. In the real world, some
undiversifiable risk will remain despite the superior diversification abilities of
banks. Still, banks offer safe deposit returns to households on their liability
side. They can do so by using their equity capital as a buffer against sto-
chastic loan defaults. In the model, banking activity is depicted by a savings
and portfolio choice. The banker chooses how much earnings to retain (save)
and how much to invest in risky loans (portfolio). With given bank equity
capital, the leverage and thus the exposure to solvency risk is determined by
the chosen volume of loans. Therefore, bank equity capital gains importance
for the allocation of finance and thus resources in an economy.

This bank behavior establishes a concrete finance-growth nexus. Again, growth



esteems from R&D activity that requires external finance. Failed R&D efforts
not only cause an immediate slowdown in economic growth but also an over-
proportional loss of bank equity capital. Risk averse bankers will react by
curtailing new loans to the R&D sector. Thereby, a two-way influence be-

tween bank equity and economic growth is established.

This thesis is organized into 6 chapters. According to the Modigliani-Miller
theorem (Modigliani and Miller 1958) finance is neutral and thus economically
unimportant. Therefore, Chapter 2 discusses the financial system, financial
markets, and financial intermediaries from the finance literature perspective.
Besides defining and introducing important concepts, the issue of financial
intermediation and the underlying assumptions that induce their importance
are clarified.

Chapter 3 supplies the required growth theory for the following discussion of
the finance-growth nexus literature. Additionally, the choice of endogenous
growth models as the basis for the following extensions is motivated.

Chapter 4 uses the introduced growth models and discusses existing extensions
for finance and especially financial intermediaries in the finance-growth nexus
literature. The shortcomings are identified and used to motivate the new model
variations presented in this thesis.

Chapter 5 depicts the model incorporating liquidity risk for financial inter-
mediaries. Interbank credits balance stochastic deposit transfers. The bank
optimizes publicly observable reserve holdings and thus expected illiquidity
cost. It is shown how this optimization choice affects economic growth and
how policy intervention can improve the situation.

Chapter 6 implements bank’s risk aversion in combination with solvency risk
within an endogenous growth model. Thereby, banks hold equity capital as a
buffer against insolvency and can offer safe deposits to even more risk averse
households. Fluctuations in economic growth affect bank capital overpropor-
tionately, whereby banks will reduce their exposure to risky loans. Due to the
complexity of the problem, two different approaches are used.

The first model variant assumes no financial frictions and allows for market and
bank finance of R&D activities. The focus is upon risk-shifting from households

to banks. Banking activity is explained endogenously by heterogenous risk



aversions. Thereby, this model also contributes to the literature discussing
bank- versus market-based financial systems.

The second model variant is similar to most of the existing finance-growth
literature where the R&D sector is assumed to rely on bank finance and no

market finance is available.

The main results are subsumed and discussed at the end of each chapter. The

quintessence of this thesis is presented in the final chapter.



Chapter 2

Finance, Financial Markets, and

Financial Intermediaries

Usually, finance relates to lending and borrowing of money. However in order
to avoid additional complexity, money is excluded from the following analysis.
Finance then denotes the task of obtaining required economic resources to
fulfill an economic task.

Assuming a standard economic production function, the factors of production
receive their marginal product. With instantaneously risk-free production,
finance is superfluous, as the inputs are simply remunerated with the output.
However, more realistically production takes time, and output is available only
after the use of inputs. Then, either the factors of production must be willing
to wait for remuneration, or other agents must supply the remuneration until
the output is realized. Risky production has a similar effect. If output is
uncertain, either the factors of production have to suffer fluctuations in their
remuneration, or another agent must be willing to bear this risk. Hence, with

time-consuming or risky production the issue of finance gains importance.

Within the financial sector, financial markets and financial intermediaries can
be distinguished. Broadly defined financial intermediaries are all entities in the
business of accumulating savings and lending them to third parties. In a more
narrow definition financial intermediaries are in the business of issuing deposits
and granting loans, i.e. banking. Since no money is included in this analysis,

and issues regarding the difference of financial intermediaries are not in the



focus, the terms financial intermediary and bank are used interchangeably. In-
direct finance via banks is thus frequently denoted bank lending. Regarding
the financial market, it is important to distinguish between the primary market
and the secondary market. On the primary market firms issue new securities,
while the secondary market facilitates the transferring of existing securities’
ownership. Thus, only primary market activity finances new economic activ-
ity, while security trading in the secondary market just increases liquidity of

existing financial assets.

This chapter describes financial intermediaries in detail. The headings are
chosen in line with the rudimental questions: ” What do financial intermediaries
do?” (Allen and Santomero 2001), and ”"What is Different About Banks?”
(Fama 1985). Section 2.1 describes the basic setup of a bank and defines the
according technical terms. The focus is upon the business of intermediation of
savings and the role of bank reserves and bank equity. More elaborate functions
of banks follow in Section 2.2. Section 2.3 discusses the future importance of

banks, considering the recent trends of disintermediation and securitization.

2.1 What do Financial Intermediaries do?

Discussing financial intermediation in a general equilibrium framework implies
several borrower-lender relationships. In all following models, the household
is assumed to be a net saver. The household deposits at least some of its
savings at the bank. Thus, the household is the lender and the bank is the
borrower. However the bank, acting as a financial intermediary, does not keep
these savings, but lends them to firms. The bank is thereby a borrower as well
as a lender. In order to minimize the potential for confusion, the lender to the
bank, i.e. the household, is denoted creditor'. The borrower of the bank, i.e.
the firm, is denoted debtor. Thus, while the terms borrower and lender are
also used to describe market relationships, the use of the term creditor and

debtor always relates to banks in this thesis.

ISince the creditor has ’positive credit’, i.e. deposits at the bank, he is also denoted
depositor (Mishkin 1998). However, in the growth finance literature ”creditor” is more
frequently used.



A typical bank balance sheet is depicted by Table? 2.1. The asset side subsumes

Bank Balance Sheet

Assets Liabilities
Reserves 0,75 % | Equity capital 3,68 %
Interbank credits 28,66 % | Interbank credits 28,11 %
Securities 17,60 % | Bank obligations 23,72 %
Loans 43,97 % | Deposits 36,78 %
Tangible assets 0,47 %

Others 8,55 % | Others 7,71 %

Table 2.1: Bank Balance Sheet

the investment of banks, while the liability side shows the sources of funds.
The main business of a typical bank is granting loans to firms and financing
these by ’accepting’ deposits from households. To a certain extent, banks also
invest by buying commercial papers of firms in the secondary market and by

granting interbank credits either via the over-the-counter or money market.

While all of above assets are used for their yield, this does not hold for reserves
(Bernanke 1993, p. 56). Reserves serve as a buffer against liquidity risk®.
Liquidity risk denotes the risk that"... depositors may at any time demand
payments the institution can meet, if at all, only at extraordinary costs.”
(Tobin 1996, p. 345) Therefore, reserves are either storage or very liquid and
thus low return assets, e.g., government treasury notes. Abstracting from
regulatory minimum reserve holdings, the bank optimizes reserve holdings.
The optimal amount is achieved once the expected marginal cost of illiquidity
is matched by the expected marginal opportunity cost of holding reserves.
This provides a link with the liability side. If the bank can easily cover a
liquidity shortage by borrowing in the interbank market, the optimal reserve

ratio decreases. This liquidity management and its impact upon growth is at

2The percentages depict the aggregate balance sheet for monetary financial institutions
in October 2005, according to the Deutsche Bundesbank data (Deu 2005). For simplification
the positions of the Bundesbank have been further aggregated according to the following
scheme. Assets: Reserves (3+4), Interbank (10), Securities (6+12414), Loans (11), Tangible
assets (24), Others (16-19+-25). Liabilities: Equity capital (18), Interbank credits (1), Bank
obligations (6), Deposits (2), Others (10413-17421)

3The negative risk is actually the risk of illiquidity. However, the technical term is
liquidity risk.



the heart of the new model variation in Chapter (5).

The cheapest source of funds for banks are deposits. However, deposits can be
withdrawn by the creditor basically without notice*. Therefore, the ’inexpen-
sive’ financing of the long-term assets with short-term deposits is achieved at

the cost of a high maturity mismatch and according liquidity risk.

Similar to reserves on the asset side, equity capital has a special role on the
liability side. First of all, it is not a real liability, but rather the price the
bank owner pays to be the residual claimant. Secondly, unlike regular firms,
banks have such a small equity/asset ratio® that it cannot be regarded as an
important source of finance. Similar to reserves the role of equity is to serve
as a buffer, although to a different risk. The asset side of the bank consists of
risky loans and a fraction of them defaults. Without perfect diversification the
default rate is stochastic. The bank remains solvent only as long as the value
of total assets is in excess of total liabilities. The inclusion of this solvency risk

is at the heart of the model variations in Chapter (6).

It is important to note that liquidity and solvency risk are two very different
concepts. Liquidity risk is a matter of timing. The banks assets might be
sufficient to cover liabilities, i.e. the bank is solvent; however, the bank-intrinsic
value of the assets cannot be used to fulfill depositors’ demand due to the
maturity mismatch. Accordingly, bank equity capital cannot serve as a buffer
against illiquidity, and reserves are not a buffer against solvency risk. Further,
illiquidity is a temporary problem and can be resolved if a third party is willing

to lend, as opposed to insolvency, which describes a permanent loss.

In above description, the bank simply channels the savings of the household
to the firm. Since there was no real service involved, the question regarding
why the household is not directly investing via the capital market arises. In
an Arrow-Debreu general equilibrium model markets are complete, transaction
costs are zero, and information symmetric. In this case market investment is a

perfect substitute for deposits from the households’ point of view. Respectively,

4Thereby, deposits can be used for payments and the provision of the payment system is
also one of the banks’ functions (Freixas and Rochet 2002).

°In Table 2.1 the equity ratio is below 8 %. However, this is the ratio to total assets and
not risky assets. The regulatory equity ratios are calculated in a different way.

9



direct finance is a perfect substitute for bank loans from the firms’ point of
view. Thus, in line with the well-known Modigliani-Miller (1958) theorem,
firms would be indifferent between bank finance and market finance whereby
financial intermediaries become superfluous (see e.g., Fama 1980, and Freixas
and Rochet 2002 ). As a result the assumptions of the Arrow-Debreu model
have to be relaxed in order to motivate the existence and relevance of banks.
This is typically done by introducing asymmetric information and transaction
costs. The following section describes how banking mitigates these market

imperfections.

2.2 What is Different About Banks?

The financial sector in the real world is imperfect. These imperfections can
be used to motivate the existence of banks channeling financial funds beside,
or even instead of, the financial market. Basically, banks mitigate the ini-
tial imperfections by means of pooling and the use of special screening and
monitoring technologies. This section is organized along the banking function
classification by Freixas and Rochet® (2002) and clarifies under which assump-

tions banks are superior to markets.

2.2.1 Transforming Assets

If there are fixed costs of issuance, these cannot be subdivided. Small lenders
cannot finance large loans. Further, indivisibility disables diversification. There-
fore, there are economies of scale that can be realized by banks, but not by the
market. The bank bundles all its (individually small) deposits and disburses

the cost and the remaining risk over the large number of creditors.

Also the bank can transform a continuum of short-term deposits into a long-
term loan. Whilst the market can do this as well, the cost of trading ownership
in the secondary market is likely to be higher than the cost of revolving de-

posits.

6The function of "Offering access to a payment system" (Freixas and Rochet 2002, p. 2)
is omitted here, as it relates more to monetary analysis than to economic growth.

10



If trading in the secondary market is costly, liquidation of financial assets
becomes costly. By the law of large numbers the realized idiosyncratic liquidity
need of a pool of savers will be closer to the estimated liquidity need compared
to the individual realization. Due to this congruence, less illiquid assets will
be costly liquidated and the expected return increases. In other words, banks

can transform illiquid assets into liquid deposits (Diamond and Dybvig 1983).

2.2.2 Managing Risk

In this section, three different risks - intertemporal risk (Allen and Gale 1995b),
liquidity risk, and credit risk (Freixas and Rochet 2002) - are distinguished.
Risk in itself only matters if agents are risk averse. Therefore, the following

arguments presume risk averse households.

Intertemporal risk relates to the volatility of returns over time. This volatility
cannot be diversified at a point in time, but evens out over time (Allen and
Gale 1995a). The market can offer no product to avoid this systemic risk.
Financial intermediaries offer a smooth return on their deposits even if they
are not fully diversified. The intertemporal risk is, thereby, shifted upon the
intermediary, and causes fluctuation of its equity capital. With long-lived
financial intermediaries that care about their long-term average return such
risk-shifting is Pareto-improving (Allen and Gale 1995b).

Liquidity risk esteems have been described in the previous subsection. How-
ever, with risk averse agents the problem of illiquidity gains an additional
facet. Risk averse agents dislike fluctuations in returns, even if the average
return does not change. Therefore, diversification of liquidity is useful even
if the average cost of holding illiquid assets is zero. By pooling the liquidity
needs of creditors on their liability side, the bank can diversify the liquidity
risk and offer a smooth return on deposits (Diamond and Dybvig 1983).

Similar, the pooling of debtors on the bank asset side diversifies the credit risk
associated with the individual borrowers. Banks can, thus, be interpreted as
portfolio optimizers (Pyle 1971). Small transaction costs are sufficient to allow
banks to realize economies of scale in diversification and thereby offer superior

diversification to the market. Credit risk is also diminished by monitoring the

11



borrower. The problems evolving due to asymmetric information are discussed

in the following subsection.

2.2.3 Processing Information

A major market imperfection that is usually used to explain the existence
and importance of financial intermediaries is asymmetric information. The
asymmetry can be assumed at two stages.

Ex-ante to the lending contract the borrower has more knowledge about his
creditworthiness than the lender. The interest rate cannot serve as a sorting
device since an increase might crowd out creditworthy borrowers with low but
relatively safe productivity. Then the fraction of risky borrowers in the appli-
cant pool increases, whereby the expected return to the lender can decrease
despite the risen contractual interest rate (Stiglitz and Weiss 1981). In or-
der to avoid this so-called adverse selection (Akerlof 1970), the lender has to
screen the credit applicants and their projects. Screening is the costly effort
of accumulating information ex-ante to the lending decision.

Ex-post to the lending decision asymmetric information regarding the actions
of the borrower decision induces the so-called moral hazard problem (Stiglitz
and Weiss 1981). With limited liability, a proportion of the downside risk
is shifted to the lender, whereby the borrower has an incentive to invest in
excessively risky projects. Collateral requirements ease the problem for the
bank only to a limited extent. Whilst collateral increases the repayment in the
case of a default, it does not improve the borrower’s choice of projects, since
rising collateral requirements diminish expected profits of low risk projects
to a greater extent than the expected profits of high risk projects (Broll and
Gilroy 1986). Further, the borrower can simply claim insolvency to avoid the
loan redemption. Again, increasing the interest rates would merely amplify
the problem. The lender must therefore engage in costly monitoring to gain

the relevant information.

The information produced by screening and monitoring is a typical nonrival
good. Therefore, individual research by each lender is suboptimal. Information
cannot be traded as the buyer cannot evaluate the quality of the information
(Hirshleifer 1971). Further, with small and illiquid (little trading) financial

12



markets, the achieved information is nonexcludable as the behavior of informed
agents is visible. Thereby, the typical prisoners dilemma arises. All agents
attempt to free ride on the information produced by the other agents, and as a
result, no agent is willing to invest in information production (Grossman and
Stiglitz 1980). Due to this nonrivalry and nonexcludability markets will fail”
to induce optimal screening and monitoring.

Banks process information about their debtors and can realize economies of
scale as they use the information for a pool of creditors. Further, the use of the
information is realized largely within the bank (Leland and Pyle 1977) which

is an approximation to excludability.

Banks can realize economies of scale in monitoring as they avoid the previously
mentioned duplication of monitoring costs. The bank then acts as a delegated
monitor (Diamond 1984). With asymmetric information the question arises:
Who monitors the monitor? (Krasa and Villamil 1992) If monitoring is only
required to avoid pretended bankruptcy, banks require less monitoring as di-
versification will diminish the number of bank bankruptcies (Townsend 1979,
and Diamond 1984).

2.3 Do Financial Intermediaries Remain Rel-

evant?

The previous section has shown that banks’ real services are at large the miti-
gation of information costs via expertise and decrease of transaction costs via
economies of scale. Yet, financial innovation allow financial function initially
performed by financial intermediaries to be performed by the market. Further,
banks themselves also use these improved conditions, for example, by securi-
tization, i.e. they bundle their assets (loans) and sell these on the secondary
market. Empirically a shift towards market finance has also been observed and
is discussed as so-called disintermediation (e.g., Allen and Santomero 2001, and
Buch 2002). These developments have induced the presumption that financial

intermediaries’ economic relevance is diminishing. If this were the case, the

"Even rating agencies are of little help as information asymmetries between the lender
and the agency might induce the same problem at a different level (Allen 1990).
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focus of this thesis upon banks’ behavior for economic growth would become
less relevant. Therefore, this section shows that financial intermediaries are

and remain relevant.

Firstly, Allen and Santomero (1998) even find for the US that opposite to the
general believe ”[tJhe amount of financial claims held directly by households
has clearly fallen dramatically. Intermediation has become significantly more
important and has been the predominant source of new financial resources
flowing into the capital markets over the past several decades.” (Allen and
Santomero 1998, p. 1468) Also for the UK and Germany there are empir-
ical studies that do not support the disintermediation view (Schmidt, Hack-
ethal and Tyrell 1999). The presumption of decreasing financial intermediation
rather esteems from the strong increase of financial market activity. However,
banks’ assets relative to GDP have actually risen rather than declined in the
US (Allen and Santomero 2001).

Secondly, by large financial innovation and new financial markets are used by
the financial intermediaries themselves, rather than by households and firms
(Allen and Santomero 1998, p. 1461). Further, while these secondary mar-
ket activities improve liquidity and efficiency, they do not have such a direct
macroeconomic impact as banking activity which relates to primary finance
(Stiglitz 1993).

Thirdly, ” [ijn practice, the cachet of a banker often enables his customer also to
obtain credit from other sources or to float paper in open markets” (Tobin 1996,
p. 343). This influence of the banker’s action is a result of the aforementioned
nonexcludability of information. Visible bank loan provision signals to the
market that the borrower has been screened and judged creditworthy (e.g.,
Fama 1985, and James 1987). Similarly, the monitoring of the bank implies
a positive externality for market finance, as all lenders will profit from dimin-
ishing moral hazard of the borrower.

Thus, even if firms would increasingly use market finance, the importance of
bank loans is not diminishing, as market finance would dwindle in line with

the banks’ reappraisal of the borrower.

Fourthly, Merton (1995) opposes this view and identifies a ”financial-innovation
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spiral”, i.e. whilst markets take over some former banking functions the im-
proved market performance allows banks to innovate former impossible finan-
cial products. Once these are fully developed, the market might supply these
and the cycle begins allover again. Similarly, the evolvement of ”electronic

Y

money” can be interpreted as a new kind of banking instead of a substitute

for banking services (Bossone 2001).

2.4 Summary

This chapter has shown that indivisibility and economies of scale cause indirect
bank finance to be superior to market finance. Banks are superior to the market
in regard to size and maturity transformation, since they can economize on
transaction costs by pooling small and short-term deposits. The size of the
bank also allows for improved risk diversification and management of liquidity
and default risk. Additionally, the bank has an advantage in the processing
of information, i.e. screening and monitoring of loan applicants and debtors.
Levine emphasizes that these are real services, so that a distinction between a
real and financial sector is misleading (Levine 1997, p. 689). According to this
view it is obvious that the financial sector is of macroeconomic importance.

Moreover, it has been shown that there is reason for an ongoing importance
of banks, as securitization and disintermediation have not alter the basic, real
services the banks offer. Instead, financial innovations and markets are utilized

by banks themselves.
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Chapter 3

Growth Models

This chapter elucidates relevant growth models to enable an in-depth discus-
sion of models combining finance and growth both within the existing literature
and within this thesis. The major characteristics are identified and compared.
Furthermore, the chapter motivates the growth context chosen in this thesis.
Modern growth-literature distinguishes between exogenous, endogenous, and
semi-endogenous growth models. Since the innovation of this thesis is done
within endogenous growth models, these will be illustrated in the most detail.
The subsequent sections utilize advanced textbook presentations by Barro and
Sala-I-Martin (2004), Jones (2002) and Aghion and Howitt (1998). However,
the models as well as their presentation have been vigorously altered to ac-

commodate the discussion of endogeneity and extensions regarding finance.

3.1 Exogenous Growth: The Ramsey Model

"[Ramsey’s 1928 article] is, I think, one of the most remarkable
contributions to mathematical economics ever made, both in re-
spect of the intrinsic importance and difficulty of its subject, the
power and elegance of the technical methods employed, and the
clear purity of illumination with which the writer’s mind is felt by
the reader to play about it subject. The article is terribly diffi-
cult reading for an economist, but it is not difficult to appreciate

how scientific and aesthetic qualities are combined in it together."

16



(Keynes 1930, p. 153)!

The standard exogenous growth models are the so-called Solow model and
its extension the so-called Ramsey model. In the Solow model (1956, 1957)
the savings rate is determined exogenously, whilst it is an optimal choice of
the household in the Ramsey model. The initial Ramsey model (1928) was
altered by Cass (1965) and Koopmans (1965) and is presented as a slight
variation of its standard textbook version as can be found for example in Barro
and Sala-I-Martin (2004). The model depicts a closed economy with profit
maximizing firms and utility maximizing households®?. Households optimize
via their consumption choice. Firms optimize the use of capital and labor
input and take technology as given public good. Technology and population

are assumed to grow at the exogenous rates g and n.

3.1.1 Firms

Exogenous growth models assume constant returns to scale production func-
tions F'(K;, L). In order to allow for long-term growth and comparability with
later models so-called Hicks-neutral technology, which grows at the exogenous

given rate g, is added?.

This requires the production function to be of the Cobb-Douglas form to
achieve steady state growth (Barro and Sala-I-Martin 2004, pp. 78). The
firm’s output is thus described by A;F(K;, L) = A,K¥L'™* and g can also be

interpreted as total factor productivity growth. For the following analysis the

! Attention got drawn to this quote via the following webpage:

http://cepa.newschool.edu/het/essays/growth/optimal /ramseygr.htm (9.11.2005).

2The firms and households are homogenous, i.e. representative. In order to ease the
notation, their number is normalized to one.

3Usually labor-augmenting, also called Harrod-neutral (1942) technology is assumed in
the presentation of the Ramsey model. However, the comparison with the following endoge-
nous growth models is improved by using Hicks-neutral technology (1932). The difference
between the two is that growth in the Hicks-neutral technology does not alter the ratio
of the marginal returns and thus the optimal input ratios, while growth of Harrod-neutral
technology increases the marginal product of labor, which alters the optimal input ratio.
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capital intensity k; = K;/L is used for convenience. Profits are

[ (AKCL =K —wi
L
= (At]ﬂta — Ttkt — wt) L.

The representative firm maximizes profits by choosing the optimal amount
of capital and labor, taking the interest rate r; and wages w; as given. The

according first order conditions are

ry = Akt (3.2)
Wy = Akf—’f’kt (33)

3.1.2 Households

Population is assumed to grow at the exogenous rate n. This growth is easiest
implemented when the individuals maximize utility of their dynasty, i.e. the
utility of their descendents is also accounted for. The utility function of the

form .
V:/ u(ct)e”(t_s)e_”(t_s)dt

depicts this behavior!. The instantaneous utility function u(c;) - also called
felicity function (Blanchard and Fischer 1989, p. 39) - is multiplied by en(t=s)
to account for the utility of descendents, while the term e ”(*~*) discounts
the utility at the time preference rate p. Note that n — p < 0 is already
required to avoid unbounded utility even with zero consumption growth. V'
can be interpreted as the present 'utility-value’ the representative individual
associates with a certain dynasty consumption schedule. In a growth context
it is convenient to assume a utility function in the form of u(c¢;) = ﬁcg_e. The

representative individual optimizes its consumption ¢; within its intertemporal

budget constraint (Appendix 3.A.1)

l%? = Tt]i't — nkt + Wy — Ct, (34)

*These kind of formulation is also called Benthamite welfare function (Blanchard and
Fischer 1989, p. 81).
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and thereby also optimizes capital accumulation®. The solution method is

dynamic optimization, and the optimal consumption path is given by the so-
called Euler Equation (Appendix 3.A.1):
N

e (3.5)

The representative household chooses a ’steeper’ consumption path if the (pos-
itive) spread between the interest rate and the personal discount rate is large
and vice versa. The intuition is that the spread is an incentive to save, in
other words to forgo present consumption in favor of increased future con-
sumption. The constant intertemporal elasticity of substitution (CIES) 1/6 is
a measure of the individual’s desire to smooth consumption and thus dampens
the intertemporal allocation of consumption due to the spread.
Further, the so-called transversality condition (Blanchard and Fischer 1989, p.
40) (Appendix 3.A.1)

lim [u/(c;)e™ k] =0 (3.6)

t—00
has to hold. The transversality condition has two interpretations. Firstly,
for positive assets it assures that accumulation is purposeful, i.e. to increase
utility via consumption at a future state. If the present value of the 'ultimate’
capital stock measured in marginal utility units is positive, it is an indication
for purposeless unconsumed resources. Therefore, an optimal consumption
path requires this value to be zero. Secondly, for negative assets (borrowing)
it assures that no Ponzi games can take place, i.e. debt must not grow at a

rate exceeding the interest rate.

3.1.3 Equilibrium

An equilibrium is achieved once the capital and labor markets clear at the
optimal choices of the individuals. The household’s intertemporal budget con-

straint (3.4) including the equilibrium interest (3.2) and wage rate (3.3) is

°In order to economize on variables, the capital market equilibrium (household assets =
capital) is already implemented in the household decision, where possible. Further the in-
clusion of population growth allows capital depreciation to be neglected, because technically
they have the same effect within this context: they certeris paribus decrease capital per
capita. Population growth is highlighted here as it will be of importance in the upcoming
discussion.
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(Appendix 3.A.1)
— = Ak —n— = (3.7)

The Euler Equation (3.5) including the equilibrium interest rate (3.2) is

& aAkdT = p
-_— 3.8
. 7 (3-8)

These two differential equations describe the solution. On the balanced growth
path (steady state) consumption and capital have to grow at the same rate by
definition. Therefore in the steady state [(3.7) = (3.8)]

B a Ak —p
0

Ct _
—:Atkfé 1—n

ke

= constant,

which implies that A,k* ! must be constant and per capital consumption and
capital grow at the exogenous growth rate (1 —a) ' g (Appendix 3.A.1). In
order to enable the outside steady state analysis with a phase-diagram the
following variables are defined: ky = At‘“%1 k: (capital per efficient unit of labor)
and ¢; = Af%l ¢; (consumption per efficient unit of labor), where the situation
/E: =0 — k/k=¢/c=(1—a) " g depicts the steady state. Using these
definitions the economy can be depicted by (Appendix 3.A.1)

2 - R A 1 -

k = kf‘—nkt—ct—mgkt (39)
2 . 1 - 2

k = O(ﬁét:kf—(n—l—mg)kt (k‘:O)

and (Appendix 3.A.1)

é ozl%ta_l—p 1

- = - 3.10
¢ 6 1—a? (3.10)
. R ) °

¢ = 0= k!= EAG (¢=0)

T l-aa o
The dynamics can be best analyzed by considering the phase diagram in Figure
3-1.

If the consumption level ¢; is above the k=0 line, savings do not suffice to

maintain the capital intensity and it will decrease k < 0 (3.9), and vice versa.
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Figure 3-1: Phase Diagram Ramsey Model

If the capital intensity is below (left to) the t=0 line, the marginal return on
capital will be in excess of p + fg (1 — a)_l inducing further postponement of
consumption and thus >0 (3.10). To the right of the ¢ = 0 line the marginal
return falls short of p+6g (1 — @)~ and the representative individual chooses
a é < 0 consumption schedule. These motions are indicated by the arrows
and it can be seen that two out of the four areas have the potential to allow
a motion towards the steady state (southwest and northeast). The according
path is the so-called saddle path, as all other paths diverge. What remains to
be shown is that it is rational for the representative individual to consume in
accordance with the saddle path. It can be seen that all trajectories above the

saddle path will result in k = 0° and therefore & = 0. Such behavior is clearly

, . 2 .
Since ¢ > 0 and k < 0 the economy strives towards k = 0 at an accelerating speed (3.9).
Negative capital stock (liabilities) cannot be accumulated. Firstly this would violate the
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not optimal’.
Beneath the saddle path the consumption is relatively too low, and capital will

be accumulated in excess of the steady state level. The economy approaches

the crossing of the k = 0 schedule and the abscissa. The combination of low
consumption (ergo high marginal utility) and a relatively large capital stock
violates the transversality condition (Appendix 3.A.1, Equation 3.36), whereby
this path can also be excluded.

Therefore it can be concluded that the economy will remain on the stable path
and approach the unique and stable steady state solution® with é = k=0 and
(Appendix 3.A.1, Equation 3.36)

¢Je = klk=(1-a)'g
YIY = n+(1—-a) 'y

3.1.4 Summary

As the name ’exogenous growth model’ indicates, the growth rate is exoge-
nous in the long-term and determined by the given technology and population
growth. Neither personal preferences (p and ) nor government interventions
affect the long-term growth rate. The reason is that marginal return of the
accumulated factor capital is approaching zero, while existing capital is di-
luted by population growth. Thereby, exceeding a critical value of capital, the
marginal product will fall short of ’dilution costs’ of capital and growth via
accumulation comes to a standstill.

The households’ preferences affect savings, however, these have a growth im-
pact only during the stages of transition dynamics, i.e. outside the steady
state. For this thesis it is sufficient to note that exogenous growth models
are thus not suited for extensions which explain impacts upon the long-term

growth rate’.

transversality condition (3.6), secondly in a closed economy with homogenous agents there
is no creditor accepting such a debt contract.

"Technically the jump from positive consumption to zero consumption violates the Euler
equation (3.5), in the moment when k& = 0 (Blanchard and Fischer 1989, p. 47).

8The trivial solution k = 0 is of no interest.

9The comparative statics and extended analysis of the transitional dynamics of a similar
Ramsey model can be found e.g. in Barro and Sala-i-Martin (2004) .
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3.2 Endogenous Growth Models

"[T]he job of any model of endogenous growth is simply to keep
the marginal product of capital from falling too fast as capital
accumulates." (Solow 1992, p. 40)'

The shortcoming of exogenous growth models to define instead of explaining
the growth rate has induced the development of so-called endogenous growth
models. Characteristically for endogenous growth models is the determination
of the growth rate within the model via the individuals’ decision - and there-
fore preferences - to accumulated or/and allocate resources. Policy options
thereby gain importance, because any policy which influences the accumula-
tion or allocation decisions also affects the growth rate. The following analysis
is tailored to support the subsequent literature discussion and ease the un-
derstanding of the new models introduced in this thesis. The discussion of
extensions regarding the Pareto optimality, potential policies, and variation
of the assumptions are kept to a minimum. One subsection is devoted to the
so-called scale effect, since it is an important point of critique in the evaluation

of endogenous growth models.

3.2.1 Positive Externalities of Capital Accumulation: AK
Model

In the exogenous growth model technology growth was a defined fixed constant.
Here this assumption is exchanged for the assumption that technology growth
is a function of capital accumulation. To facilitate the discussion, the growth

rate of capital intensity'! is used as the driving force for technology growth
like in Frankel (1962):

A—A(l—oz)% (3.11)

There are several economic intuitions of such an externality, however as Sgrensen
and Whitta-Jacobsen aptly put it, ”[tJhere may be a bit of hand waving in-
volved here” (Sgrensen and Whitta-Jacobsen 2005, p. 223). The capital inten-

10Quotation found in Costa (2003).
'The standard reference (Romer 1986) uses aggregate (knowledge) capital accumulation.
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sity can be used as proxy for a ”development modifier” (Frankel 1962, p. 998),
which enters the final good production function just as technology and can
be interpreted accordingly. The notion of learning by doing, i.e. knowledge
accumulation as a by-product of investment, is highlighted by Arrow (1962)
and also adopted by Romer (1986), who highlights that the new knowledge is
largely nonexcludable. Positive externalities of human capital is at the heart of
Lukas’ (1988) intuition; the productivity of human capital within the firm de-
pends upon the (frictionless) interaction with the firm’s environment. There-
fore, a productivity gain requires an increase of the total economy’s human
capital and is as such an externality.

Since the technology production function is the only alteration to the previous

model (Equation (3.11) instead of (3.1)), the solution follows immediately.

Equilibrium

As before, the capital accumulation is given by the solved intertemporal bud-
get constraint (3.7) and the optimal consumption schedule (3.8). Both are a
function of the marginal return of capital which is determined by the first or-
der condition of the firm (3.2). With the specific assumption of the technology

growth (3.11), the interest rate will be a constant:

r o= Aak®? (3.2")
7" A k k k
o= Z—F(a—l)E—(l—a)%—l—(a—l)E—O

Defining a = Ak®~! (= r/a), capital (3.7) and consumption (3.8) growth can

be rewritten as

k
E:a—n—g (3.7)
and '
¢ aa—p ,
=g (3.8”)
The balanced growth path (k Jk=¢/ c) is given by
c= (a_n_aag—p) k. (AK bgp)
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This is in line with the transversality condition. Capital accumulation (3.7")

comes to a halt once k = 0, i.e.
c=(a—n)k. (k= 0)

These two equations are depicted in the phase diagram in Figure 3-2 and used

for the exposition of the dynamics.

Figure 3-2: Phase Diagram AK Model

The consumption growth rate is determined exclusively by parameters (3.8')
and is therefore constant and positive if aa—p > 0, which is assumed hereafter.
Since the marginal return on capital is a constant, consumption growth does
not adjust, and the dynamics are a given by the capital motion (3.7"). The
k: = 0 line divides the quadrant in an area of decreasing (above) and increasing
(below) capital intensity. The two arrows indicate that technically the system

is instable: Once a consumption to capital ratio is chosen that deviates from
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the balanced growth path (AKbgp), the preceding choices further divert from
the balanced growth path. The reason is that the consumption growth cannot
adjust and capital accumulation is decreasing in the consumption to capital
ratio, whereby initial deviations becomes self-reinforcing.

What remains to be shown is that the economy will always remain on the
balanced growth path. In the following paragraphs it is shown that all other
paths violate the setup of the model (proof by contradiction).

Above the balanced growth path (AKbgp), the consumption to capital ratio
¢/k is 'too high’ and capital accumulation is insufficient, whereby the ratio
further increases. Once the k = 0 line is crossed, the capital intensity even
decreases in absolute values and strives to zero. When the last unit of capital
is consumed (k = 0), the economy crashes. This is obviously a suboptimal
growth path, whereby rational individuals restrain from choosing consumption
in excess of the balanced growth path. Technically the jump from the last
positive consumption to zero consumption also violates the Euler Equation
(3.5). Beneath the balanced growth path the consumption to capital ratio
¢/k is 'too low’. Capital grows in excess to consumption, whereby the ratio
decreases further and k/k;—o = a —n (3.7'), which violates the transversality
condition (3.6) (Appendix 3.A.2). As a result, only the balanced growth with

¢/c =1/y = k/k remains as the unambiguous long-term solution.

By using the constant marginal return on capital Aak® ' = «aa in the per
capita production function y = Ak®, one reveals why this type of model is
denoted AK!%:

y = Ak*k
= ak (3.12)

Due to the constant marginal return to capital, steady state growth can be
achieved via capital accumulation. The accumulation itself is a choice of the
individuals, according to their preferences and market prices, whereby the

solution is endogenous and subject to government policies that affects prices

12 According to Barro and Sala-i-Martin (2004) AK type models esteem from von Neumann
(1937).
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and thus decisions.

Discussion

In AK-type models, technology growth is depicted as an externality of (hu-
man) capital accumulation. The externality is assumed to exactly offset the
otherwise decreasing marginal return of the accumulated factor, whereby the
marginal return is constant (3.12). This situation is shown in Figure 3-3. The
accumulation decision determines the growth rate, which is an endogenized
function of the households preference. Due to the externality the accumula-
tion decision is not Pareto optimal, as the household optimizes via the market
interest 7 = aa which falls short of the real marginal return on capital a (3.12).
Governmental interventions, such as subsidizing capital accumulation with a
lump sum tax, can increase the growth rate and welfare by internalizing the

technology externality. The fact that technological progress is a plain external-

Final Goods Sector technology
input A, L, K (A

output Y

final goods
labor (L)
capital (k)

Households
labor + capital

Figure 3-3: Schema AK Model

ity in the AK model is not consistent with the real world observation of firms
investing intentionally in R&D. The following models focus explicitly upon the

incentives to invest in technology production.
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3.2.2 Increasing Product Varieties: Romer Model

Romer (1990) has applied Dixit and Stiglitz’s (1977) concept of ’love of va-
riety’ to the production function. He splits production into two stages and
distinguishes between an intermediate good sector and a final good sector. An
increase of the variety of intermediate inputs is assumed to spur productivity
of the final good sector similar to technology improvements in the previous
model. To allow for Schumpeter like entrepreneurial behavior, Romer (1992 )
has introduced market power into his model. Due to patent rights, the tech-
nology for the production of the new variation is excludable and allows for a
monopoly. This fills the previous gap, as the value of a new monopoly licence
is an incentive for intentional R&D investments. In this kind of model the
nonrival characteristic of technology is used by allowing free utilization of the

total technology stock in the R&D process.

As shown in Figure 3-4 the economy consists of a final good sector, intermediate
good sector, a R&D sector, and households. The final good sector produces
final goods, using labor and intermediate goods as inputs. The intermediate
good sector uses final goods as inputs and obtains the right to produce a certain
intermediate good variety from the R&D sector. The R&D sector develops
technologies for new intermediate good varieties using existing technology and
labor as input. The household supplies labor inelastically and optimizes via

its consumption choice.

Final Good Sector

The production of the final good sector is a function labor allocated to this

sector (Lr) and the variety (A) and amount (X) of intermediate inputs®?!*
A
Y =Ly X (3.13)
i—1

3Instead of achieving perfect competition in the final good sector by a mutlitude of final
good sectors, perfect competition is simply assumed to simplifiy notation.

14This specification of a production function originates from Ethier (1982). Similarily,
Romer (1987) and (1990) used this specification to model technological change and growth,
driven by newly invented variations of productive inputs.
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The representative firm producing the final good maximizes profits according
to the profit function 7y =Y — wlp — ZiA:l P; X, with P; denoting the price
of intermediate input X;. Using the first order conditions, the demand for

intermediate inputs and the wage rate can be derived (Appendix 3.A.2)

1

X. = Lp (%) - (3.14)

w=(1—-a) (LXF) | (3.15)

The intermediate inputs enter the production function in an additive separa-
ble way. Thereby, they are neither complements nor substitutes, and a new
intermediate input does not affect the first order conditions of the existing
goods. Later it will be shown that all X; have the same price and marginal
productivity, and will be used in equal quantities, whereby the production of

final output simplifies to the familiar form
Y = ALL “ X (3.16)

Here the technology-like effect of the variety of intermediate goods becomes
obvious. With constant population long-term growth is equivalent to the ’tech-
nology’ growth. The technology growth is a result of the R&D activities de-

scribed in the next paragraph.

R&D Sector

The most important property of this model type is that technology progress
is the result of a purposeful research effort. Property rights induce excludabil-
ity, whereby the invention of a new product variation results in a marketable
monopoly licence for the production of the according new intermediate good
variation. Following Romer (1990) technology improvements are a result of

labor (human capital) allocation towards R&D activities (Lg).

A=0LpA (3.17)

29



For the R&D activities, existing technology can be used for free as it is nonrival
and only partially excludable. Marginal innovation of a researcher is A. The
value of the according licence is denoted V, and free entry to research will take
place until the marginal cost of research (the wage bill) equals the marginal
revenue product:

w=0AV (3.18)

The value of a new monopoly itself is a function of the monopoly power and

is elaborated upon in the next subsection.

Intermediate Goods Sector (Monopoly)

The intermediate good producer has to obtain a licence for production. Then
he holds a monopoly position and faces the intermediate good demand of the
final good producer (3.14). For simplicity the average and marginal production
cost of the intermediate good itself is set to one unit of final output. The
according monopoly profits m,, = (P, — 1)X; can be maximized statically by
the optimal choice of the intermediate good price P;, since they do not contain

any intertemporal arguments. The Cournot price is (Appendix 3.A.2)
J (3.19)
== _

for all intermediate inputs which explains the aforementioned simplification
of Equation (3.16). The steady state present value of such an monopoly is
(Appendix 3.A.2)

V() = / Te D= gy, (3.20)
t
Ya(l —a)
= — 21
rA (3.21)

Households

The household problem is altered in two ways. Firstly, it is assumed that the
representative household and thus population do not grow. This assumption
is necessary as the growth model introduced in this section cannot achieve
balanced growth with growing population. A detailed discussion regarding

population growth follows in Section 3.2.4. The second alteration is that,

30



due to the lack of real capital, households cannot accumulate capital and the
intertemporal budget constraint must be slightly adjusted. The households
assets are the ownership of the intermediate good monopolies and denoted a.
The decision the household faces is saving (in new monopoly licences) versus
consumption.

a=ra+wlL —c

Since work satisfaction and wages are the same in the final good and R&D
sector, labor allocation is not an explicit choice of the household. The previous

Euler Equation (3.5) with zero population growth n = 0 still applies.

Equilibrium

In equilibrium the labor market L = Lpr + Ly and capital market a = AV
must be balanced while fulfilling the first order conditions of the agents. The
equilibrium wage rate satisfies the first order condition for labor of the final
good sector (3.15) and the R&D sector (3.18). The labor market clearing
requires (Appendix 3.A.2)

r=o0a(L — Lg). (3.22)

Higher interest rates thus reduce the labor allocation towards R&D activities
in favor of final good production. The intuition is that the present value of
new innovations decreases with rising interest, whereby labor demand of that
sector decreases.

Since there is no real capital in this simplified model, using the term ”interest
rate” might appear misplaced. However, the intuition is that allocation of la-
bor towards the R&D sector diminishes present final good production and thus
consumption. The according utility loss must be balanced via according fu-
ture utility gains, i.e. consumption gains. These gains are a result of the R&D
output: the new innovation, and according productivity increases. Therefore,
it can be said that savings accrue in the form of consumption (present produc-
tion) foregone in favor of future consumption (productivity) increases.

With the labor market equilibrium (3.22) the Euler Equation (3.5) can be

rewritten

¢ _da(L—Lg)—p

c 0 ’
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which must equal the technology progress (3.17) on the balanced growth path.
The steady state R&D activity (Appendix 3.A.2) and technology progress are

oal —p
Lp=—=C 2
r 0+ « (3:23)
A dal —p

Ergo growth is endogenous in the sense that the time and risk preferences (p,
) determine the growth rate. Further, any policy that affects the allocation

of labor also affects the growth rate.

Discussion

As opposed to the AK model, the technological progress her is a result of an
intentional research effort. By assuming that the new technology is nonrival,
but partially excludable a typical monopoly arises. The monopoly profits give
the market incentive for the initial research outlays. In the presented form the
technology progress is driven by labor allocation towards the R&D (see Figure
3-4).

The constant marginal return (6Lg) of the accumulating factor A is what
allows unbounded steady state growth. Romer even states that ”in this sense,
unbounded growth is more like an assumption than a result of the model”
(Romer 1990, p. 84).

The labor allocation towards research depends upon the personal preferences
and can be affected by governmental policies. Like in the AK model the mar-
ket solution is not Pareto-optimal. The intermediate good monopolies cause
static inefficiencies as they supply only at the Cournot price (markup 1/a). Re-
search and thus the growth rate are also suboptimal, since the positive impact
of a new innovation upon the production of future innovation is not internal-
ized. However, simply decreasing monopoly power, e.g., by relaxing patent
rights, would diminish the incentive for R&D worsening so-called ”dynamic
inefficiency”. Dynamic inefficiency describes the situation where an inefficient
amount of R&D is realized. Even without interventions, R&D is already sub-
optimal, since the inventors do not take into account the positive externality

of their invention upon future research. Therefore, more elaborate schemes,
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such as a lump sum financed subsidy on the intermediate good, are required.

Intermediate Goods Sector
A

technology
)

final goods

intermediat
goods (X)

Final Goods Sector
inputs L, X
output Y

monopol R&D Sector
Iicen(’:)esy labor + technology
=new designs
labor (Lg)
new patents
rights

final goods

Households
labor + rights

Figure 3-4: Schema Romer and Schumpeterian Growth Model

3.2.3 Product Quality Ladder: Schumpeterian Growth
Model

The Romer model has refreshed the interest in Schumpeter’s hypothesis of
growth. The previous model already grasped the notion of purposely R&D
in prospect of a resulting monopoly position. However, Schumpeter’s concept
that new technologies substitute older ones and therefore ’destroy’ older mo-
nopolies has not been included. This process of so-called creative destruction
was modeled by Segerstrom, Anant and Dinopoulos (1990), Grossman and
Helpman (1991), and Aghion and Howitt'® (1992). Figure 3-5 depicts this

15 Aghion and Howitt (1998) cite Segerstrom, Anant, and Dinopoulos (1990) as the earliest
attempt to model creative destruction. They also provide a very simple benchmark model
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as a "vertical” (Aghion and Howitt 1998) movement on a ”quality ladder”
(Grossman and Helpman 1991), whereby intermediate products on the lower
steps lose competitiveness. In this context the previously modeled increase
in product varieties can be depicted as an additional ladder in the horizontal
direction. Both mechanisms are not mutually exclusive, however for simplicity

the following analysis is confined to a single intermediate product (ladder).

quality

[T T T T T T T T T T T T T T T T T T T T TTTT7]

variety

Figure 3-5: Quality Ladder and Increasing Varieties

Further it is assumed that innovation is drastic, in other words an existing
intermediate product monopoly cannot compete with the following quality of

intermediate good and will go out of business as soon as research is successful.

Just as in the Romer model Figure 3-4 and the role of economic actors still
apply. There are only two differences. Firstly, the R&D sector does not invent

an additional intermediate good variety but an improved intermediate good.

(Aghion and Howitt forthcoming).
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Secondly, the intermediate good producer faces the risk that a latter, better

intermediate good drives him out of business.

Final Good Sector

The final product Y is produced with the intermediate input X, which is
associated with the technology A;°.

Y = AL X2 (3.25)

Profits are m, = Ain‘L}TO‘ — P, X, —w;Lg. Accordingly, the first order condi-

tions for the intermediate good and labor are
P =aAXM L (3.26)

w; = AzXZa ;‘a, (327)

and thus the same as in the previous Romer model.

R&D Sector

The R&D sector employs labor Ly to produce innovations that increase the
productivity of the intermediate good in the final production by the constant
factor ~, i.e. A;y1 = vA;. The time required until research is successful
(resulting in an innovation) is random. Technically this is depicted by a Poisson
process, where the probability of a researcher being successful before a certain
time 7T is given by 1 — e*” and the flow probability, i.e. success probability
for an infinitely short period of time, is given by the Poisson arrival rate A
(Aghion and Howitt 1998, p. 55). Assuming that each researcher’s success

is independent of the others’'”, the Poisson processes are additive and the

16The notation is oriented at Aghion and Howitt, i.e. the setup is written in technology
terms () and not in time (¢). Note that Aghion and Howitt call them ¢ and 7.

17This assumption causes the linearity in Lg of the technology production function (3.28) .
It means that the chance of finding a new innovation is not affected by other researchers. Al-
ternatively, it could be assumed that the chance is diminishing, e.g. because other researchers
fish ideas out of a pool with a fixed amount of ideas. Similarly, it could be imagined that
joint research projects have increasing returns to scale, whereby the probability of success
would increase.
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expected amount of innovations I at each point in time is a function of the

aggregate research effort:
I =M\Lg

This can be translated into the growth rate of the technology stock A'®
A= ALglnvA. (3.28)

Denoting the value of a new patent V., the expected return of research is
ALRV; 1. Therefore, expected profits are mgp = ALgV;y1 — w;Lg, and the

according first order condition is

Note that this equation contains an ”inter-technology” element, since wages
are a function of today’s technology (i), while the marginal revenue product

hinges upon the next technology (i + 1).

Intermediate Good Sector

The intermediate good sector differs from the previous product variation model
only in regard to the duration of the monopoly position. The fact that an im-
proved intermediate good is now assumed to be a substitute to the existing
intermediate good limits the present value of the monopoly licence. In this
simple model innovations are assumed to be ”drastic”, i.e. only the latest
intermediate input is competitive (Aghion and Howitt 1998, p. 74) and the
previously existing monopoly is out of business immediately after new innova-
tion. The likelihood in each period of time that the monopoly position is lost
depends upon the research activity ALr. The expected present value is then
(Appendix 3.A.2)

X

|/ E S 3.30
AL (3.30)

18The impact of one innovation can be written In A;,; —In A; = In. Translating this
into terms of time, the amount of innovations per period must be used. This is not one but

ALR&D
InAiy1 —InAy = ALpep In~y.

This depicts the average growth rate of technology. For continuous time, lima;—oIn Az At —
In Ay = 0 (In A) /0t. The latter is equivalent to the growth rate A/A.
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The discount rate consists of the foregone interest r and the probability ALg
that the monopoly licence becomes worthless due to a new innovation. For
simplicity, it is assumed that the monopolist does not pay V' immediately, but

—ALpt 9

rather a licence fee mx,e over time'?.

Equilibrium

The steady state output growth is a function of research efforts as the steady
state intermediate input is constant. Combining the final good production
function (3.25), the technology growth rate (3.28), and X = 0 the steady
state growth rate is depicted by?"

% — ALgIn~. (G)

Discussion

The quality ladder model in this section differs from the product variation
model only in regard to the ”direction” of the innovation. The innovation
improves existing intermediate goods instead of adding new varieties of inter-
mediate goods (Figure 3-5). Since the improved intermediate products enter
the production function as substitutes instead of being additively separable,
former patents loose their value. This so-called business stealing effect (Aghion
and Howitt 1998) is increasing the effective discount factor of the monopoly
profits (3.30) and thus diminishes the incentive for R&D. An interesting source
of inefficiency results: too much research could take place, as the researcher
strives to capture the whole future expected monopoly rents, whilst for the

social welfare the redistribution of the existing rent from the present to the

19Tf one assumes a perfect credit market between the innovation firm and the monopolist
(e.g. vertical integration as in Aghion and Howitt, 1998), then it does not matter if it is
a once off payment or a periodical licence fee. Further, one can imagine that the licence
simply becomes more expensive once the latest innovation is utilized. Here, the monopolist

and the innovator are treated seperatly in order to reveal their optimization.
20

Iny, = InA;+alnX,
Y A
= = — =)\Lgl
Y A rINY
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next monopolist is not a gain. The fraction of research that exceeds the social

optimum can be interpreted as unproductive rent-seeking activity.

3.2.4 Scale Effect

The presented intermediate product variety and quality ladder models share
the characteristic that the growth rate of technology (3.17 and 3.28) is increas-
ing in the population. The standard AK model (Romer 1986), with aggregate
capital accumulation as the source for the positive externality upon technology
growth, also shares this feature. This is the so-called scale effect and implies
that large countries grow faster than small countries. Further, with an in-
creasing population the growth rate itself is growing. This is in contrast to
empirical observations*' (Jones 1995).

Technically, the scale effect can be easily eliminated by using the fraction?? of

researchers in the total population as the driving force for technology growth:
. Lp
A=0—A
L

However, such a connection is not empirically observed. Worse, it implies that
1 researcher out of a population of 10 is producing the same technological
progress as 1 million out of a population of 10 million (Jones 1995, S. 763).
Therefore, eliminating the scale effect is achieved at the cost of technically
unproductive labor at the aggregate level which is an unsolvable inconveniency
of endogenous growth models (Sgrensen and Whitta-Jacobsen 2005, p. 234).

Fortunately, even if the scale effect cannot be usefully eliminated, endogenous
growth models are not necessarily falsified by empirical observations. Some of

the most forceful arguments for this claim are:

e The theory of endogenous growth applies only to leading countries. Coun-
tries in the catching-up process copy, rather than innovate technology
and thus should be excluded in the empirical tests. (Jones 1995, S. 777)

21 Although Romer was already aware of the scale effect, he noted in his abstract: ”

...large countries may always grow faster than small countries. Long-run evidence is offered
in support of the empirical relevance of these possibilities”. (Romer 1986)

22Similarly, in the AK model presentation the spillover to technology is assumed to be
a function of the capital intensity (also used by Frankel, 1962 and Lucas, 1988), which
eliminates the scale effect.
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e Technology is nonrival and with the weak assumption that it diffuses
across boarders, the relevant population is not bound to one country,
but rather to a usefully defined multinational area (Jones 1995, S. 777).
Using the world population, the scale effect no longer contrasts empirical
observations, i.e. world growth increased with world population (Kremer
1993).

e For R&D activities human capital rather than physical labor is the vi-
tal input (Romer 1990). There is no proper match between countries’
labor endowment and human capital endowment, whereby the standard

classification as a large country is erroneous.

Considering these limitations of the empirical literature, the use of endogenous
growth models can be considered valid, as long as the examined questions are

unrelated to population size or growth.

3.3 Semi-Endogenous Growth

The innovation technology itself is at the center of the discussion regarding
endogenous versus semi-endogenous growth. Jones (1995) points out that the
technology production functions (3.17, 3.28) in the Romer and Schumpeterian

model are a special case of

A=05L)A° (3.31)

with the assumption A\ = ¢ = 1. This critical assumption was also highlighted
by Gries, Wigger and Hentschel (1994), who altered the Lucas-Uzawa model to
discuss the underlying mechanism of endogenous growth and criticize that the
required choice of parameters is ”just as exogenous as the original postulate”.
A determines the marginal productivity of researchers. Since researchers are
productive A is positive. When there are economies of scale within research
A > 1, however, this case is not very likely for the aggregate level. Thus
0 < A <1 is a weak assumption. The assumption A = 1 is not critical, since
changes of A € (0,1] do not affect the main characteristics of the solution.

The exponent ¢ describes the influence of existing technologies upon the de-

velopment of new technologies. If ¢ < 0, the development of new technologies
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increases in complexity with the technology level. This is also called ”fishing
out”, and can be interpreted as negative externality of present research upon
future research. If ¢ > 0, R&D eases with the level of technology, alike a
positive externality. If ¢ > 1 this positive externality would cause exponen-
tial growth. Jones (1995) argues that the assumption ¢ = 1 is discretionary
and unrealistic, and ¢ # 1 will cause non-endogenous steady state growth.
For ¢ > 1 the growth rate is increasing exponentially. Interesting is the case
0 < ¢ < 1. This combination results in constant steady state growth, however

eliminates the scale effect and any policy options.

Proposition 1 The steady state growth rate depends upon the (exogenous)
population growth rate if 0 < ¢ < 1, whereby it is not affected by policies.

Proof. The technology growth rate (3.31) is in the steady state constant by

definition: _
A
A TAl-¢

The long-term labor force of the research sector grows at the same rate as

= constant

the population Lp /Lr = n, since the fraction of researchers in the population
would otherwise strive towards zero, whereby the economy becomes trivial.

The growth of the technology growth rate can be written
A — (1—¢)A/A.

If this term is negative, technology growth decreases and vice versa, whereby

the system is stable and the steady state growth rate is

]

Therefore, the steady state growth rate is not endogenous in the sense that it
is affected by the preferences or policy options. However, technology growth is
still endogenous insofar as it is determined within the system via the allocation

of resources. Thus, these types of models are denoted ”semi-endogenous”
(Jones 1995, S. 761).
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The discussion regarding semi- versus endogenous growth has been enriched
by the works of Aghion and Howitt (1998), Dinopoulos and Thompson (1998),
Peretto (1998) and Young (1998), which allow for a growth of quality and vari-
ety of intermediate products?®®, that is a vertical as well as horizontal innovation
in Figure 3-5.

If the growth of varieties is equivalent to the population growth, the number
of researchers per sector, and thus quality growth, can remain constant and
endogenous (Jones 1999).

However, Jones (1999) once again shows that these models rely on a very
specific value of a parameter. Endogenous growth only results if and only if
the relation (p) of sector (variety) and population growth equals exactly one.
For o # 1 growth becomes semi-endogenous. If the number of varieties is
growing slower than the population (¢ < 1), more researchers are available for
qualitative progress and technology growth explodes (Jones 1999). If, on the
other hand, population growth falls short of the growth of varieties (o > 1),
the number of researchers for each variety, and thus quality progress, strives
towards zero, whereby the growth rate becomes semi-endogenous again (Jones
1999).

Subsuming endogenous growth models rely on the strong and arbitrary as-
sumptions ¢ = 1 or ¢ = 1, respectively. Therefore one might consider endoge-
nous growth models unrealistic and not suited to discuss questions of long-term
growth. However, such a conclusion is precipitous. Preferences and thus pol-
icy options do have a level impact in semi-endogenous growth models and the
speed of the transitional dynamics relies upon ¢. Already with ¢ = 0 the
half-life of the spur in total factor productivity growth is 35 years, while the
half-life for the wage increases is even 62 years (Jones 1995, p. 773). Further,
the half-life is rising in ¢ and for ¢ = 0.5 the previous values increase to 69 and
120 years, respectively (Jones 1995, p. 773). Since empirical estimates of ¢
go up to 0.75 (Sgrensen and Whitta-Jacobsen 2005) the economy will remain
within the transitional dynamics for a very long time.

During this unbalanced growth, semi-endogenous models share the features

23Some papers model the increase in variety at the consumption level (love of variety)
instead of the intermediate good level. The effect is basically identical.
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of endogenous growth models. Therefore endogenous growth with ¢ = 1 can
be understood as a simplification for the examination of these transitional

dynamics.

3.4 Summary

All models have been presented in a form that reduces the steady state growth
to the technology growth rate. This is consistent with the present empirical
observations that total factor productivity is the main driving force for growth
in industrialized countries (Sgrensen and Whitta-Jacobsen 2005, p. 152). The
results are subsumed by Table 3.1. The key difference in the models is the

technology production function.

Exogenous growth models simply assume (instead of explaining) technology
growth. Therefore, they are not suited to the examination of a long-term

finance-growth nexus, and limited to the examination of transitional dynamics.

In endogenous growth models the steady state technology growth rate is a
function of individuals preferences. The individual decisions affect the techno-
logical progress through three channels.

Firstly, in AK models technology growth is an externality of capital accumu-
lation (Figure 3-3). Due to these positive externality, the market solution is
characterized by suboptimal capital accumulation.

Secondly, in the Romer model allocation of labor to the research sector in-
creases the varieties of intermediate inputs. This larger variety of intermediate
inputs increases the productivity in the final good production.

Thirdly, the allocation of labor?* to the research sector increases the quality,
and thus productivity of intermediate goods in the Schumpeterian model.

In the Romer and Schumpeterian model, technology progress is the result of a
purposely research effort in order to invent an excludable and thus marketable
licence (Figure 3-4). The resulting monopoly position is used to recover the

initial research outlays. Accordingly, these models suffer the static inefficiency

24These models usually focus upon the allocation of human resources, however can also
be varied to accommodate accumulation of resources as the driving force for growth.
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of a monopoly and additionally dynamic inefficiency of nonoptimal research.
In the Romer model dynamic inefficiency is caused by the positive externality
of new innovations upon future research productivity. In the Schumpeterian
model, business stealing, is a negative externality of research. In the Schum-
peterian model it depends therefore upon the extent of business-stealing versus
positive research externalities, if there is too much or too little research.

All endogenous growth models fulfill Solow’s quote (p. 23) that the marginal
product (of technology) is not falling too fast as it (technology) accumulates.
However, these models have been criticized for the so-called scale effect that
they contain, i.e. they imply that large countries grow faster than small coun-

tries. This led to the development of semi-endogenous growth models.

Semi-endogenous growth models share the features of endogenous growth mod-
els as long as they are in the transitional dynamics. Due to the relaxed as-
sumption of the technology productivity parameter ¢ can take values between
zero and one instead of ¢ = 1. The marginal productivity of technology is
decreasing and steady state growth becomes a function of the production pa-
rameters and particularly the population growth rate. Ergo, the steady state
growth rate is not influenced by preferences nor policies, whereby these models

are unsuited to examine steady state impacts of finance.

Subsuming the literature, semi-endogenous growth models appear to be the
most acceptable description of real world economic growth. Thus, any inter-
dependencies of finance and economic growth should depict transitional dy-
namics phenomena. However, phases of transitional dynamics are very long-
lasting and mimic the features of endogenous growth models. In order to focus
upon the relevant mechanisms regarding finance, endogenous growth models
are used in this thesis. This is consistent with the vast majority of literature

analyzing the finance growth nexus.
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3.A Appendix

3.A.1 Ramsey Model Appendix

Auxiliary Calculations

Total capital belongs to the representative household. The motion of total
capital equals income net of consumption. Calculating the per capita capital
motion, the growth rate of the population and the according dilution of capital

has to be taken into account. The result is (3.4):

K = rK,+wlL, —cL,

K 11

E TR

k K L 11
[ A AR S

In equilibrium the market clearing interest rate (3.2) and wage (3.3) can be
used in (3.4) which results in (3.7):

i{? = Ttkt—nkt"—wt—ct :Ttk:t—nk?t‘f‘Akfg—T’k}t—Ct
= Ak*—nk—c

In the steady state the interest rate (marginal return on capital) will be con-

stant, thereby the per capita capital growth rate can be identified as (1 — a)_l g:

Ak®™! = constant
A k
— —1)=—=0
= A (cv )k’
N k1
k_l—ag
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Steady state output grows at a higher rate, as the population is growing as

well:

Y = LAf(k) = LAK"

Y

vy - n+g+a1_ag
B 1
AT

Dynamic Optimization

The method of dynamic optimization is very well explained in the appendix
of Barro and Sala-I-Martin (2004) and is applied in this appendix to the max-
imization problem of the household. The first step is to set up the so-called

(present-value) Hamiltonian
H = u(c)e™ P 4 X [(ry — n) by + 1wy — ],

which has to be differentiated with respect to the control variable ¢; and the

state variable k;:

oH

a—ct - U/(Ct)e(nip)t - )\t = 0 (332)

= Inu(c)+(n—p)t=In\

u” . /\

= ttn-p=+ (3.33)
0H :
a_kt = A (Tt — n) ==X

A
= (rp,—n)= DY (3.34)

This results in [Z—l,/ct} i +n —p+ (r —n) = 0. Further, the transversality
condition lim;_, [A(¢)k(t)] = 0, which can be rewritten (3.32)

lim [UI(Ct)e(n_p)tkt] = 0,

t—oo

must hold. The curvature of the utility curve in the consumption-utility-
diagram is best described by “u—l,lct = —0, which resembles the intertemporal

elasticity of substitution, and is in this case constant, i.e. not affected by

46



growth. This constant intertemporal elasticity of substitution measures the
desire of the individual to smooth consumption (Blanchard and Fischer 1989,
p. 40). The functional form is more commonly known as constant relative risk
aversion (CRRA), however in this model savings are risk-free, whereby the
former notion is more useful. In a growth context constant 6 is also required
to achieve steady state growth. Combining (3.33) and (3.34) results in the

so-called Euler Equation (also known as Ramsey- or Keynes-Ramsey rule):

(T
{—ct] E+n—p+(rt—n) =0

u/

&
—«92+n—p+(7”t—n) = 0

¢ T —p

c 0

Variables in Efficient Units of Labor

%_ E+ 1 é_Aka—nk—c+ 1
Pk \a-1)4" K a—1)7
R % 1
— Aa—l_ _E — a—1 _g
k n k+(a—1)g k n k+a_1g

~ ~

ko= k*—nk—¢—

gk
—
¢c ¢ 1 B aAkt —p 1
& e 1—ag_ 0, 1—ag
¢ aket — p 1
¢ N 975 1 —Oég

Transversality Condition in the Ramsey Model

In order to proof in which cases the transversality condition holds / does not

hold, it is best to integrate the Euler Equation (3.5) to obtain
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T—py
Ct = Cpe ¢

where 7 = fov:t r,dv/t denotes the average interest rate. Using this in the

transversality condition (3.6) results in

lim [U/(Ct)e(nip)tkt} =0

t—o0
lim [(coeﬁpt(—e)e(n-p)tkt] ~ 0
lim [eoe™™"k] = 0. (3.35)

Since ¢y > 0, the transversality condition requires

k

E—l—n—? < 0
k 1
= —r 0. 3.36
k+1_ag—l—n r < (3.36)

In the steady state the interest rate is (3.2, c

I
S
~

r = Aak® !
N a—1
= A« (kAﬁ>
~ 0
= ak® = g + p,
—

and the average interest rate will approximate it. Therefore, the steady state is
consistent with the transversality condition (3.36) if the personal rate of time

preference is sufficiently large (holds by assumption) :

)
0+ g+n—(—g+p> < 0
11—« 11—«
iff
1—0
n g < p
11—«

If the economy is outside the steady state and beneath the balanced growth
path depicted in Figure 3-1, it will approach the crossing of the k = 0 locus
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with the abscissa. Setting limt_ml;: = ¢ = 0 in Equation <1Ac = 0) results in

~ 1
ka—l —
t—00 (n + 1— Oég) )
and the average interest rate will approach (3.2)

lim 7, = lim ak®!

t—o0 t—o0

1
= a(n—l——g).
-«

This low interest rate violates the transversality condition (3.36)

+ + ! (1-a)(n+ ! >0
n—afn = — n
g 11— o7 1— a7 ’

whereby this path can be excluded.

0+

l—«

3.A.2 Endogenous Growth Models Appendix
AK Model Transversality Condition

Since the household side did not change the transversality condition is the
same as in the Ramsey model (3.6) and can be rewritten as before (3.35):
lim; [coe(”_F)tkt] = 0. Using the fact that the marginal return on capital
is a constant (r = aa) in the AK model, the transversality condition can be

rewritten

k
ptn-aa< 0. (3.37)

On the balanced growth path consumption and capital grows at the rate
(va —p) /0 (3.8), i.e.

(aa—p)/0+n—aa =
(1—-0)aa+6n—p
7
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The last inequality holds, since for bounded utility the following is assumed:

© 1 F_pt> 1-6 (n—
g el <
/0 T 0 (coe e 00

—p

=

=

(1=0)+(n—-p) <0

N r(l—@)e—vaHn <0

Beneath the balanced growth path % > E and lim;_ .o, ¢;/k; = 0, 1.e. limy_.o k k=
a—n (3.7") whereby the transversality condition is violated (Equation 3.6 and
3.37):

—4+n—aoa = a—m+n—aa

k
(I1-—a)a > 0

Romer Model

Equation (3.14) is derived as follows

A A
vy = Lp®Y (X)*—wLp—)» PX,
=1 =1
Oy o voae
X, Ly X, ' =P =0

et (P o\
- (E) e (R)

Equation (3.15) is derived as follows

ony e o B
o, — (U-a)li ;(Xz) —w=0
Vi

0 = (1—a)L—F—w.

Equation (3.19) The intermediate good market equilibrium X; can be sub-

stituted in (3.20) using the first order condition of the final good producer
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(3.14). Maximization then leads to Equation (3.19):
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Since the discount factor will never be exactly zero, the bracket has to become

Zero

0 = 1—-(P—-1)—P
( T
Pi—1 = Pi—aP,
P = -

The subscript is no longer required, as this holds for all intermediate goods.
Equation (3.21) results by using the equilibrium price (3.19) and quantity(3.14)

in Equation (3.20): The average discount rate is 7 (v,t) = [1/ (v —t)] [, 7 (w) dw

o
and with P = 1/ = m,, = =% Lp (a?)™=. These identities are used to derive
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the development of the monopoly value V' over time?’:
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In the steady state V = 0 and thus
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Using the equilibrium intermediate good price results in X = Lpaﬁ and
therefore Y = AL Fozl% and Y /A =L Fozl%aa“. In above equation this results

in
(1—a)aY

V= rA

Equation (3.22) Labor market equilibrium results from (3.18) = (3.15):
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25 The integral can be derived applying the Leibniz-Rule:

b(x)
I(z) = /G(I) F(t,z)dt
olw) _ (" oF(t.x) o 0
/am —op A F0@).2) 5 Fla),) 5o

02



Equation (3.23) The steady state R&D activity is derived by equalizing
the technology progress (3.17) with the Euler Equation (3.5), considering the
labor market equilibrium (3.22):

(SLR _ Yo" (L —HLR) —pP
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Lr = =
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Equation (3.30) Similar to the Romer model the value of the monopoly li-
cence depends upon the present value of future monopoly profits. However,
unlike the Romer model there is a chance that the monopoly licence becomes
worthless due to a new invention. The likelihood depends upon research activ-
ity for the next technology Lp, ,, and the time span. Since the probability that
research is successful before time T is 1 — e *&@nT (Aghion and Howitt 1998,
p. 55), the probability for non-success is e *r@+0T, The expected present

value of an existing licence is thus?°:
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The present value of an existing licence does not change over time and thus

X
Vi= — ————— 3.38
Ty + /\LR(H—l) ( )

Thereby, only steady state solutions can be calculated unambiguously. Outside

of the steady state everything depends upon expectations of Lgi1).
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Chapter 4

Review and Discussion of the

Finance and Growth Literature

Financial development has been shown to correlate positively with economic
growth!. This is true for the financial sector in general and for financial in-
termediaries in particular. Here the focus is upon financial intermediaries and
the literature regarding financial markets will only be briefly discussed. A con-
nection between finance and growth has already been emphasized by Bagehot
([1873], 1991), Schumpeter ([1912], 1934), and Gurley and Shaw (1955 and
1967). According to Schumpeter bank loans supply the required purchasing
power and thereby enable the entrepreneur to realize innovation. Early empir-
ical support for the view that financial intermediaries foster growth was sup-
plied by Goldsmith (1969). Examining 35 countries for the period 1860-1963
he identified a positive correlation between the fraction of financial intermedi-
aries assets to GDP and GDP growth itself (Khan 2000). Similarly, financial

repression was identified as growth retarding (McKinnon 1973).

However, suitable theoretical models, which translate the level effect of finan-
cial efficiency into a growth effect, became available only with the development
of endogenous growth models (Pagano 1993), which have been discussed in
Chapter 3.

As discussed in Chapter 2, finance gains importance if there are some frictions

ISee e.g. Levine (1997), Beck, Levine and Loayza (2000), Lucchetti, Papi and Zazzaro
(2001) and Levine (2003).
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within the financial system. Therefore, the models discussing the finance-
growth nexus allow for initial frictions and show that financial development
eases these frictions, whereby there is an impact upon growth.

This chapter utilizes the growth models explicated in Chapter 3 to discuss the
finance-growth nexus literature. Here the focus is upon theoretical causation
from banks to growth in closed economies. Excellent existing surveys of the
relevant literature are for example Pagano (1993), Beci and Wang (1997) and
most prominent Levine (1997 and 2004). To avoid too many duplications of
information from these surveys, some of the literature is omitted in this review,
in favor of more in-depth discussion of classical references and approaches

closest to the newly developed models in Chapter 6 and 5.

Depending on the underlying growth model, two channels for a financial impact
can be distinguished.

In AK-type models the growth rate is a function of capital accumulation. If
financial development affects the accumulation of capital, the transmission
mechanism upon growth is denoted ”capital accumulation channel”.
Similarly, the so-called "capital allocation channel" describes the growth en-
hancing effect if financial development changes the allocation of resources in
favor of the R&D sector. The underlying growth model is then an intermediate
product variety or quality ladder model. However, the production of innova-
tion can require different resources than capital, e.g., labor as in sections 3.2.2
and 3.2.3, whereby the denotation "capital allocation channel" might be mis-
leading. Capital in this context should be broadly interpreted as financial
capital, which enables the use of the required resources.

The capital accumulation and allocation channels are not mutually exclusive
and can both be depicted within an intermediate good variety and quality
ladder growth model. Nevertheless, to ease the overview of the literature, it is
discussed along this criteria. In the subsections classical citations are discussed

in more detail, while the subsequent work is discussed briefly?.

Once the literature is clustered in line with the underlying growth model, it is

2This chapter draws upon and extends many excellent surveys, e.g. Levine (1997 and
forthcoming), and Becsi and Wang (1997). For more detailed discussion of especially the
older literature the interested reader is referred to these.
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further distinguished by the underlying economic function of the bank. Levine
distinguishes five functions of the financial system and discusses the literature

accordingly in his widely cited survey (Levine 1997, p. 691):
e mobilization of savings
e allocation of resources
e exertation of corporate control
e facilitating risk management
e risk pooling and management
e case the trading of goods, service, contracts

He also emphasizes that by fulfilling these functions the financial system pro-
duces a real service and is therefore not a mere ’veil of finance’. In this chapter
a slightly different clustering is used in order to identify more clearly the real
service of financial intermediaries. It can be argued that, for example, the mo-
bilization of savings and allocation of reserves are not a function, but rather
the result of improved corporate control, risk pooling and management. Thus,
here the different real services produced by the financial intermediaries are

used. In the examined finance-growth literature these are
e diminishing liquidity risk,
e diminishing default risk,
e screening and monitoring of borrowers.

By offering these real services, banks can foster capital accumulation and im-

prove the capital allocation.

The newer literature also frequently strives to answer Levine’s question "Why
does financial structure change as countries grow?" (Levine 1997, p, 721). In
other words, these papers examine the theoretical possibility of a two way
causality between the correlation of financial development and growth. In
order to provide a balanced overview, some of these models are also included
in this review. To allow a better focus upon the theory, the empirical results

are separated into another section.
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4.1 Capital Accumulation Channel

The driving force for economic growth within an AK growth model is capital
accumulation®. Therefore financial intermediaries need to foster the accumu-
lation of capital in order to have a positive impact upon growth.

How do financial intermediaries affect capital accumulation? Most of the lit-
erature allow some form of initial financial frictions, which are then alleviated
by the introduction of financial intermediaries. The initial financial frictions
have an impact upon capital accumulation in two different ways. Firstly, they
can cause capital accumulation to fall short to savings, if some of the savings
are lost in the financial process. Reasons for such a gap are, for example, dead-
weight cost due to individual storage holding and information cost. Secondly,
the frictions cause a spread between the marginal rate of return on capital
(loan rate) and marginal rate of return on savings. The resulting change in
the cost of funds (return on savings) can have an impact upon the investment
(savings) decision.

Banks alleviate these frictions and thereby narrow the spread, i.e. ceteris
paribus, they allow for higher returns on savings (deposit rate) and/or lower
loan interest rate. The intuition is that capital accumulation (savings and
investment) increase and, due to the AK mechanism, so does the growth rate.

However, rising interest rates do not necessarily increase savings.

The following excursion thoroughly examines economic agents’ savings choice.
While a decrease of the loan interest rate certainly spurs loan demand and
productive investments, an increase in the deposit rate can even decrease sav-
ings. The reason is that an increase in the return on savings can be split into
two potentially contrary effects. The substitution effect of increasing returns
always induces postponing of consumption, i.e. increase savings. Per contra,
the income effect can induce decreasing savings (Pagano 1993).

Figure 4-1 depicts the choice between current consumption ¢; and future con-
sumption c¢;41*, in other words the savings choice. The optimum is at the tan-

gency point of the intertemporal budget constraint and an indifference curve

3Becsi and Wang (1997) provide a good overview of the finance growth nexus regarding
AK growth models.
4¢441 can also be interpreted as net present value of all future consumption.
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Figure 4-1: Interest Sensitivity of Savings

I°. The negative slope of the intertemporal budget constraint is given by the
interest factor (1 + r). In this context the slope can also be interpreted as the
price ratio of current consumption to future consumption.

The initial endowment is ¢f, ¢}, ;. This endowment can be traded’ at the rate
of transformation (1 + 7). A rise in the interest factor, e.g., due to improved
financial intermediation, twists the intertemporal budget constraint at the so-
called endowment point . Taking as a starting point an optimal choice in
the area left of £°, i.e. for the case of net savings’, it can be seen that the
increased interest income enables higher future consumption.

This impact upon real income is separately depicted by the dotted budget con-

SFrequently the endowment point F is assumed to be at Z. This is correct if the simple
case of income only in period ¢ is assumed, and all future consumption has to be finance via
savings.

6In a closed economy with homogenous individuals it is impossible that everybody dis-
saves (right to E) in the long-run.
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straint. The intuition for the income effect is that increased returns on savings
improve total lifetime wealth and thus allow for more consumption in all peri-
ods. This is nothing else than a reduction of present savings. The substitution
effect (arrow in Figure 4-1) is more intuitive. The agent substitutes current
consumption in favor of now relatively cheaper future consumption. This sub-
stitution effect overcompensates the income effect in Figure 4-1 (indifference

curve 1 — 60 > 07).

However, the alternative grey indifference curves indicate the possibility of
different results. Obviously the extent of the substitution effect depends upon
the curvature of the indifference curves. A measure for this curvature is the
so-called intertemporal elasticity of substitution —u’/[cu”] (Barro and Sala-
[-Martin 2004, p. 91). To be more exact, the relevant’ case of a constant
intertemporal elasticity of substitution is assumed. The instantaneous utility
function® then takes the form u(c) = ﬁckg. The curvature is thus given by
6~'. Three cases can be distinguished.

If 1 — 6 = 0, the substitution and income effect exactly balance. The utility
function becomes logarithmic u(c) = In ¢, and the savings rate becomes insen-
sitive to changes of the interest rate. This situation is depicted by the grey
indifference curve.

If 1 — 6 < 0°, the substitution effect is outweighed by the income. In this case
current consumption even increases, and the savings rate decreases accordingly
(dotted curve).

If 1 — 6 > 0, the intuitive case of an increasing savings rate due to higher
returns results.

The same logic can be applied when examining the impact of decreasing volatil-
ity (risk) of returns on savings (Turnovsky 2000, p. 565). Regarding risk,
— (1 — ) depicts the so-called constant relative risk aversion (Pratt 1964).
Lower volatility increases the total utility of risk averse agents, similar to in-

creased income. This ’income effect’ causes higher consumption and lower

"The growth literature usually uses these kind of utility functions. Other utility function
do not allow for constant savings ratios with economic growth and are thus not suited to
describe steady states.

8Total utility is the sum of all, in our case two, instantaneous utilities.

90f cause the initial utility function is then slightly altered for useful result, e.g. f%c"’

or b+ %c“’.
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savings. On the other hand, lower volatility of returns!® makes saving less
risky and thus induces more savings. In order to achieve the 'normal’ reaction
of an increased savings rate due to decreased risk, again 1 — 6 > 0 must hold.
Having identified the importance of the functional form of the utility function,

the capital accumulation channel literature can be more exactly discussed.

4.1.1 Liquidity Insurance

Banks are associated with the provision of liquidity. They pool the savings
of the society and can quite accurately anticipate future demand for liquidity.
Thus they can invest the optimal amount into high-yielding, but illiquid assets.
From the individuals’ point of view banks are therefore transforming illiquid
assets into liquid deposits (Diamond and Dybvig 1983, p. 402). The following
literature integrates this liquidity providing service of banks, by acknowledging
that less savings need to accrue in form of unproductive storage. Therefore,
even with fixed savings rates, real capital accumulation increases which spurs

positive externalities and growth in an AK framework.

Bencivenga and Smith (1991) is the classical reference for applying this liquid-
ity transformation function of financial intermediaries into the growth context
(Freixas and Rochet 2002, p. 186). They assume that productive capital in-
vestment is illiquid. Without financial markets and financial intermediaries,
the premature liquidation of capital investments is therefore costly. These lig-
uidation costs are a problem for individuals, who do not know ex-ante, when
they wish to consume their savings. As a result each individual agent allo-
cates only a fraction of his savings into productive long-term investment and
the other fraction into liquid but unproductive reserves (e.g., storage). Un-
like the illiquid long-term investment these liquid reserves do not increase the
real capital stock and therefore do not cause technology improvements. Capi-
tal accumulation is diminished additionally, by costly liquidation of long-term
investments by the (ex-post) impatient agents. This situation is depicted in

Figure (4-2), which extends the AK model (Figure 3-3, page 27) for reserves

10These intuitions change if the volatility is in the endowment, instead of the returns. In
that case the agents have an incentive for precautionary savings.
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and liquidation cost. These drive a wedge between savings and capital accu-

mulation.

capital accumulation #  savings

capital accumulation = savings — reserves — liquidation cost

Without financial intermediaries, a relatively large fraction of savings is used
for individual reserve holdings and liquidation costs (dashed lines). The so-
lution is ex-post inefficient as the patient agents will suffer foregone returns
(non-required reserves), and the impatient agent will suffer losses due to costly
liquidation of long-term investments.

Introducing financial intermediaries, Bencivenga and Smith (1991) show that
these improve capital accumulation. Banks pool all agents’ liquidity needs
and hold the correct amount of liquid reserves by the law of large numbers.
Therefore, less savings are 'wasted’ by excessive reserves or liquidation of illig-
uid investments (Figure 4-2). With the underlying AK growth model, the

increased capital accumulation causes higher growth rates as an externality.

Production Sector technology (k*?)
. public good
inputs k, L

consumption goods

uidation ™

Households -
labor + capital 7 reserves N
{

Figure 4-2: Liquidity Insurance by Banks in an AK Model

In more detail the Bencivenga and Smith model is a three period overlap-
ping generation general equilibrium model. That they use basically an AK

model can be seen by the entrepreneur’s production function: ki %k/L}~"
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(Bencivenga and Smith 1991, p. 198). The entrepreneur takes the "technol-
ogy" ki~ (average capital intensity) as given, whereby technology improve-
ments become an externality of capital accumulation. Rewriting Eg_ekf L7 =
Ak,Li 7%, with A = 1 the typical AK structure becomes more visible.

In each period risk averse agents enter the economy. These agents are en-
dowed with one unit of labor when young (period one) and none later. Thus
they rely upon their savings for their middle (period 2) or old age (period
3) consumption. In their middle age, a fraction of 7 realize that they are
patient entrepreneurs, while the leftover (1 — ) turn out to be impatient con-
sumers. Consumers wish to consume all their savings, while entrepreneurs
save it to have productive capital in period three. Initially, Bencivenga and
Smith assume all period one income is saved. Ergo, the optimization problem
is a portfolio choice between an illiquid asset (consumable in period 2 only
at extra cost) and a liquid asset. The side condition is that in period one
the agent only knows the probability distribution of his future consumption
preference. The solution of the risk averse agents is a mixed portfolio which
is ex-post inefficient. Ex-post patient entrepreneurs will have held too much
reserves and suffer forgone returns, while ex-post impatient consumers suffer
costly liquidation of their assets.

In contrast to the individual, due to the law of large numbers, the bank can
better estimate its liquidity needs, i.e. withdrawal of deposits, and holds ac-
cording liquid reserves. Banks can, thereby, offer perfectly liquid deposits with
a high rate of return, whereby all savings are channeled through the banking
system (Bencivenga and Smith 1991, p. 200). Basically bank reserves are
utilized like a public good to insure the society’s liquidity risk and substitutes
individual liquidity holdings which would have been only partially utilized.
Further, because Bencivenga and Smith assume that banks estimate deposit
withdrawing with total accuracy, there is no need for costly liquidation of long-
term investments. Therefore capital accumulation increases and thus economic
growth as an externality also increases, if the savings rate is fixed or rising.

Furthermore, even with endogenously decreasing savings'! (due to a strong

Tn an extension of their benchmark model (Bencivenga and Smith 1991, pp. 204) allow
for variable (endogenous) savings in the first period. However, they assume a logarithmic
utility function. The above discussion showed that in this case, savings are insensitive to
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negative income effect as discussed above), there can be a positive impact
upon growth (Bencivenga and Smith 1991, p. 196). It is sufficient that the
decrease of savings is overcompensated by the shift from liquid to long-term
assets and lower liquidation of long-term assets, whereby total long-term asset

accumulation and growth increase.

In a later paper Bencivenga, Smith, and Starr (1995) refine the above model
by relaxing the assumption of non-existing financial markets and allow for a
secondary securities market. Such a market improves liquidity, as the initial
investor in long-term capital assets can transfer his ownership instead of costly
liquidating the real capital itself. Thus, less individual reserves are required.
Following the logic of Bencivenga and Smith (1991) this should foster growth.
However, the agents can now invest some of their savings in the secondary
market. Unlike new loans and initial public offerings, the transfer of owner-
ship via the secondary market, does not produce new real capital. The seller
of the share simply consumes the revenue. Therefore, the impact upon real
capital accumulation and growth is ambiguous. If the decrease in unproduc-
tive reserves is matched by also unproductive secondary market investments,
the growth rate remains unchanged. Only if some of the foregone reserves are

used for genius capital formation the growth rate increases and vice versa.

The assumption that banks’ perfectly anticipate the liquidity demand (Bencivenga
and Smith 1991), i.e. deposit withdrawals, has been eased by Ennis and Keis-
ter (2003). If the bank can only estimate the liquidity needs, there is a chance
that deposit withdrawals are in excess of reserves. In this case the bank itself
has to undertake the costly liquidation of its long-term assets. Yet, due to
perfect competition and zero expected profits, this negative scenario implies
that not all deposits can be redeemed, i.e. the bank defaults.

Already the possibility of such a bank-default can induce so-called bank runs.
A bank run describes a situation where all depositors withdraw their deposits,
not because they require the funds, but because they fear that the bank holds
insufficient reserves and thus they would suffer a loss (Diamond and Dybvig

1983). In this case their expectation is self-fulfilling, because no bank holds

changes in the rate of return or risk and thus remain 'quasi-exogenous’.
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sufficient reserves to cover a complete withdrawal of deposits. The bank run
itself is inefficient due to massive (unnecessary) and costly liquidation of long-
term investments. Such a destruction of capital has also a negative growth
effect within the AK-framework.

Noteworthy is that already the possibility of bank runs induce inefficiently high
reserve holdings, and thus diminishes growth (Ennis and Keister 2003). The
risk of deposit default induces households to hold some private reserves and
banks to increase their reserves. Therefore, total reserve holdings are larger
and the growth improving effect of banks’ is lower than in Bencivenga and
Smith’s (1991) analysis.

4.1.2 Monitoring and Screening

The classical reference for applying the monitoring service of financial inter-
mediaries into the growth context is Greenwood and Jovanovic (1990) (Freixas
and Rochet 2002, p. 186). They use an AK-growth model and assume asym-
metric information between firms and the lenders of capital. Additionally,
banks are assumed to be better monitors than the individuals (Diamond 1984),
and thus all savings are channeled through the banking system. Improvements
in the banks’ monitoring ability lower transaction costs and allow for a higher
rate of return on savings, whereby capital accumulation increases. Due to the
AK-type production this also increases the growth rate. Further, Greenwood
and Jovanovic (1990) incorporate a two-way causality between the monitoring
ability of the bank and economic growth, by assuming that there are economies
of scale in monitoring.

To be precise they assume two production sectors with constant marginal re-

112, One sector offers a safe but low rate of return, while the

turns to capita
other sector offers a higher but risky return. Further, the realization of the
return is only known by the individual entrepreneur, and outsiders must en-
gage in costly monitoring to acquire this information. Since the information
is nonrival but costly to produce, there is an incentive problem if they are

nonexcludable similar to a public good. Allowing information to be exclud-

12Their linear production function can be interpreted as a short-cut to model the exter-
nality of capital accummulation upon technology.
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able, there is the potential for realizing economies of scale by the avoidance
of double monitoring. The economizing upon monitoring costs increases the
expected net return from risky projects. There will be a shift in capital alloca-
tion from safe but low return projects towards risky high return projects. The
savings ratio itself will remain constant as they assume a logarithmic utility
function (Greenwood and Jovanovic 1990, p. 1079), whereby the savings ratio
is interest inelastic. The shift in the savings allocation is sufficient to cause a
jump in the output level. The according increase in income levels allows for
higher savings and thus induces ongoing higher capital accumulation. Thereby,

a positive impact upon the growth rate is established.

In their survey, Beci and Wang (1997) developed a graphical representation
that elucidates possible growth impacts of financial frictions, within the AK-
framework. Figure 4-3 depicts the marginal return on capital, which is the
constant a in the AK model. Formally, the constant marginal return on aggre-
gate capital has been established by Equation (3.12, page 26). With a CIES
utility function the Euler equation can be depicted as a line in the return -
growth plane. '
¢ r—
c 0 - (EE)

The slope of this line (EE) depends upon the intertemporal elasticity of sub-

stitution §~'. The positive slope in Figure 4-3 depicts the case # > 0, i.e. the
intuitive case where increasing returns are not overcompensated by a strong,
negative income effect. Screening and monitoring costs (mg) cause a spread
between the initial marginal return on capital and the 'net’ return on savings
r similar to a capital income tax. The return net of these costs is depicted
by the grey line. A decrease of these financial frictions, e.g., due to improved
financial intermediation, increases the net return on capital to a — m;.

The increasing net return induces a relative postponement of consumption into
the future, i.e. an increase of the growth rate from gg to g;.

An alternative mechanism to decrease monitoring (screening) costs is improved
monitoring (screening) due to financial development which results in less moral
hazard (adverse selection). With monitoring (screening) costs mg, but increas-
ing monitoring (screening) abilities, the average quality of credit financed cap-

ital investments (quality of creditors) improves. In other words, the expected
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Figure 4-3: AK Growth and Increased Savings

marginal return on capital a increases. Ceteris paribus such an improvement
would shift the initial ¢ and a — mq lines in Figure 4-3 upwards, and spur

growth.

Banks have an advantage in screening and monitoring due to economies of
scale (Section 2.2.3). Beci and Wang let the spread m decrease as depicted
in Figure 4-4, ”indicating that scale effects on costs dominate, and financial
efficiency increases with growth” (Becsi and Wang 1997, p. 54). While the
last part of this quotation is certainly in line with the graph, the first part can
be challenged. Due to constant growth of capital and the consequent growth
of lending, economies of scale would cause a shift in the whole EF'E curve over
time. The decreasing spread in Figure 4-4 rather depicts ” economies of growth”
and not economies of scale in loans. Such ’economies of growth’ are difficult to

justify. Learning by doing for example would shift the whole curve over time

67



ror

~
7

g growth
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and is therefore not suitable as an explanation. One possible explanation is
that higher growth rates can be associated with faster turnarounds of credits.
If the creditor has to apply for new or additional credit shortly afterwards, he
has an incentive to reduces his moral hazard. Under the assumption of this
hypothesis, monitoring cost can decrease with higher growth rates and Figure
4-4 is correct. Regular economies of scale in screening and monitoring would

decrease the spread over time, i.e. shift the curves similar to Figure 4-3.

Economies of scale also imply surprising possibilities for policy interventions.
Decreasing the number of banks, e.g., by limiting banking licence, would in-
crease the average size of existing banks, and allow for the realization of more
economies of scale. Therefore, the cost of intermediation decreases and higher
growth rates can be achieved (Becsi and Wang 1997, p. 53). However, existing

banks might use their market power to act monopolistically and increase the
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spread between their loan and deposit rates in order to realize profits'®. In
this case, the positive impact of economies of scale upon the growth rate is at

least partially diminished.

The issue of bank market power is also is tackled by Amable and Chatelain
(2001). In their model, banks are the only source of finance by assumption'?.
Similar to Bencivenga and Smith (1991) model the individuals have a log-
linear utility function and a portfolio choice between risky deposits (capital
accumulation) and unproductive storage. The deposit rate and thus capital
accumulation is depressed by banks’ market power.

Banks’ market power depends upon the financial infrastructure. Tax financed
infrastructure increases competition!” between banks and the return on de-
posits as opposed to storage. Thus, a larger fraction of the fixed savings ac-
crue on deposits and are intermediated into productive capital. The increase
in capital causes an increase in labor productivity and wages, whereby capital
accumulation and growth are fostered.

The point made by Amable and Chatelain is that infrastructure is costly and
needs to be financed with distorting capital taxes. Therefore, there is a trade-
off between inefficient low competition and inefficient taxing. The optimal
policy intervention is to provide tax financed infrastructure until the marginal
welfare cost of the distortional tax equals the marginal welfare gain due to

improved banking competition.

13Government interventions are further complicated if the steady state is non-unique as
in Jungblut (2004). In his model, increasing returns to scale in the banking sector cause
multiple equilibria. Thereby, the development of the economy is determined by the coordi-
nation of expectations. Both, too tight as well as too loose monetary policy increases the
probability of financial crisis and an accordingly economic slowdown.

4 They focus upon less developed countries, where financial markets are empirically unim-
portant, and this assumption is weak (Amable and Chatelain 2001, p. 485).

15Good infrastructure decreases the market power of banks, e.g. because it diminishes
the traveling cost of bank clients to competing banks. A better suited reason for developed
countries could be improved banking supervision, whereby information regarding alternative
banks’ health is more readily available. This would decrease costly information seeking of
individual bank clients and ease the change of banks.
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4.1.3 Summary and Discussion

Capital accumulation drives growth in AK models. Above discussed mod-
els include banks and show that their existence and development improves
capital accumulation. There are two different ways to implement such an im-
provement. Banks can improve the transformation of savings into real capital

formation and/or cause an increasing savings rate.

In a Bencivenga and Smith (1991) style model not all savings are used for cap-
ital accumulation as some are held in unproductive storage to serve as a buffer
against liquidity risk. Banks can provide liquidity insurance. Thereby, they
improve the transformation of savings into capital accumulation and increase
the latter.

Adding secondary financial market into this framework further improves lig-
uidity (Bencivenga, Smith and Starr 1995). However, this positive effect can
be undermined by large investments of savings into unproductive transfers of
ownerships. Thereby, capital accumulation can even decrease.

Including the risk of bank illiquidity, the possibility of bank runs induces in-
creased storage holding. Thereby the positive impact of banks upon growth is
impeded (Ennis and Keister 2003).

Information cost can have a similar impact to liquidity cost. They influence
the use of savings and thereby the capital accumulation. Information cost
can ’distort’ the investment decision in favor of low risk, low return projects,
whereby income growth and capital accumulation is dampened. Greenwood
and Jovanovic (1990) demonstrated that banks superior monitoring abilities
diminish these ’distortions’. They enable a higher average return on savings

and thereby increased capital accumulation.

An additional mechanism by which capital accumulation is increased is the
impact financial intermediaries (and their development) has upon the rate of
return on savings and the savings rate. Financial intermediaries can improve
the efficiency of finance and thus increase the return on savings (Becsi and
Wang 1997). With a sufficiently strong substitution effect, this causes a shift
in the intertemporal consumption choice in favor of increased savings. Capital

accumulation and growth increase as a result.
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However, it is important to acknowledge that a strong negative income effect
can also induce a decrease in savings. In this case improved financial inter-
mediation would cause a decrease of capital accumulation and growth. This
special case is possible in all of the above models, by assuming an according

utility function.

In addition to the models discussed Levine (1991 and 1992), Bencivenga and
Smith (1993), and Saint-Paul (1992) also combine AK models with finance.

It remains to be said that the Bencivenga and Smith (1991) model and the
subsequent extensions have been classified within the accumulation channel,
despite the use of allocation (deposits versus storage) in the intermediate analy-
sis. The reason for this clustering is that the driving force for all above models
is capital accumulation.

The model could be technically altered to accommodate the capital allocation
channel, by assuming that growth results from capital allocated to a R&D
sector, instead from an externality of capital accumulation. A short, non-
technical description of such a model variety follows. If the R&D sector has
to compete for capital with a ’standard production’ sector and investments in
both sectors differ in their liquidity, Bencivenga and Smith-type banks would
increase the growth rate via the capital allocation channel. The reason is
that capital accumulation in the standard production sector does not have a
positive externality upon growth, while capital allocated to the R&D sector
fosters growth.

The economic intuition for a difference in liquidity can be seen in the more
opaque characteristic of R&D investments as well as in the high degree of sunk
cost of R&D. The opaque characteristic of R&D projects makes it difficult to
establish a fair market price for the traded shares in the secondary market!
(Akerlof 1970), compared to more transparent standard production firms. The
cost of individual ”liquidation” via transfer of ownership can be seen in the
accordingly higher discount on R&D shares resale value. Further, R&D outlays
are, to a greater extent, the wage bill (non-retrievable) and the investment

in specialized equipment, which has hardly any alternative uses if the firm

16This mechanism is also used in Bencivenga, Smith and Starr (1995).
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itself is liquidated. This contrasts to standard production firms’ assets, which
consist, to a large fraction, of standard machinery and buildings, which have
alternative uses and thus can be sold more easily. Ergo, it seems plausible that
R&D investments are less liquid.

However, it can also be argued that R&D and standard investments differ in
their riskiness rather than their liquidity. Such a distinction is used in the new

model developed in Chapter 6.

4.2 Capital Allocation Channel

“[The banker| stands between those who wish to form new com-
binations and the possessors of productive means. ... He makes
possible the carrying out of new combinations, authorizes people,
in the name of society as it were, to form them. He is the ephor of

the exchange economy.” (Schumpeter [1911], 1934, p. 74)

In the Romer and Schumpeterian growth models (Sections 3.2.2 and 3.2.3),
growth is generated by the allocation of resources towards a R&D sector.
Thus, any changes regarding the resource allocation immediately affect the
growth rate. How do financial intermediaries affect the allocation of resources?
Similar to above discussed capital accumulation channel, banks ease existing
financial friction by their superior ability to screen and monitor lenders as well
as diminishing risk. Banks, thereby, affect factor prices and the allocation of

resources.

The major difference between this and the previous section is that savings
as well as capital accumulation can remain constant. For a positive impact
upon the growth rate, it is sufficient that the level of resources allocated to
successful research activity increases. Thus, in order to focus upon allocation,

the following discussion largely overlooks the impact upon accumulation.

4.2.1 Screening

The fact that not all credit applicants are equally creditworthy and that banks

have competence in screening credit applicants is used by the seminal paper
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of King and Levine (1993). They use a Schumpeterian growth model (Section
3.2.3), where the growth rate is determined by the allocation of labor towards
the R&D sector (see Figure 4-5). Wages in the R&D sector are credit financed,
depicted by the dotted lines in Figure 4-5. In order to grant these credits,
banks must engage in costly screening of the credit applicants’ creditworthi-
ness. These screening costs increase the cost of credit finance and thus drive a
wedge between the wage rate and the marginal cost of (credit financed) labor
in the R&D sector. The higher the screening cost, the less labor is allocated

towards R&D activities whereby the growth rate decreases.

Intermediate Goods Sector

technology
()]
intermediate
goods (X)

Banks
screen credit applicant R&D Sector
Final Goods Sector & diversify risk — = =1 labor + technology
* .- - =new designs

| credit financed
| wages
" /
,
/

1
1 1
1
1

labor (Lg)
final goods

1 \ 4
Households
labor, financial savings

Figure 4-5: Schumpeterian Growth Model with Bank Finance

Since this model (King and Levine 1993a) is extended in Chapter 5, a more in-
depth discussion follows. The success of R&D activities is uncertain. This real
world fact is included in the model, by assuming that the time until success
is stochastic for each individual research project. Further, research projects

require more than the entrepreneur’s labor input. Thus external finance is
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useful (diversification) and necessary (King and Levine 1993a).

The need for screening esteems from assuming two types of agents who differ in
their entrepreneurial skills. Only a fraction of the population has the ability to
engage productively in R&D activities. The other fraction of the population
has no entrepreneurial skills and would fail for sure if they engage in R&D
activities. However, knowledge regarding the individual skill level is private,
and all agents do apply for finance. These asymmetric information are the
source of market failure. Banks have the ability to identify entrepreneurial
skills through costly screening. King and Levine assume that these screening
costs are sufficiently low, to allow for deposit rates that are superior to the
expected return of a ’gamble’ by financing directly without screening. As a
result, all finance is indirect via the banking system and there are no financial
markets.

The financial aspect of the model is depicted by the doted lines in Figure 4-5.
The R&D sector pays its work force by taking out bank loans and transferring
the according deposits to the household. In aggregate!”, these deposits are bal-
anced by the households’ savings. Technology growth itself is driven by labor
allocated to the R&D sector instead of its alternative use in the intermediate'®
good sector.

Even with perfect competition between banks, there will be a spread between
the loan rate (r;) and the deposit rate (r4), i.e. 7, > 74, as the bank needs to
cover its screening costs. The interest rate spread drives a wedge between the
marginal present value cost of credit financed labor (1 + 7)) w/ (14 1r4) > w
and the wage rate w. It is important to notice that the discount rate is the
opportunity cost of foregone deposit returns 74, and not the loan rate ;9. The
initial financial friction, therefore, increases the effective wage bill in the R&D

sector, and thus dampens the R&D demand for labor. Vice versa, financial

1"The exact acceptance and distribution of deposits is not included in King and Levine’s
(1993) analysis. This is part of the extension in Chapter 5, and will be elaborated upon
there.

18That labor is used in the intermediate good sector instead of the final good sector has
no influence upon the model outcomes.

9The opportunity cost of the loan is not the redemption of the loan. This can be seen
in two ways. Firstly, an immediate redemption of a new loan means that there is no loan
and thus nothing to evaluate. Secondly, if the loan rate is used to calculate present values
of loans, the present value becomes independent of the loan rate. In other words, creditors
would be indifferent between high and low loan rates which is obviously incorrect.
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development, which decreases the screening costs, decreases the spread and
induces increased allocation of labor towards R&D and thus higher growth
rates.

The impact upon the labor allocation via the demand side is strengthened
if the deposit rate also changes, and households are risk averse (CIES with
1—-6>0).

The unambiguously positive impact of financial development in the above
model (King and Levine 1993a, p. 519 and p. 525) has been challenged
by easing the assumption that the R&D sector is the exclusive debtor of banks
(Galetovic 1994). By allowing other non-innovative sectors to require and de-
mand bank loans, the allocation of credits depends upon the relative financial
frictions of the sectors. An improvement of financial intermediation then in-
creases the total amount of finance channeled by the banking system. However,
whether the R&D sector receives more or less resources also depends upon the
relative financial frictions. Similar to the income and substitution effect, the
amount of resources allocated to the R&D sector hinges upon the increase of
total resources allocated via the financial system (income effect) and the rel-
ative gains in credits and thus in purchasing power (substitution effect). If
financial development decreases intermediation cost of loans to non-innovative
sectors more than to the R&D sector, a relative shift on the bank’s asset side
against R&D lending will result (Galetovic 1994). If this relative shift (neg-
ative substitution effect) is large, it can outweigh the efficiency gains due to
financial development. Less resources are allocated to R&D and the growth
rate is depressed.

In order to derive these results, Galetovic (1994) uses a Romer growth model
(Section 3.2.2). Labor is allocated between a consumption good producing sec-
tor, a capital producing sector, and the R&D sector. Capital itself is the input
of intermediate good production. Due to decreasing marginal returns, capi-
tal accumulation is not a source of long-term growth (unlike the AK model).
Galetovic does not explicitly model the financial friction, but assumes that
all finance is indirect via banks and states that their ”information gathering,
screening, and monitoring” matters most for growth (Galetovic 1994, p. 6).

Basically, he allows for different loan rates and thus different effective marginal
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labor costs. If financial development diminishes the spread, and thus loan rate,
for the non-innovative sectors more than for the R&D sector, the differences in
the effective marginal labor cost will increase. Therefore, the non-innovative
sector’s loan demand increases relatively more, and there will be a shift in the
bank’s asset portfolio against the R&D sector. The relative gain in credits
allows the non-innovative sector to increase its share in the labor demand as
well. Thus, labor is withdrawn from the R&D sector and growth is depressed.
By associating credits for "capital" with long-term finance, and the financing
of researchers’ wage bills with short-term finance, Galetovic also emphasis the

importance of short-term loans for growth.

Allowing for self-selection in addition to screening, increased (interbank) finan-
cial frictions can even foster growth. This unusual and counterintuitive result
has been shown by Huang and Xu (1999)?°. They extend a Schumpeterian
growth model by allowing for asymmetric information about the success type
of researchers. The information asymmetry is sufficiently high so that all
researchers rely upon bank finance. The innovation of their model is the in-
clusion of the fact that entrepreneurs require finance over a period of time and
the entrepreneur himself and the bank learn about the credibility during this
time. They assume three consecutive stages of finance and the possibility for
self-selection.

At stage one, finance is granted to all applicants as they are ex-ante identical.
At stage two, the researcher learns if he is able (creditworthy) or not. At stage
three, the bank can identify the ability of the researcher. The private payoffs
for unable researchers are assumed to be the lowest when finance is rejected
at stage three. Thus, unable researchers will self-select already in stage two, if
they expect to suffer a lack of finance at stage three.

However, when unable researchers expect ongoing bank finance at stage three,
no self-selection at stage two will take place. Such ongoing bank finance of
unable researchers results if the credit at stage three is profitable (ex-post),

despite the ex-ante non-profitability of the joint second and third stage credit.

20A similar result in a different context is derived by Bencivenga and Smith (1993). In
their model improvements in the production technology decrease self-selection and thus
increase credit rationing by banks.
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Since the stage two bad credit can be considered a sunk cost in stage three,
the bank cannot trustworthy precommit to withhold stage three credits.

For this special case, increased interbank frictions can improve the outcome.
The frictions reduce the marginal return of lending at stage three for the
bank. If the frictions are high, financing unable researchers at stage three
will be unprofitable for the bank. Thereby, unable researchers anticipate that
they will not obtain ongoing finance and choose to self-select at stage two, i.e.
they do not apply for credits. The allocation of resources is improved as able

researchers receive more resources at stage two, and the growth rate increases.

4.2.2 Monitoring

While screening activity of banks takes place before a credit is granted, mon-
itoring describes the activity ex-post to the loan contract. With asymmetric
information and limited liability of the borrower, the lender has to assure that
the borrower is not diverting funds to unproductive or more risky uses (moral
hazard). Further, the borrower might falsely pretend to default, whereby costly
monitoring of the real outcome of his projects is required. Monitoring cost
cause a spread between the loan and deposit rate exactly the same way as

aforementioned screening costs.

The difference between the capital accumulation channel and the capital allo-
cation channel is most obvious in the model of Morales (2003). In her model
economic growth is associated with lower capital accumulation. She uses a
Schumpeterian growth model and assumes that banks have a special monitor-
ing technology which induces better efforts of entrepreneurs than the market
can do. The R&D sector and the intermediate good producers compete for
financial capital. While increase real capital accumulation increase interme-
diate output, it does so at the cost of dampened R&D activities and reduced
technology growth.

The implication for policy interventions is that subsidies to the bank, reduces
monitoring cost and fosters growth, while direct subsidies to the R&D sector
can decrease the effort of entrepreneurs and diminish growth. Yet, subsidies
must be financed with distortionary taxes, whereby the welfare effect of sub-

sidizing banks is ambiguous, despite fostering growth.
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The literature also discuss a two way causality between financial development
and growth. De la Fuente and Marin (1996) extend an overlapping generation
version of the Romer growth model for endogenous effort of the entrepreneur
and monitoring effort of banks. Similar to previous literature asymmetric
information regarding the effort of the credit financed entrepreneur induces a
moral hazard problem which is diminished by bank monitoring. Bank finance
is superior to market finance, because they can avoid duplications of costly
monitoring and thereby realize economies of scale.

The key difference of their work is that monitoring effort of the bank itself is
endogenous. The effort of the bank is determined by the relative factor price
between capital and labor, which are the input factors for monitoring. As a
result, changes of the relative factor price, due to economic growth, feedback
upon the optimal monitoring effort of the bank.

Economic growth increases the marginal productivity of labor and capital.
However, labor cannot be accumulated and the productivity improvements
are balanced by higher wages. Capital, on the other hand, can be accumu-
lated. Thus, additional capital is used for monitoring purposes. The result
is an increased monitoring effort of the bank. The according decrease in the
loan-deposit spread depicts endogenous financial development. As in previous
models the decreasing spread also induce more allocation of resources to the
R&D sector and thus higher growth rate.

4.2.3 Default Risk Diversification

Risk averse agents are willing to engage in risky activities only at a risk pre-
mium. This risk premium increases the cost of credit financed resource for the
R&D sector similar to aforementioned monitoring and screening costs. One
typical function of banks is to allow for improved diversification of risk (Section
2.2). Then the risk premium decreases, and in line with it, the cost for the
R&D sector of credit financed resource. R&D activity increases and growth is
fostered.

Most of the literature (e.g., King and Levine 1993, and Morales 2003) assumes
that the bank can perfectly diversify the risk associated with R&D activities.

The introduction of financial intermediaries is improving diversification and
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possibly growth in one step in these models, however interdependencies are
not explicitly discussed. Especially, improvements of diversification over time

are not depicted by those models.

Improved diversification can be used to explain reversed causality of the finance
and growth correlation. In a Romer growth model, the amount of new product
variation increases over time (Equations 3.13 and 3.17 in Section 3.2.2). If the
risky R&D projects are not perfectly correlated, there is a scope for diversi-
fication. Further, if diversification is not immediately perfect as in King and
Levine (1993), growth and the according increase in R&D projects improves
the scope for diversification. Blackburn and Hung (1998) formalize this idea.
Similar to de la Fuente and Marin (1996) banks advantage over market finance
is the avoidance of duplication of costly monitoring. However, instead of focus-
ing upon monitoring of R&D projects, they include the famous question 'who
monitors the monitor’ (Krasa and Villamil 1992). In their model depositors
have to monitor banks in case of a bank default to avoid bank cheating. This
additional level of costly monitoring increases the spread between loan rates
and the rate of return on savings, whereby credit financed R&D becomes more
costly. In other words, R&D and thus economic growth is dampened by im-
perfect diversification. Economic growth allows banks to better diversify and
less cases of bankruptcy will occur. Thereby, costly monitoring of banks de-
creases, the spread dwindles, and more resources are channeled towards R&D
activities. The result is a two-way causation of economic growth and improved
financial efficiency. An interesting special case in their model is the possibil-
ity of a zero growth trap. If the economy is not developed sufficiently, the
low diversification can cause prohibitively high monitoring cost. In this case
there will be no R&D investment and no growth. Blackburn and Hung (1998)

suggest financial liberalization as a potential way out.

4.2.4 Summary and Discussion

Just as in the capital accumulation channel, the literature generally assumes
initial imperfections within the financial sector which are alleviated by the
introduction and improvements of banks. However, the underlying growth

models are of Romer- and Schumpeterian-type and no increased capital accu-
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mulation is required. Growth is a function of resource allocation towards the
R&D sector. The initial financial imperfections cause a relative increase in the

cost of resources for credit financed sectors.

In the King and Levine (1993) model banks screen credit applicant and lend to
creditworthy researchers. Any improvement in the screening technology then
diminishes the cost of credit financed R&D, increase the amount of finance
channeled to researchers, and thus allows them obtain a larger fraction of the
productive means just as described in the Schumpeter quotation on page 72.
However, since the relative purchasing power is of importance in order to obtain
a certain share of the (fixed) labor force, the impact of improved screening is
ambiguous if banks lend to non-research sectors as well. If the screening of non-
research sectors improves relatively more than screening in the R&D sector,
the latter will suffer a relative loss in credit. Due to the importance of relative
purchasing power, less resources would be allocated to R&D activities and
growth would be depressed (Galetovic 1994).

An alternative to screening is a scheme that induces self-selection of bad credit
applicants. Such a scheme depends upon trustworthy commitment of adverse
consequences is the bad credit applicant does not self-select. In very special
circumstances, financial development can undermine banks’ ability to precom-
mit, if it eases for example ongoing finance of bad creditors. Huang and Xu

(1999) show that in such a case financial development diminishes growth.

If creditors differ in their action ex-post to the lending decision, monitoring
is required. Better monitoring assures that researchers use more effort and
research productivity and growth is fostered (Morales 2003). Productivity
growth works against the decreasing marginal productivity of capital and al-
lows for increased use of capital in production. If capital is also an input
for banks’ monitoring, the bank will increase its monitoring efforts due to
technology growth (de la Fuente and Marin 1996). Thereby, improvements
in financial intermediation are endogenous and there is a two-way causality

between finance and growth.

Such a two-way causality has also been shown by Blackburn and Hung (1998) .

However, they use the increasing number of intermediate inputs in Romer-type
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growth models to allow for increasing diversification of risk. The increase in
diversification diminishes the risk of banking default and the according costly
monitoring of banks. Financing R&D activities becomes relatively cheaper
and more R&D takes place, which allows for even more diversification and

growth.

4.3 Empirics

There exists a vast and increasing amount of empirical literature examining
the relevance of the finance and growth nexus in general and also for bank
efficiency and growth more specifically. Since the task in this thesis is to
deepen the theoretical understanding of the finance growth nexus, this section
gives only a very brief overview of the latest literature conclusions. More in-
depth discussion can be found in the surveys of e.g., Levine (1997, 2003 and
forthcoming), Wachtel (2003), and especially Eschenbach (2004), who provides
an extensive table of most recent relevant papers. Very accessible is Khan
(2000).

The quintessence of the empirical literature is that the level of financial de-
velopment in general is positively correlated with economic growth. FEspe-
cially, banks’ development level is positively associated with economic growth
(Levine, Loayza and Beck 2000, p. 31).

The level of financial development can only be measured by proxies. For
example the proxies used by Levine et al. (2000) to measure the level of bank

development are

o % as a common measure for financial depth,
° credits to the private sector as a measure fOI‘ R&D ﬁnance’

GDP

credits by nongovernmental banks

ot oredits as a proxy for efficiency, i.e. state credits are

presumed inefficient, and

credits to the private sector
total credits

as a proxy for efficiency, i.e. controlling for credit

financed government expenditure.
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Of cause, correlation does not necessarily imply causation. However, the causal
impact of banks’ upon growth can empirically not be rejected and the economic
impact is relevant (Levine et al. 2000, p. 35). For example Argentina would
have enjoyed an increase of 1 percentage point of real per capita GDP, if its
banking sector would have developed according to the average of developing
countries (Levine et al. 2000, p. 35). The importance of banks is further
strengthened by the finding of Levine and Zervos (1998) that equity markets
are not an adequate substitute for a well developed banking system.
Regarding the economic mechanism via which banks might influence growth,
the capital accumulation and allocation channel have been distinguished. There
is support for both channel, i.e., financial development fosters (human) capi-
tal accumulation and total factor productivity growth (Benhabib and Spiegel
2000). Models implying that increased liquidity diminishes savings or growth
are not supported empirically (Levine and Zervos 1998).

Table 4.1 provides a short overview of the latest empirical literature and some
literature omitted by Eschenbach (2004).

Another topic frequently examined in empirical works is the performance of
market- versus bank-based financial systems. Generally, the market-based fi-
nancial sector of the U.S. is considered to depict a very high level of financial
development, while bank-based financial sectors, as for example the German fi-
nancial sector, are associated with 'underdeveloped’ financial markets*' (Allen
and Gale 1995b, p. 180). Therefore, it is easy to presume that bank-based
systems will suffer lower growth rates. Empirically not the question of market-
versus bank-based systems matters for growth, but rather if the existing finan-
cial sector provides financial services on a high level (Levine 2002). A prereq-
uisite for an efficient provision of financial services is a well functioning legal
framework, which is therefore empirically relevant for growth (Levine 2002).
Another finding is that developed economies are more prone to market finance,
while developing economies are bank-based (Tadesse 2002). However, the mi-
crostructure of the economy is also of importance. Economies relying on small

firms perform better with bank-based financial systems (Tadesse 2002). In line

2L Allen and Gale (1995) examine non-technically welfare implications of both systems.
They basically find that no system is dominating the other.
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with these results, Beck and Levine also established that stock markets and
banks affect economic growth rather as complements than substitutes (Beck
and Levine 2004).
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4.4 Summary

The development of endogenous growth models enabled the formal description
of the long presumed connection between the level of financial development
and economic growth. Banks can foster growth either by increased capital
accumulation within an AK model, or improved capital allocation in a Romer
and Schumpeterian growth model. Most models allow for market imperfections

which are eased by banks real services. Table 4.2 subsumes the literature.

Several reasons why banks foster capital accumulation have been formalized.
Due to the law of large numbers, banks can offer liquid deposits (liquidity
insurance) even if their own assets are highly illiquid. Less savings, thereby,
accrue in the form of unproductive reserves and real capital accumulation
increases. Similarly, superior monitoring by banks diminishes the deadweight
loss of monitoring cost and allow for increased capital formation.

Necessary for the capital accumulation channel to work is that the diminished
risk and increased return on savings, respectively, do not strongly diminish the
savings rate. Such a situation could occur if the income effect of the efficiency
gain is strongly negative and outweighs the substitution effect. However, all
of the above models assume CRRA utility function with 1 — 6 > 0, whereby
the savings rate remains constant or is even increasing in diminished risk and
increased returns. Further, there is no empirical support for the hypothesis

that financial development diminishes capital accumulation.

Models using capital allocation towards an R&D sector as the driving force for
growth usually do not utilize liquidity risk. Rather these models focus upon
banks’ ability to process information ex-ante and ex-post to the lending deci-
sion by screening and monitoring. Usually, it is assumed that the R&D sector
is more opaque and thus relies more upon bank-finance than the final good
sector. Improved information processing by banks then changes the relative
financing cost in favor of the R&D sector. As a result, the R&D sector will

attract more resources, and technology growth increases.
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The consensus view of the empirical literature can be subsumed by the fol-
lowing three statements. The correlation between financial development and
growth is at least partially due to a growth-fostering impact of finance. Finan-
cial intermediaries do play a significant role. The growth impact occurs via

capital allocation rather than capital accumulation.

In regard to policy interventions the literature suggests that additional frictions
like taxes upon banking activities retard growth (King and Levine 1993a). In
fact subsidizing banks can be a better way to foster growth than subsidizing
R&D directly (Morales 2003). However, due to its costs, such an intervention
is not necessarily welfare-increasing.

The existence of economies of scale implies that an oligopolistic or even mo-
nopolistic banking sector could provide financial services more efficiently than
a polypolistic banking sector. An artificial limitation of banking licences
can therefore foster growth. On the other hand, such an argument must
be balanced with the loss of efficiency due to monopoly pricing (Becsi and
Wang 1997).

What is missing in the literature? The majority of the aforementioned mod-
els focus upon the link from bank services to economic growth, modelling the
bank itself in a rather mechanical way. With the exception of Ennis and Keis-
ter (2003), and Blackburn and Hung (1998), banks themselves do not face any
risk as they can perfectly diversify liquidity and credit risk. For the purpose
of narrowing the focus to a certain link between banks and growth, such as-
sumptions are useful. Nevertheless, banks do face liquidity risk, and it can
easily be argued that the default risk of R&D loans cannot fully be diversi-
fied either (Ingves 2001, p. 8). In fact, the large maturity mismatch between
banks’ assets and liabilities make banks themselves highly illiquid and liquid-
ity management is one of the key tasks of bank management. Further, banks
are highly leveraged (Table 2.1, page 8), and thus certainly face a significant

solvency risk.

Despite banks’ ability to diversify risk by their size and modern financial in-
struments, complete diversification cannot be achieved in the real world. Ennis
and Keister (2003) acknowledged banks’ imperfect foresight regarding their de-

posit withdrawals. They focus in their analysis upon the systemic risk of bank
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runs. However, it can be argued that banks in developed financial systems
care more about frequently occurring liquidity needs due to interbank deposit
transfers of their customers, than the systemic risk of a bank run. The prime
example of individual liquidity risk and cost is the Long Term Capital Man-
agement (LTCM) crisis. The cost of serving the sudden withdrawal of liquid
liabilities, in combination with illiquid assets, caused the effective liquidation
of the LTCM (Scholes 2000). In order to include and examine the impact
of bank liquidity risk, Chapter 5 extends an endogenous growth model for

stochastic deposit transfers and interbank frictions.

Bank deposits in well developed economies are perceived as a safe investment
(quasi no default and liquidity risk) by households. It is noteworthy that
the function of transforming risky loans into safe deposits is accounted for in
the finance-growth literature only due to perfect diversification. However, in
the real world, banks achieve the quasi safe return on deposits by using their
equity as buffer to smooth loan defaults. Therefore, the intertemporal risk
(see Section 2.2) is transferred to the bank. A possible explanation for the
neglect of this important effect in the discussed literature is that the bank is
owned by the representative household. In this case the diminished losses on
deposits are exactly offset by increased losses on equity, whereby no transfer of
risk occurs. In order to depict the transfer of default risk, the representative
deposit holder must differ from the bank owner, i.e. heterogeneous agents are
required. Therefore, Chapter 6 uses heterogenous agents in an endogenous
growth model to examine the impact of bank solvency risk upon economic

growth.
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Chapter 5

Banks’ Liquidity Risk and

Interbank Frictions

One important function of banks is to provide liquidity. From an outside point
of view, banks "transform’ illiquid loans into liquid deposits. However, in order
to make deposits liquid, i.e. to serve deposit withdrawals, the bank itself holds
some liquid assets. The bank can only maintain the illiquid loans as long
as deposit withdrawals do not exceed the liquid assets. In other words, the
banks balance sheet contains a large maturity mismatch of assets (loans) and
liabilities (deposits). Ceteris paribus, the bank itself is therefore very exposed

to the risk of illiquidity.

In the real world, banks can cover temporary liquidity shortages by interbank
credits. Considering the interbank market’s function as a device for the allo-
cation of funds as well as its size, it is of presumable importance. However, a
connection between the interbank market efficiency and economic growth has
not been previously examined!. There is good reason to believe that there
are high information frictions in the interbank market. Banks’ assets are very
difficult to evaluate, whereby banks themselves are the most opaque borrowers
of all financial institutions (Merton 1995, p. 25). The financial strength of
banks is difficult to evaluate even for experts evident in their disagreements

(Morgan 2002). The example of Resona supports this view. Resona, the fifth-

!The discussed article by Huang and Xu (1999) focuses upon consortium banking, i.e.
several banks coordinate a joint credit to a borrower.

89



largest Japanese bank at the time, was able to report a capital-adequacy ratio
of 6%, although its real capital-adequacy ratio had been as low as 2% (Rainy
Day for Resona 2003).

The following model attempts to fill this gap, using a simplified version (Aghion
and Howitt, 1998) of King and Levine’s (1993) model as a starting point. The
underlying growth mechanism is the standard Schumpeterian growth model.
Likewise to King and Levine (1993), banks screen credit applicants, allocate
according credits, and issue deposits to households. The model is extended by
allowing for imperfect diversification of liquidity risk.

As in the real world, deposits are used as a means of payment. The more
banks there are, the higher the chance that deposit transfers between two
banks do not exactly match. In this case the 'net recipient’ bank gets a claim
against the bank of the transferring depositor. Interbank credits can be used
in order to avoid prohibitively costly liquidation of assets (loans). However,
due to interbank information frictions, these credits are assumed to include
a deadweight cost. Figure 5-1 depicts the addition of deposit transfers and
interbank credits to the King and Levine model (Figure 4-5 on page 73).

The extension of these costly interbank credits induce banks to hold publicly
observable reserves. Reserves can be used as collateral in order to avoid the
interbank risk premium. Despite optimal reserve holdings, the liquidity risk
will increase the loan-deposit spread. Thereby, credit financed R&D activity
becomes less attractive and less labor is allocated to this growth-producing

sector. Therefore, the growth rate becomes a function of interbank frictions.

Sections 5.1 describes the model setup. Section 5.2 solves the model and
discusses the comparative statics. Possible policy interventions are discussed
in a non-formal manner in Section 5.3. The results are summarized, and the

key assumptions are discussed in detail in Section 5.5.
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Figure 5-1: Schumpeterian Growth Model with Interbank Frictions

5.1 A Model with Reserve Optimizing Banks

As in Aghion and Howitt (1998), the production side of the model consists
of final good sector, intermediate good sector and R&D sector. The final
good sector produces consumption goods, using intermediate goods as input.
Intermediate goods are supplied by a monopoly producer, which uses labor
and existing technology as factors of production. The monopoly position is
obtained by means of a patent-licence, which allows the production of the latest
intermediate good. New patents are produced with labor by a competitive
R&D sector. Financing is frictionless for final and intermediate good producers
by assumption, but more complex for the R&D entrepreneur. He is assumed
to rely upon bank finance due to imperfect information. Banks can reveal the
relevant information by screening.

Additionally, intraperiod stochastic deposit transfers by the depositors are
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permitted so that banks can face illiquidity or excessive liquidity at the end of
the period. These balance in the aggregate, but induce a demand for interbank
credits. Banks’ asset quality is not public knowledge, as opposed to reserve
holdings. Thus, reserve-backed interbank credits do not have a spread, while
unbacked credits do. The representative household supplies labor inelastically

to the sectors and optimizes via its consumption choice.

5.1.1 Final Good Sector

The final product (y;) is produced with the intermediate input (z;), which is
associated with the technology (A4;)?.

Y = AIIE? (51)

Profits of the final good producer are the difference between the final product
and outlays for x at price p: m, = Az — px. The first order condition for the

use of intermediate inputs is
p=aAr*? (5.2)

The resulting profit 7, = (1 — a)Axz® is given to the workforce by a lump-sum

transfer®. All produced final goods are non-storable consumption goods

y=c. (5.3)

5.1.2 Intermediate Good Sector

The intermediate good sector can produce the intermediate good (z) with one
unit of labor (L,).
r =1L, (5.4)

2The notation is oriented at Aghion and Howitt, i.e. the setup is written in technology
terms (¢) and not in time (¢). Note that Aghion and Howitt call them ¢ and 7. King and
Levine (1993) allow for a variety of intermediate inputs and different levels of technology.
Thus indexing for technology is not helpful and they use a time index. Where the indexes
are not required, they are suppressed in favor to clarity.

3The inclusion of labor as a factor of production is an alternative, although it complicates
the model without providing additional insight.
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Labor is employed at the market wage rate (w) . The intermediate producers’
profits are
Tp = p(x)r —wl,, (5.5)

and the first order condition for the use of labor in intermediate manufacturing

is

w=PT) @), (5.6)

Innovations are assumed to be ”"drastic”, i.e. only the latest intermediate input
is competitive (Aghion and Howitt 1998, p. 74). The intermediate good pro-
ducer who obtains a licence for the latest patent obtains a monopoly position.
With perfect competition in the patent market, the price of innovation equals

the present value of the expected monopoly profits V.

Ty
V=—= 5.7
Td%-ALR&D ( )

The discount rate cons