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Abstract

The study of bioenergetics encompasses energy transformations in organisms. The most
common manifestation of this is the ability of organisms to derive energy from its envi-
ronment, to transform it into a biological useful form, and use it to grow, respond and
reproduce. At a molecular and cellular level, a central issue is the coupling of energy-
yielding to energy-consuming processes. Simulation of these processes often require the
consideration of several length scales ranging from the electronic structure to continuum
electrostatics. To handle the computational demands especially involved with conforma-
tional sampling, multiple-length-scale approaches that integrate different levels of length
scale and theory are an attractive technique. In this work, multiple-length-scale techniques
are used to investigate the problem of proton blockage in aquaporins and the phenomenon
of color tuning in rhodopsins. Rhodopsins for instance transform light into a proton gradi-
ent (bacteriorhodopsin bR) or a photosensory response (phoborhodopsin ppR). The relation
of aquaporins to bioenergetics is their to facilitate very efficiently the transmembrane flow of
water but preventing dissipation of the energy stored in proton gradients across membranes
by impeding proton transfer (PT) through the protein.

For characterizing the progress of long-range PT, first a new reaction coordinate (RC) is
proposed and then used to simulate the PT in a model channel. The simulation suggests
that this RC can be used efficiently for computing a meaningful potential of mean force. The
new RC also eliminates the problems encountered by earlier suggestions and works without
assuming a mechanism a priori. In addition, the effect of environments with variable electro-
static properties on the PT energetics demonstrates that the employed QM/MM/continuum
electrostatics simulation protocol is capable of describing this aspect of heterogeneous envi-
ronments found in biological systems.

Using these techniques, the aquaporin GlpF is investigated. The simulated water struc-
ture in the pore of GlpF is found to be consistent with previous experimental and theoretical
studies. A simulation without proper treatment of long-range electrostatics, in contrast,
lacks this pronounced water structure. For the PT through GlpF, a free energy barrier of
∼25 kcal/mol, sufficiently high to impede PT through the pore, is found. A perturbation
analysis further indicates that the main contribution to the free energy barrier is the desol-
vation penalty for transferring a proton from bulk solvent to the single water file through
the pore rather than distinct structural elements of the protein.

The mechanism of color tuning in the rhodopsin family of proteins is studied by compar-
ing the optical properties of bR and ppR. Despite a high structural similarity, the absorption
maximum λmax is strongly shifted between them. Using a coupling of efficient methods, a
wide variety of aspects including dynamical effects required for the calculation of absorp-
tion spectra are studied. The calculated shift ∆λmax and the magnitude of the band width
agree well with experimental results. Using mutation studies and the analysis of vibrational
properties allows the clear identification of two main and equally important factors that are
responsible for about 90 % of the spectral shift: the counterion region at the extracellular side
of retinal and the amino acid composition of the binding pocket. The good agreement be-
tween the theoretical and the experimental results shows that modern quantum mechanical
methods can not only reproduce but also interpret spectral properties of photoproteins.
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Kurzfassung

Die Bioenergetik befasst sich mit der Erforschung der Energieumwandlungen in Organis-
men. Sie besitzen die Fähigkeit, aus der Umgebung Energie zu gewinnen, in eine ver-
wertbare Form umzuwandeln und zu Wachstum, Irritabilität und Reproduktion einzu-
setzen. Ein zentraler Aspekt auf molekularer und zellulärer Ebene ist die Kopplung von
energieerzeugenden und energieverbrauchenden Prozessen, deren Simulation oftmals die
Betrachtung mehrerer Längenskalen, angefangen von der elektronischen Struktur bis hin
zu Kontinuumselektrostatik, erfordert. Um die damit verbundenen Ressourcenanforderun-
gen insbesondere beim ”conformational sampling” zu bewältigen, bietet sich die Kopp-
lung von unterschiedlichen Längenskalen und Theorien an. In dieser Arbeit werden Mul-
tilängenskalenansätze verwendet, um das Phänomen, dass Aquaporine keine Protonen lei-
ten und das der Verschiebung des Absorptionsmaximums in Rhodopsinen zu untersuchen.
Rhodopsine wandeln Licht beispielsweise in einen Protonengradienten (Bakteriorhodop-
sin bR) oder eine photosensorische Reaktion (Phoborhodopsin ppR) um. Die Bedeutung
von Aquaporinen für die Bioenergetik besteht in ihrer Eigenschaft, einen effizienten Was-
sertransport durch Membranen bei gleichzeitiger Blockade von Protonen zu ermöglichen,
wodurch die in Protonengradienten gespeicherte Energie erhalten bleibt.

Zunächst wird eine neue Reaktionskoordinate (RK) für die Beschreibung von langreich-
weitigem Protonentransfer (PT) eingeführt und für die Simulation des PT in einem Modell-
kanal verwendet. Die Rechnungen zeigen, dass diese RK eine effiziente Berechnung eines
aussagekräftigen Potentiales mittlerer Kraft ermöglicht. Ferner löst die neue RK Probleme
vorheriger Ansätze und kommt ohne die Vorgabe eines Mechanismus aus. Darüber hinaus
zeigt der Einfluss unterschiedlicher dielektrischer Umgebungen auf die Energetik des PT,
dass eine QM/MM/Kontinuumselektrostatik-Kopplung geeignet ist, den elektrostatischen
Einfluss heterogener Umgebungen in biologischen Systemen korrekt zu beschreiben.

Diese Techniken werden anschließend auf das Aquaporin GlpF angewandt. Die simulier-
te Wasserstruktur im Kanal stimmt gut mit vorherigen experimentellen und theoretischen
Resultaten überein. Ohne die korrekte Behandlung der langreichweitigen Elektrostatik geht
diese Wasserstruktur jedoch verloren. Für den PT durch das Aquaporin GlpF wird eine freie
Energiebarriere von ∼25 kcal/mol berechnet, was ausreicht, um PT durch den Kanal zu ver-
hindern. Mittels einer Störungsanalyse wird weiterhin gezeigt, dass die Desolvatation eines
Protons beim Übergang aus dem Solvens auf die Wasserkette durch den Kanal die Barriere
dominiert. Einzelne strukturelle Elemente des Proteins haben auf die Barriere vergleichs-
weise geringen Einfluss.

Der Mechanismus der spektralen Verschiebung in Rhodopsinen wird anhand des Ver-
gleichs der optischen Eigenschaften von bR und ppR untersucht. Deren Absorptionsmaxi-
mum ist trotz ausgeprägter struktureller Ähnlichkeit stark verschoben. Unter Zuhilfenahme
einer Kopplung effizienter Methoden werden verschiedene Aspekte, einschließlich dynami-
scher Effekte, die für die Berechnung von Absorptionsspektren notwendig sind, untersucht.
Die berechnete Verschiebung ∆λmax und Bandenbreite stimmt gut mit experimentellen Wer-
ten überein. Ferner erlauben Mutationsstudien und die Analyse von Schwingungen die ein-
deutige Identifikation von zwei gleichwertigen Faktoren, die für ∼90 % der spektralen Ver-
schiebung verantwortlich sind: der Bereich der Gegenionen auf der extrazellulären Seite
des Retinals und die Zusammensetzung der Bindungstasche. Die gute Übereinstimmung
von theoretischen und experimentellen Resultaten verdeutlicht, dass moderne quantenme-
chanische Methoden in der Lage sind spektrale Eigenschaften von Photoproteinen nicht nur
zu reproduzieren sondern auch zu verstehen.
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Chapter 1
Introduction

1.1 Bioenergetics

It is generally accepted that the cell is the smallest biological unit that is has the
ability to derive energy from its environment, transform it into a biologically useful
form, and utilize it to drive the familiar activities of organisms. In this context bioen-
ergetics is the research of energy transformations in organisms and comprehends all
three mentioned aspects. The incipiencies of bioenergetics as a scientific discipline
date from the observation that plants produce oxygen and animals consume oxygen
by Priestley and Lavoisier in the 19th century.

At the cellular and molecular level a central issue of bioenergetics can be summa-
rized in the phrase “energy coupling”. Organisms clearly need energy for their fa-
miliar activities and the required energy is provided by the metabolism, for instance
by respiration, fermentation or photosynthesis. However, it was an open issue for a
long time how the energy-yielding and energy-consuming processes in the cell are
coupled.

One answer to this issue was provided by Lohmann, Fiske, and Subbarow, who dis-
covered adenosine triphosphate (ATP) in 1929 [1, 2], and Lipmann, who developed
in 1941 the concept of “phosphate-bond energy” as a principle between energy-
generating and energy-utilizing cellular processes [3]. While energy-generating pro-
cesses are coupled to the synthesis of ATP, the hydrolysis of ATP in turn provides
the necessary energy for the performance of work. Being the general currency of
energy in the cell, ATP thus plays a similar role as money in economics.

A second milestone was the discovery that organisms additionally avail a second
completely different energy currency: namely the energy stored as ion gradients
across membranes. This concept of energy coupling using ion currents, the chemios-
motic theory, was first generally expressed by Mitchell in the 1960s [4] and rewarded
with the Nobel Prize in 1978.

The connective motif is the ”coupling ion” - which is pumped by a transport pro-
tein (”ion pump”) across the membrane at the expense of some energy source; the
generated ion concentration gradient is then used by a second transport protein

1



2 Chapter 1. Introduction

(”turbine”) to perform some useful work. This circular flow can be understand as a
”biological” circuit.

The elegance of this concept can be illustrated by the photosynthesis in some
Halophilic archaea [5, 6]. The cellular membrane of some Halobacteria contains the
photoactive protein bacteriorhodopsin [7] (bR) which acts as a simple light driven
proton pump. It converts the energy of absorbed light into a proton concentration
gradient across the membrane. This gradient, in turn, is used to chemiosmotically
drive ATP synthase, which in a pump-turbine metaphor thus represents the turbine.
The same fundamental principle is used in the ATP synthesis by respiration or by
photosynthesis.

However, the circular flow of ions through membranes in bioenergetics poses the
issue that an efficient coupling of the exergonic and endergonic part of the ”biologi-
cal” circuit depends on an topologically closed insulating membrane with a low ion
permeability. Nonetheless, the membrane must be selectively permeable for cellular
needs such as essential nutrients or water. One most interesting group of the highly
selective membrane transport proteins that facilitate these exchange processes are
aquaporins [8] which facilitate the movement of water across the membrane but are
impermeable to ions.

1.2 Rhodopsins and the Problem of Color Tuning

Light is used throughout the biosphere as major energy source for organisms. The
photosynthetic reaction centers in plants and bacteria convert it into chemical en-
ergy in the form of a proton concentration gradient across the cell membrane. The
same goal is achieved by the light-driven proton pump bacteriorhodopsin (bR) in
some halophilic archaea.

Beyond its use as energy source, organisms use light to gain information about their
environment, for example in the vision process in animals or phototaxis in archaea
and bacteria. In many cases, the basis for both processes, the energy and informa-
tion gathering process, are retinylidene proteins (rhodopsins), the most prominent
family among the photoreceptor proteins [9, 10].

The family comprises ion transporting proteins and phototaxis receptors from ar-
chaea as well as visual pigments in eukarya, like the cone pigments in the human
eye [10]. All rhodopsins share some structural features [10]: The light-absorbing
chromophore is retinal (vitamin-A aldehyde), a conjugated polyene chain with a
β-ionone ring at the end. The apoprotein (opsin) contains seven transmembrane he-
lices forming an internal binding pocket for the retinal which is bound covalently
via a protonated Schiff base linkage. The absorption of a photon leads to the isomer-
ization across one of the double bonds of the polyene chain of the chromophore as
primary phototransduction event. The isomerization triggers a photocycle during
which the proteins pass through a series of structural alterations that leads to vec-
torial transport of a proton for bR, for instance, or activates a signaling cascade for
visional pigments.
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Figure 1.1: Absorption spectra for the human short- (S), medium- (M), and long
(L) wavelength sensitive cone pigment and rhodopsin (R). Source: Wikipedia after
Bowmaker et al., J. Physiol., 298, 501 (1980).

The Phenomenon of Color-Tuning

The great pervasiveness of rhodopsins can phenomenologically in part credited to
their flexibility to adapt the optical properties of their chromophore to fit the respec-
tive biological function. The absorption maximum of the opsin-bound retinal varies
over an extreme range from 345 nm (ultraviolet) to 610 nm (red) [11, 12]. This pro-
vides organisms with the ability to detect color, on the one hand, and the possibility
to adapt the pigments to be most sensitive to the predominating light conditions of
the habitat and respective function on the other hand [12–15].

The human eye, for example, contains pigments in the cone cells, often referred to
as cone pigments, which are sensitive at short (410 nm, blue), medium (532 nm,
green), and long wavelength (563 nm, red) and are responsible for the color dis-
crimination [16] (Fig. 1.1). The pigments in the rod cells, on the other hand, referred
to as rhodopsin, are responsible for dim-light vision and absorb at ∼500 nm [17],
which is near the maximum of the spectrum of the solar radiation passed through
the atmosphere, to attain maximal sensitivity.

For the same reason deep-see fish have pigments that are perfectly adapted to the
prevailing blue light of the depths of the oceans. On the other hand, fish living in
freshwater often additionally have pigments sensitive to red light, since freshwater
is relatively transparent to red light [12, 13]. Some fish even show UV sensitivity as
some birds and insects do [12, 14]. While the advantage of UV vision of fish is not
evident, many flowers have markings with UV reflectance attracting pollinating in-
sects and birds. Only the fact that the spectral sensitivity of man and insect overlap
enables us to catch a glimpse of some of their visual displays not originally intended
for us.

The halophilic archaea Halobacterium salinarum, on the other hand, lives in nearly
saturated salt brine exposed to bright sunlight [18]. It has the ability to switch from
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respiratory to photochemical ATP synthesis, if the concentration of oxygen is to low
for respiration (semianaerobic conditions) – a flexibility that is rather unique among
both simple and complex organisms. Besides bR, its membrane contains three more
rhodopsins: halorhodopsin (hR), sensory rhodopsin I (sRI), and phoborhodopsin
(pR) [10, 19]. bR and hR carry out light-driven proton and chloride pumping, respec-
tively, across the membrane. This results in a hyperpolarization of the membrane
applied to synthesize ATP. The sensory rhodopsins (sRI, pR), on the other hand, are
phototaxis receptors that convert light into attractant (sRI) or repellent (pR) migra-
tory behavior of the archaea.

The absorption maximum of the four rhodopsins is partly significantly different re-
flecting their adaption to the biological function. pR is a blue light-activated repel-
lent receptor with an absorption maximum at ∼500 nm (blue-green light) [20], near
the maximum of the solar spectrum at the Earth’s surface. Its production is induced
under aerobic conditions in order to guide the cell to darkness to avoid possible
photooxidative damage. In contrast, the absorption maximum of bR, sRI, and hR is
red-shifted by about 70 nm relative to pR to 560-590 nm (yellow-orange light) [10].
They are synthesized under semianaerobic conditions and the attractant phototaxis
of sRI guides the cell to orange light, where the proton pumping of bR is maximally
activated.

Summarizing, there are miscellaneous photic environments throughout the bio-
sphere – ranging from the dim light in the depth of oceans to the bright sunlight
in deserts–and rhodopsins have been perfectly adapted to each of these conditions.
The wavelength regulation or color tuning problem means therefore at least at a
molecular level to identify the mechanisms that determine the wavelength pigments
absorb at. The molecular details of these mechanisms are yet a subject of consider-
able debate.

A protonated retinal Schiff base in methanol absorbs at 440 nm [21]. The shift of the
absorption maximum between this value and that in proteins is called ’opsin shift’
and must arise from the unique protein-chromophore interaction in each pigment.
Recently, the determination of the absorption maximum in vacuum succeeded [22] so
that in principle the opsin shift can now defined with respect to the vacuum value.
Closely related to the opsin shift is the absorption shift between different proteins,
which basically measures the difference between the interaction of two apoproteins
with the chromophore.

Numerous experimental studies for sundry rhodopsins have revealed details on
the mechanisms determining the opsin shift and the shift between different pro-
teins [21, 23–31]. For example, a highly twisted conformation of retinal has been found
in various proteins [32]. The experimental techniques range from comparison of the
amino acid sequence of rhodopsins [33–36] over UV-VIS [23, 24, 37, 38], Raman [29, 39–42],
and NMR studies [25, 43–47] of retinal or retinal analogs in solution, solid state or var-
ious proteins to spectroscopic investigation of mutants [26, 28, 48].

Nevertheless, the mechanistic details are unclear on an atomistic level, wherefore
theoretical investigations have been used as an complementary approach and pro-
vided further insight [49–62]. But a coherent or quantitative explanation is often dif-
ficult to achieve. Computational techniques are in principle able to compute ex-
citation energies for retinal. For the wavelength regulation, however, the protein
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environment plays a crucial role as it determines the geometry, dynamics, and elec-
trostatic embedding of the chromophore. Hence, the effect of the protein on the
chromophore has to be included. To account for thermal fluctuations of the ge-
ometry and electrostatic potential, conformational averaging has to be performed.
Therefore, the choice of a suitable method with the required accuracy and the ability
to reproduce environmental influences correctly is of particular importance as well
as a simulation setup which allows an efficient description of the complete system.

This work will in parts attend to the color tuning in archaeal rhodopsins, in particu-
lar the spectral shift between bR and pR. These rhodopsins provide an ideal test case
for the investigation of the mechanisms of the color tuning, because of the numerous
experimental information available.

1.3 Aquaporins and the Problem of Proton Blockage

Water is the major component of cells. Its movement between cells is mainly re-
stricted by the cell membranes which are highly effective barriers protecting the en-
closed compartment. While the membrane itself is impermeable for ionic and most
molecular species, embedded transport proteins provide selective permeability for
cellular needs to be satisfied. Essential nutrients, specific ions, and unwanted sub-
stances are brought in and released, respectively, and water is exchanged with the
cells environment in order to maintain its volume.

Among the highly selective membrane transport proteins which are involved in
these processes, the facilitation of rapid water permeation across membranes is pro-
vided by aquaporin water channels [8]. The family thus plays a key role in establish-
ing and maintaining organism-wide and tissue-specific homeostasis.

Before the discovery of the aquaporins, it had been assumed for a long time that
water is exchanged due to simple diffusion through the membrane. This view, how-
ever, was challenged by multiple experimental observations (reviewed in refs [63–
65]), such as a tissue specific intrinsically high water permeability (e.g., red blood

Figure 1.2: Ribbon represen-
tation of the aquaglycoporin
GlpF with the pore through
the protein depicted as solid
surface.
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cells or renal tubules), which suggested a proteinaceous nature of the water trans-
port. The issue, however, remained disputed until the discovery of the first aqua-
porin, now designated aquaporin-1 (AQP1), in the late 1980s and early 1990s in the
group of Peter Agre [66–69].

Today more than 350 aquaporins are known and members of the family have been
found in virtually every organism, ranging from plants, microbials, and inverte-
brates to vertebrates. In humans alone eleven highly specialized aquaporins (AQP0
to AQP10), which are expressed specific to the respective tissue, are known by
now [8, 70, 71].

Their physiological importance is further emphasized by the actuality that their site
of expression often coincide with clinical phenotypes: AQP1 and AQP2, for instance,
are highly abundant in renal tissue [72–74] and have been confirmed to be involved
in abnormal kidney function [75]. Individuals with mutations in the AQP2 sequence
suffer from a form of nephrogenic diabetes insipidus [76]. AQP0, on the other hand,
was identified in ocular lens fiber cells [77] and inherited defects in the gene en-
coding of AQP0 [78] were demonstrated to cause congenital cataract affecting small
children. Interestingly, the mutation affects a highly conserved residue believed to
be important for the protein structure [79].

The aquaporin family comprises the classical aquaporins that conduct only water
and aquaglycoporins that additionally conduct glycerol and sometimes other small
solutes [80–83]. In Escherichia coli, for instance, two aquaporins, a classical aquaporin
(AqpZ) and an aquaglycoporin (GlpF), have been found.

The Problem of Proton Blockage

Aquaporins facilitate the transmembrane flow of water, but at the same time the
electrochemical properties of the membrane have to be unaffected. Proton concen-
tration gradients across cell membranes or subcellular membranes serve as primary
energy source. To maintain these gradients is therefore as important as the water
permeation itself.

Aquaporins reconcile these two aspects – high water permeability with an efficient
blockage of protons and other ions. This is most intriguing since the proton is
the smallest cation and exhibits an outstanding mobility in aqueous solution [84, 85],
which is attributed to the fact that it is exceeding rapidly conducted along hydro-
gen bonded networks of water molecules, known as Grotthuss mechanism [86, 87]. In
fact, the mobility of protons is three times higher than that of water itself.

The structure of aquaporins supports a line of water molecules through the pro-
tein [88, 88–90] allowing bi-directional single-file passage of water molecules driven
by the osmotic pressure close to the diffusion limit. But in contrast to other water
filled transmembrane channels such as gramicidin [91–93], aquaporins are imperme-
able to protons or ions. The reasons for the rejection of ions are without controversy.
The energy penalty for conducting ions is enormous [94, 95] since the channels neither
are able to accommodate fully hydrated ions because of the pore dimension nor pro-
vide residues that could fully solvate ions. The molecular details of the exclusion of
protons, however, are highly disputed.
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Experimental studies provided the atomic structure of several members of the aqua-
porin family [82, 96–101] and set the stage for first speculations regarding the mecha-
nism of proton exclusion. Aquaporins are currently among the membrane proteins
with the highest atomic resolution. But experimental investigations of the molecular
mechanisms remain challenging and only few studies are available [102, 103].

Theoretical analyses, on the other hand, have been proved to provide mechanistic
insight at an atomic level regarding both, the permeation of water and the exclusion
of protons. Indeed, several studies first mainly addressed the mechanism of the
efficient water permeation [88–90, 104, 105] and later increasingly also the mechanism of
the water/proton selectivity [88, 104–112]. But despite the effort, the atomic details of
the mechanism are still disputed, even if recently the discussion has been reduced
to two contradictory explanations.

The controversies reflect the fact that the theoretical studies face a number of chal-
lenges. It is indispensable to incorporate the proton transfer (PT) reaction explicitly.
The simulation of the PT through aquaporins further involves a large number of
groups explicitly. A sufficient conformational sampling of the protein and solvent is
thus increasingly inevitable in order to obtain a quantitative estimate of the transfer
kinetics. And finally, the electrostatic effect of the protein matrix and highly het-
erogeneous environment of protein, solvent, and membrane has to be considered
adequately.

The adumbrated challenges involve different length scales, wherefore this work will
in parts attend to the simulation of the proton exclusion in the aquaglycoporin GlpF
using a multiple-length-scale approach.

1.4 The Investigation of Bioenergetical Processes with

Multiple-Length-Scale Approaches in this Work

The simulation of the outlined bioenergetical processes involves the consideration
of several length scales. The explicit calculation of the proton transfer in aquapor-
ins requires an atomistic description and involves the breaking and formation of
bonds. A quantum mechanical treatment or an appropriate approximation, e.g.,
semiempirical treatment, is therefore required. The same applies to the calculation
of excitation energies which requires knowledge about the electronic structure of the
chromophore.

For the last years, various quantum mechanical methods have been applied to calcu-
late excitation energies for retinal or proton transfer reactions with increasing accu-
racy. The potential of these QM methods is enormous considering the speed gain of
computational resources in recent years. Nevertheless, with commonly available fa-
cilities, the computational costs prohibit the incorporation of the environment, pro-
tein or solution, except for model systems or a sufficient amount of conformational
sampling at the same level of theory. The incorporation of the protein and solvent
environment, however, is crucial for an understanding of the mechanisms involved
in the color tuning or the water/proton selectivity.

An intuitive yet powerful alternative to overcome the computational restrictions is
to partition the system in a multiple-length-scale approach treating different parts
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Figure 1.3: Schematic representation of a multiple-length-scale approach as used in
this work.

of the system with different levels of theory each with different abilities, accuracies,
and computational demands (Fig. 1.3). In this work, the popular hybrid quantum
mechanical/molecular mechanical (QM/MM) [113–122] approach combining a quan-
tum mechanical with a molecular mechanical method is used. The quantum me-
chanical method describes the chemically active region where an explicit descrip-
tion of the electronic structure and the breaking and formation of chemical bonds
is required. The molecular mechanical method, on the other hand, allows the in-
corporation of the remaining protein at an atomic level because of its advantageous
accuracy to computational costs ratio.

Furthermore, special care has to be taken to the careful treatment of long-range elec-
trostatics in complex, inhomogeneous protein, solvent, and possible lipid membrane
environments, in particular with regard to effects such as the electrostatic shielding
due to different dielectric environments [123–131]. In order to consider these effects ef-
ficiently, the QM/MM approach is further extended with a coupling to continuum
electrostatic methods [128, 130, 132–135] thus incorporating the effect of different dielec-
tric environments. The main advantage of continuum electrostatic method is their
great efficiency and the fact that they give the correct long-range behavior for the
electrostatic interactions in solution, while the neglect of explicit atomic interactions
is their main disadvantage.

The integration of three levels of length-scale and theory - quantum mechanics,
molecular mechanics and continuum electrostatics - unites their strengths.

1.5 Overview over this Work

The following two chapters introduce the theoretical fundamentals required for this
work. In chapter 2, the methods applied to describe biological systems and their
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basis principles are presented. The QM/MM approach and its coupling to a contin-
uum electrostatic approach is introduced chapter 3.

Following, the development of a new reaction coordinate for describing long-range
proton transfer is presented in chapter 4. Previous approaches and their drawbacks
are discussed. Further, the new reaction coordinate is tested for a model channel
using the introduced multiple-length-scale approach.

In chapter 5 and 6, the developed and introduced methods are applied to study the
water/proton selectivity in GlpF and the color tuning in archaeal rhodopsins. At
the end of this work, a conclusion in chapter 7 summarizes the results.





Chapter 2
Theoretical Foundations

In the following chapter, the methods applied in this work will briefly reviewed. It
is subdivided into two topical parts; methods applied to calculate the energy of a
molecular system are introduced in the first part, while simulation techniques are
outlined in the second one.

Knowing the energy of a molecular system as a function of the nuclear coordinates
allows to determine stable conformations, their relative energy, the barriers sepa-
rating them, or the time dependence of molecular structures and properties. The
methods used in this work rely on the atomistic description of molecular systems
meaning that the atoms are treated explicitly. They can further separated into meth-
ods based on the electronic structure (sec. 2.1) and force field methods (sec. 2.3).
Both methods have their advantages and shortcomings wherefore a combination of
both in a multiple-length-scale approach is used [136].

For the major part of this work the CHARMM27 force field [137] (sec. 2.3.1) and the
SCC-DFTB method [138] (sec. 2.1.3), both implemented in the CHARMM (Chemistry
at HARvard Molecular Mechanics) program suite [139], are applied. Their combina-
tion has been successfully applied to various biological systems [127, 140–146] and pro-
vides an advantageous costs to accuracy ratio. Details about their combination are
discussed in the next chapter. The introduction of the OM2 method [147] (sec. 2.1.5)
and the MRCI technique [148–150] (sec. 2.2) used to calculate excitation energies com-
plete the first part of this chapter.

In the second part, the fundamentals of free energy computations are shortly out-
lined. After an introduction to the concept of the potential of mean force, the um-
brella sampling technique will be discussed (sec. 2.4.2). Underlying techniques such
as molecular dynamics will not be explained. Instead, I refer to corresponding text-
books [149, 151].

2.1 Electronic Structure Methods

The time-dependent Schrödinger equation covers any nonrelativistic problem in
the description of the electronic structure of matter. But in most cases, atoms or

11
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molecules without time-dependent interactions are investigated, wherefore one can
focus on the time-independent Schrödinger equation:

Hψ = Eψ (2.1)

2.1.1 The quantum mechanical many-body problem

For an isolated system of N electrons and M nuclei, the Schrödinger equation reads
in the stationary case:

Ĥtot({R}, {r})Ψtot({R}, {r}) = E Ψtot({R}, {r}) (2.2)

where Ĥ is the Hamilton operator and Ψtot the many-body wave function for the
system of electrons and nuclei described by the coordinates of the nuclei {R} and

electrons {r}. E denotes the Eigenvalue to Ĥtot and is the total energy of the system.

In the Born-Oppenheimer (BO) approximation the movement of electrons and
heavy nuclei is decoupled. For this purpose, the wave function of the system is
decomposed into a product of nuclear ΨN({R}) and electronic Ψel({R}, {r}) wave
functions. The coordinates of nuclei enter into the electronic wave function only
parametrically. Thus, the simplified notation is used in the following:

Ψ({r}) = Ψel({R}, {r}) (2.3)

Accordingly, the Hamilton operator of the molecular system is decomposed into an
electronic and a nuclear part:

Ĥtot({R}, {r}) = T̂N + V̂NN︸ ︷︷ ︸
ĤN{R}

+ T̂e + V̂Ne + V̂ee︸ ︷︷ ︸
Ĥe({R},{r})

(2.4)

in which T̂ and V̂ denote the operator of the kinetic and potential energy for the

nuclei (N) and electrons (e). The electronic Hamilton operator Ĥe depends also

parametrically on the coordinates of the nuclei via the potential V̂Ne, describing the
interaction between nuclei and electrons.

Using the product ansatz for the wave function and Hamilton operator, the
Schrödinger equation (eq 2.2) is decomposed into two equations for electrons:

ĤeΨe({r}) =
(

T̂e + V̂Ne + V̂ee

)
Ψe({r}) = Ee Ψe({r}) (2.5)

and nuclei:

ĤNΨN({R}) =
(

T̂N + V̂NN + Ee

)
ΨN({R}) = EN ΨN({R}) (2.6)

In this work, the nuclei are treated classically. Therefore, the quantum mechanical
problem reduces to finding solutions of the electronic Schrödinger equation (eq 2.5).
The subscript “e” will be omitted in the following. The solution yields the electronic
states {Ψm}, whereas m = 0 refers to the ground state and m > 0 to the excited
electronic states.

Ĥ Ψm({r}) = Em Ψm({r}) (2.7)
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Although the complexity of the many-body problem is reduced significantly, the
remaining electronic problem is still a many-body problem of interacting electrons,
wherefore an analytically exact solution is impossible. There are several approaches
to find approximate solutions. Well-known classes of methods are the Hartree-Fock
(HF) method and post-Hartree-Fock methods derived from it [152, 153] and the den-
sity functional theory (DFT) [154]. The first and latter are the basis for the OM2
(sec. 2.1.5) and DFTB method (sec. 2.1.3), respectively, used in this work.

2.1.2 Density Functional Theory

The basic idea behind the density functional theory (DFT) of electronic structure is
to replace the many-body wave function Ψ({r}) by the electron density n(r), which
depends only on three coordinates instead on 3N for the N-electron wave function.
In the following, a short introduction into the basic principles is given ∗.

The Hohenberg-Kohn theorems

The fundamental theorems of the density functional theory by Hohenberg and
Kohn [155], legitimize the use of the electron density n(r) as basic variable and ensure
the existence of a variational principle for the energy.

The first theorem states that the ground-state electron density determines the external po-
tential. Thus it determines the number of electrons, the ground-state wave function
Ψ, and all other electronic properties of the system including the total energy:

E0 = E[n0(r)] (2.8)

However, the exact functional which maps the electron density to the energy is un-
known. The universal functional F[n] that maps the electron density n of a free
electron gas to its energy F[n] may written within the Hohenberg-Kohn scheme as:

FHK[n] = T[n] + Vee[n] (2.9)

where T[n] and Vee[n] are the functionals of the kinetic energy and the electron-
electron interaction. The expression for the total energy as functional of the electron
density then reads:

E[n(r)] = FHK[n] +

∫
vext(r) n(r)dr = T[n] + Vee[n] + Vext[n] (2.10)

The second theorem states the following energy variational principle: The functional
E[ñ] = F[ñ] +

∫
vext(r) ñ(r)dr assumes its minimum E0 at the ground state density ñ0(r).

The goal of all DFT methods is to find the functional connecting the electron density
with the energy. A first approximation by Thomas and Fermi assumed a nonin-
teracting uniform electron gas and explicit approximate forms for T[n] and Vee[n]
were constructed. But the calculation of the kinetic energy has constituted a severe
problem [154, 156], which was partially solved by Kohn and Sham [157].

∗For the rest of this section atomic units will be used. The atomic unit of length is the Bohr radius,
the atomic unit of energy is Hartree.
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The Kohn-Sham method

The inventive idea by Kohn and Sham [157] was to introduce orbitals in the density
functional theory in order to calculate the kinetic energy simply with good accuracy.

The underlying assumption is a system of N noninteracting electrons. It can be
described by one-particle wave functionsψi(r) and associated occupation numbers
ni, with ni = 1 for N orbitals and ni = 0 for the rest. In this case, the ground-state
kinetic energy and total electron density can be written as

F[n] = Ts[n] =
N∑

i=1

ni

〈
ψi(r)

∣∣∣t̂
∣∣∣ψi(r)

〉
=

N∑

i=1

ni

〈
ψi(r)

∣∣∣∣−
∆

2

∣∣∣∣ψi(r)

〉
(2.11)

and

n(r) =
N∑

i=1

ni|ψi(r)|2 with N =
occ∑

i=1

ni (2.12)

But these expressions are no longer valid for a system of interacting electrons. Then
the expression of the kinetic energy in the above form is generally no longer possi-
ble. The idea of Kohn and Sham was to assume a reference system of noninteracting
electrons for which the ground state electron density is exactly the one of the inter-
acting system.

But the kinetic energy Ts[n] is still not the exact kinetic energy functional T[n]. There-
fore, a separation of the universal functional F[n] was suggested in such a way that
Ts[n] is its exact kinetic energy component:

F[n] = Ts[n] + J[n] + Exc[n] (2.13)

The coulomb functional J[n] describes the classical electrostatic energy of electron-
electron repulsion

J[n] =
1

2

∫∫
n(r)n(r′)

|r − r′| drdr′ (2.14)

and the so-called exchange-correlation energy Exc[n] contains the correction for the
kinetic energy, the correlation energy as well as the nonclassical part of Vee (eq 2.9),
the exchange energy. The exchange-correlation energy is therefore defined as the
difference between the exact Hohenberg-Kohn functional FHK[n] and the energy
components Ts[n] and J[n]

Exc[n] = FHK − Ts[n] − J[n] (2.15)

The expression for the total energy (eq 2.10) now takes the form:

EKS =
N∑

i

ni

〈
ψi

∣∣∣∣−
∆

2

∣∣∣∣ψi

〉
+

∫
vext(r)n(r)dr + J[n] + Exc[n] (2.16)

All terms of this expression except the last one are known analytically. But since the
Hohenberg-Kohn functional FHK is unknown, Exc[n] is also unknown and must be
approximated.
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Starting from the expression for the total energy in eq 2.16, the ground state density
can be obtained by applying the variational principle which eventually results in
an eigenvalue problem, the Kohn-Sham equations, with an effective one-electron

Hamilton operator ĥ and the eigenvalues εi:

ĥ |ψi〉 = εi |ψi〉 i = 1 . . . N (2.17)

ĥ = −∆
2

+ ve f f = −∆
2

+ vext +

∫
n(r′)

|r − r′|dr′ + vxc[n] (2.18)

The exchange-correlation potential vxc[n] is defined as the functional derivative of
Exc:

vxc[n] =
δExc[n]

δn
(2.19)

It is important to note that the operator ĥ acting on the Kohn-Sham orbitals ψi

depends itself on the density n[r] and hence on the orbitals. Therefore, the set of
eqs 2.17 has to be solved self-consistently.

Using the sum over the eigenvalues εi, the total energy (eq 2.16) can be rewritten as:

EKS
tot =

N∑

i

niεi −
1

2

∫∫
n(r′)n(r′)

|r − r′| drdr′ −
∫

vxc[n](r)n(r)dr + Exc[n] (2.20)

Through the introduction of the N orbitals, the calculation of the kinetic energy is
improved. Ts[n], the dominant part of the exact kinetic energy T[n], is handled indi-
rectly but exactly by the equations. The price is that now N Kohn-Sham equations
are to be solved, instead of only one in the Thomas-Fermi formulation. Neverthe-
less, the computational effort is comparable to solving the Hartree equations. But
the KS-DFT is exact in principle and capable to fully take into account the correlation
of the electrons.

2.1.3 The Density Functional Theory Based Tight Binding Method

Despite the success of the density functional theory over the last years, the cal-
culation of very large systems or the time evolution over long periods is still out
of reach [149]. In order to reduce the demands of density functional methods,
the density functional theory based tight binding method (SCC-DFTB) was devel-
oped [138, 158]. It is related to empirical tight binding schemes [159] but avoids the
difficult parametrization by calculating the Hamilton and overlap matrix elements
based on fully self-consistent DFT calculations.

SCC-DFTB gains its efficiency from a series of approximations: the self-consistent
treatment of DFT is partially discarded, the use of integral approximations, the tab-
ulation of the remaining integrals, and the use of a minimal basis. Nevertheless,
SCC-DFTB yields results comparable to the quality of fully self-consistent DFT cal-
culations, wherefore it provides a good accuracy to computational cost ratio [140, 160].
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The derivation of SCC-DFTB starts from the expression of the total energy within
the Kohn-Sham formulation (eq 2.20) plus the contribution of the nuclear-nuclear
coulomb interaction ENN :

EKS
tot =

occ.∑

i

ni

〈
ψi

∣∣∣∣−
∆

2
+ vext +

1

2

∫
n(r′)

|r − r′|dr′

∣∣∣∣ψi

〉
+ Exc[n(r)]

+
1

2

M∑

I J

ZI ZJ

|RI − rJ |
︸ ︷︷ ︸

ENN

(2.21)

Following the ideas of Foulkes and Heydock [161], the electron density n(r) is ex-
panded around a reference or input density n0(r):

n(r) =
N∑

i

ni |ψi|2 = n0(r) + δn(r). (2.22)

Then, the total energy is expanded at the reference density n0(r) up to the second
order in the density fluctuations δn, so that without the expansion of Exc the total
energy reads:

Etot =
occ.∑

i

ni

〈
ψi

∣∣∣∣−
∆

2
+ vext +

∫
n0(r′)

|r − r′|dr′ + vxc[n0(r)]

∣∣∣∣ψi

〉

− 1

2

∫∫
n0(r′)(n0(r) + δn(r))

|r − r′| drdr′

−
∫

vxc[n(r)](r) (n(r) + δn(r)) dr

+
1

2

∫∫
δn(r′)(n0(r) + δn(r))

|r − r′| drdr′ + Exc[n(r)] + ENN (2.23)

Accordingly, the exchange-correlation functional Exc is expanded into a Taylor series
up to the second order in δn. Including this expansion in eq 2.23, one obtains the
following equation for the total energy, whereas all contributions containing only
linear density fluctuations cancel out:

Etot =
occ.∑

i

ni

〈

ψi

∣∣∣∣−
∆

2
+ vext +

∫
n0(r′)

|r − r′|dr′ + vxc[n0(r)]

∣∣∣∣
︸ ︷︷ ︸

Ĥ0 [n0(r)]

ψi

〉

− 1

2

∫∫
n0(r′)n0(r)

|r − r′| drdr′ −
∫

vxc[n0](r)n0(r)dr + Exc[n0] + Enn

+
1

2

∫∫ [
1

|r − r′| +

(
δ2Exc[n]

δn(r)δn(r′)

)

n=n0

]

δn(r)δn(r′)drdr′ (2.24)

This expression for the total energy resolves into three parts: terms which depend

solely on the reference density - the Hamilton operator Ĥ0, contributions in the sec-
ond line including the nuclear-nuclear interaction, and the contributions depending
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on the fluctuations of the density δn in the third line. So the total energy can be
rewritten as:

Etot =
occ.∑

i

ni

〈
ψi

∣∣∣Ĥ0[n0(r)]
∣∣∣ψi

〉
+ Erep[n0(r)] + E2nd (2.25)

Without the second order contribution E2nd, the total energy depends only on the
reference or input density and eq 2.25 is the basis of a non-self-consistent tight bind-
ing scheme (DFTB). It yields reasonable results for systems in which charge transfer
can be neglected. The second order correction will be discussed in detail below.

In the repulsive energy contribution Erep are all terms in the second line of eq 2.24
collected:

Erep[n0(r)] = −1

2

∫∫
n0(r′)n0(r)

|r − r′| drdr′ −
∫

vxc[n0](r)n0(r)dr + Exc[n0] + Enn

(2.26)

In principle, this contribution to the total energy can be calculated if the reference
densities are known. But as common in tight-binding schemes [161], the terms in
eq 2.26 are assumed to be pairwise and short-ranged. So Erep can be written as the
sum over short-range repulsive pair potentials U(|RA − RB|), which depend only
on the distance between the nuclei. The justification of the assumptions are outlined
in detail elsewhere [162].

Erep ≈
1

2

M∑

A,B 6=A

U(|RA − RB|) (2.27)

The repulsive energy Erep is calculated from the difference between the total en-
ergy of a fully self-consistent DFT calculation and the band-structure EBS and sec-
ond order E2nd term for a reference system for a range of interatomic pair distances
|RA − RB|:

Erep = EKS
tot (|RA − RB|) − EBS(|RA − RB|)− E2nd(|RA − RB|) (2.28)

Hamilton matrix elements and Basis sets

For the calculation of the matrix elements of the Hamilton operator Ĥ0, the Kohn-
Sham wave function is expanded into a linear combination of atom-centered basis
functions (linear combination of atomic orbitals LCAO):

|ψi(r)〉 =
∑

ν

cνi

∣∣∣φA
ν (r − RA)

〉
ν ∈ A (2.29)

The basis functionsφA
ν (r − RA) in turn are a linear combination of Slater orbitals de-

termined from a self-consistent DFT calculation using neutral, spherical symmetric
pseudo atoms. Furthermore, only a minimal basis is used.

Applying this LCAO ansatz, the matrix elements of the Hamilton matrix transform
to :

〈
ψi

∣∣∣Ĥ0[n0(r)]
∣∣∣ψi

〉
=

∑

ν,µ

c∗νicµi

〈
φν

∣∣∣Ĥ0[n0(r)]
∣∣∣φµ

〉
=

∑

ν,µ

c∗νicµih
0
µν[n0(r)] (2.30)
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The further required reference density n0(r) is written as the sum over atomic refer-
ence densities:

n0(r) =
M∑

A

nA
0 (r) (2.31)

Furthermore, a two center approximation is introduced for the calculation of the
matrix elements. Hence, for the calculation of the reference density, only contribu-
tion which originate from the both atoms, which φν and φµ are localized on, are
taken into account. The matrix elements can then be distinguished into:

h0
µν =






εfree atom
µ if µ = ν〈
φµ

∣∣∣t̂ + V̂[n
A(µ)
0 (r) + n

B(ν)
0 (r)]

∣∣∣φB
ν

〉
if ν 6= µ, A(µ) 6= B(ν)

0 otherwise.

(2.32)

In the case that the basis functions are localized on the same atom, the matrix el-
ement would be the eigenvalue of the DFT calculation for the pseudo atom. But
to ensure the correct dissociation limit the eigenvalue of the free atom εfree atom

µ is
used. The introduced approximations further implicate the neglect of crystal field

(< φA
µ |V̂

B

0 |φA
µ >) and tree-center terms (< φA

µ |V̂
C

0 |φB
ν >).

The matrix elements h0
µν as well as the elements of the overlap matrix sµν = 〈φµ |φν〉

are tabulated for a range of nuclear distances.

Second-order corrections

The SCC-DFTB method introduced so far yields reasonable results if the electron
density can be well represented as a sum of atomic-like reference densities. But for
the simulation of molecules with a significant charge transfer between the atoms the
second-order term E2nd has to be taken into account to describe the charge trans-
fer correctly. The extended method is called self consistent charge DFTB (SCC-
DFTB) [138].

In line with the procedure in eq 2.31, the density fluctuations δn(r) are decomposed
into atomic contributions δnA(r), which are expanded into a series of radial and an-
gular functions. Truncation after the monopole term accounts for the most impor-
tant contributions and the coefficients cA

lm are identified as fluctuations of so-called
Mulliken charges ∆qA.

δnA(r) =
∑

lm

cA
lmFA

lmYA
lm ≈ FA

00YA
00∆qA (2.33)

In an atomic basis with the overlap matrix s, the Mulliken charges qA and the charge
fluctuation ∆qA are:

qA =
occ.∑

i

ni

∑

µ∈A

∑

ν

cµicνiSµν (2.34)

∆qA = qA − qA
0 (2.35)
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where qA
0 represents the number of valence electrons of an neutral atom.

Substitution of the density fluctuations in last term of eq 2.24 thus yields the follow-
ing expression for the second-order contribution:

E2nd =
1

2

M∑

A

M∑

B

γAB(RAB)∆qA∆qB, with (2.36)

γAB(RAB) =

∫∫ [
1

|r − r′| +

(
δ2Exc[n(r)]

δn(r)δn(r′)

)

n=n0

]
FA

00FB
00

4π
drdr′ (2.37)

For a detailed discussion of γ see refs [160, 162].

Total energy and DFTB secular equation

With all energy contributions and approximations the SCC-DFTB total energy ex-
pression (eq 2.25) is finally transformed into:

Etot =
occ.∑

i

ni

∑

ν,µ

c∗νicµih
0
µν +

1

2

M∑

A

M∑

B

γAB(RAB)∆qA∆qB + Erep (2.38)

The LCAO coefficients which minimize the total energy are found by the variational
principle, which leads to a secular problem of the form:

∑

ν

cνi (hµν −ενSµν) = 0 ∀i,µ (2.39)

Since the elements of the Hamilton matrix depend on the Mulliken charges, but
these in turn are calculated from the LCAO coefficients cνi which are obtained by
the solution of the secular equation, a self-consistent treatment is necessary.

2.1.4 Hartree-Fock Theory

The Hartree-Fock (HF) method approximates the exact wave function of the ground

stateψ0 of a N-electron system described by the electronic Hamiltonian Ĥ (eq 2.7) by
a single Slater determinant constructed from N one-electron wave functions χi(xi).
Each of these spin molecular orbitals (MO) only depends on the coordinate of one
electron x = ( r

ω
) which is composed of a spatial r and a spin ω variable. A spin

orbital χi(xi) is the product of the spatial orbitalψi(r) and one of the two spin func-
tionsα(ω) or β(ω). The HF approximation is therefore equivalent to the molecular
orbital approximation [163]. For convenience a short-hand notation for a normalized
Slater determinant is used [152]:

∣∣ψ0(xi, x j, · · · , xN

〉
=

∣∣χi(xi)χ j(x j) · · · χN(xN)
〉

(2.40)

Applying the variational principle on the electronic energy

E0 =

〈
ψ0

∣∣∣∣∣∣
−

N∑

i=1

∆i

2
−

N∑

i=1

M∑

I=1

ZI

|RI − ri|
+

N∑

i=1

N∑

j>1

1

|rI − ri|

∣∣∣∣∣∣
ψ0

〉
(2.41)
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with the variational flexibility in the spin orbitals eventually leads to the canonical
Hartree-Fock equations (a detailed derivation can be found elsewhere [152]):

f̂ (xi) |χi(xi)〉 = εi |χi(xi)〉 i = 1, . . . , N (2.42)

with the effective one-electron Fock operator f̂

f̂ (xi) = t̂ + v̂ + ĝ = ĥ + ĝ (2.43)

= −1

2
∆i −

M∑

I

ZI

|RI − ri|
+

N∑

j

Ĵ j(xi) − K̂ j(xi)

The complicated many-electron problem (eq 2.7) is thus replaced by an effective
one-electron problem with one equations for each spin orbital.

The Fock operator f̂ contains two parts: an one-electron part ĥ including the opera-
tor of the kinetic energy and the nuclei-electron interaction and a two-electron part

ĝ including the electron-electron interaction expressed by the coulomb- ( Ĵ j(xi)) and

the exchange operator (K̂ j(xi)):

Ĵ j(xi) |χi(xi)〉 =

[∫
χ∗j (x j)r−1

i j χ j(x j)dx j

]
|χi(xi)〉 (2.44)

K̂ j(xi) |χi(xi)〉 =

[∫
χ∗j (x j)r−1

i j χi(x j)dx j

] ∣∣χ j(xi)
〉

(2.45)

Both operators and thus the Fock operator depend on the solutions {χi}, wherefore
the HF equations are nonlinear and must be solved by iterative procedures.

With restriction to closed-shell systems, the general spin orbitals χi can be specified
as restricted spin orbitals, i.e., two electrons with opposite spin share the same spa-
tial orbital ψi(r). For this case, the HF-equations can easily converted to equations
depending only on spatial coordinates by integrating out the spin functions:

f̂ (ri) |ψi(ri)〉 = εi |ψi(ri)〉 i = 1, . . . , N (2.46)

with

f̂ (ri) = ĥ +

N/2∑

j

2 Ĵ j(ri) − K̂ j(ri) (2.47)

In practice, the integro-differential equations (eq 2.46) are not solved numerically –
there are no practical schemes for molecules. Instead, the molecular orbitals are ex-
panded into a linear combination of known basis functions {φµ(r)|µ = 1, 2, . . . , K},
mostly atom centered atomic orbital (AO):

ψi(ri) =
K∑

µ

Ciνφµ(r) (2.48)

Substituting the expansion into the HF-equations shifts the problem of calculating
the HF molecular orbitals to the calculation of the expansions coefficients Ciν and
eventually leads to the Roothaan equations [164], written as matrix equation:

FC = SCε (2.49)
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Beside the matrix of the expansion coefficient C and of the molecular orbital energies
ε, the equation contains the overlap S matrix with the elements Sµν = 〈φµ |φν〉 and
the Fock F matrix which can be split into a one-electron and a two-electron part:

fµν = hµν + gµν (2.50)

hµν = tµν + vµν = 〈φµ | t̂ |φν〉+ 〈φµ | v̂ |φν〉 (2.51)

gµν =
∑

λσ

Pλσ [(µν|λσ) − 1/2(µλ|νσ)] with Pλσ = 2

N/2∑

j

Cλ jCσ j (2.52)

For the two-electron integrals the following notation is used:

(µν|λσ) =

∫
φ∗
µ(xi)φν(xi)r−1

i j φ
∗
λ(x j)φσ(x j)dridr j (2.53)

Because of their large number, the calculation and manipulation of the two-electron
integrals is the most time consuming part of a HF calculation.

The Roothaan equation (eq 2.49) is a generalized matrix eigenvalue problem, since
the overlap matrix is in general not a unit matrix S 6= 1. The reason is the nonorthog-
onality of the used atomic orbitals. Therefore, in order to transform the Roothaan
equation into a standard matrix eigenvalue equation, the basis set is orthogonalized.
This leads eventually to the advantageous eigenvalue problem

λF λC = λCε (2.54)

which can be solved by matrix diagonalization.

The importance of the HF approximations exceeds the fact that it provides an use-
ful method to solve the electronic problem by far. It is also both the starting point
for more accurate methods, which include the effect of electron correlation, and for
semiempirical methods, which try to reduce the computational costs.

2.1.5 The Orthogonalization Model

As DFT, HF theory is computationally too costly for large systems or extended
molecular dynamics simulations. To reduce the costs, approximate molecular orbital
theories, often also categorized as semiempirical methods, have been developed. In
practical calculations these days, the neglect of diatomic differential overlap (NDDO)-
based methods MNDO [165], AM1 [166] and PM3 [167] have replaced the traditional
methods (CNDO, INDO, NDDO [168, 169]). An extensive overview to the topic can be
found in refs [169, 170].

In the following section, the approximations used in semiempirical methods and
problems connected with them will be outlined shortly. The focus will be on the
NDDO approximation, which is the basis for the Orthogonalization Model 2 (OM2)
introduced in the proximate section.

Semiempirical Methods - An Overview

A starting point to introduce semiempirical methods in the framework of HF theory
is the Roothaan equation (eq 2.49). But in contrast to the HF theory, semiempirical
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methods use the secular equation:

semiF semiC = semiCε (2.55)

Meaning that the orthogonalization via the transformation F → λF is not explicitly
performed, but rather an orthogonal basis is implicitly assumed.

This assumption is closely related to or prerequisite for the use of the zero differ-
ential overlap (ZDO) or neglect-of-differential-overlap (NDDO) approximation [171]. The
NDDO approximation assumes that the overlap between two atomic basis functions
depending on the same electron coordinates is zero, if the basis functions are located
on different atoms:

φA
µ (ri)φ

B
ν(ri) = δAB (2.56)

Whereas the ZDO approximation neglects any overlap between two atomic basis
functions depending on the same electron coordinates:

φµ(ri)φν(ri) = δµν (2.57)

The implication of both approximations is that all three- and four-center integrals
are neglected. In particular the two-electron integrals (eq 2.53) then simplify in the
NDDO approximation to:

(µAνB|λCσD) = δABδCD(µAνB|λCσD) (2.58)

Since the largest part of the time necessary to perform a HF calculation is spent cal-
culating the two-electron integrals (eq 2.53), which are according to amount small,
reducing their number thus represents a significant saving of computational costs.
However, the neglect of three- and four-center two-electron integrals is only justified
if an orthogonal basis is used†, wherefore semiempirical methods (must) assume an
orthogonal basis.

This assumption, however, results due to the neglect of orthogonalization effects in
some severe deficiencies of semiempirical methods [175]: (i) the gap between occu-
pied and unoccupied MO is significantly underestimated, wherefore excitations en-
ergies are underestimated too; (ii) barriers of internal rotations are underestimated;
and (iii) closed-shell repulsion is not included, causing a stable He2 in CNDO for
example.

The reasons are discussed in some detail by Weber [175] and schematically summa-
rized in Fig. 2.1 for the linear combination of two AOs to MOs.

In a calculation based on eq 2.49, the interaction between two nonorthogonal AO
leads to an unsymmetric split of the energy levels of the resulting orthogonal MOs.
An orthogonalization of the atomic orbitals (AO) to orthogonalized atomic orbitals
(OAO) increases their energy relative to their corresponding AOs (Fig. 2.1). But the
interaction leads now to a symmetric split, such that the same energy levels of the
MOs are obtained.

Semiempirical methods, on the other hand, neglect the nonorthogonality of the AOs
due to the use of eq 2.55 and therefore do not account for the destabilization because

†Only in an orthogonal basis these integrals are vanishingly small [172–174]
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Figure 2.1: Formation of bonding and antibonding MOs from two atomic (AO) and
two orthogonalized atomic orbitals (OAO).

of the orthogonalization and yield a symmetric splitting relative to the original AO
level. Since the energy of the binding MO relative to the AOs is described correctly
due to the parametrization, the energy of antibonding MO is calculated too small.

Further reduction of the computational cost in semiempirical methods is archived
by using effective valence shell Hamiltonians - the core electrons are subsumed into
the nuclear core - and a minimum basis set. To compensate for introduced errors,
empirical parameters are introduced into the remaining integrals and calibrated
against reference data.

The Orthogonalization Model 2 - OM2

As outlined above, orthogonalization effects affect the accuracy of semiempirical
methods significantly. To overcome the problems, it is necessary to introduce or-
thogonalization corrections. The most recent approaches are the Orthogonalization
Model 2 (OM2) developed by Weber and Thiel [147, 175], and its predecessor the OM1
method by Kolb and Thiel [176].

The OM2 method applies the NDDO integral approximations, a minimal sp-basis
set, and includes explicit orthogonalization correction to the one-electron part
(hµν) of the Fock matrix elements. The extensions comprise an effective core po-
tential (ECP) which accounts for the orthogonalization effects between core and
valence electrons and corrections to the one-center and two-center matrix ele-
ments [175] which account for valence-shell orthogonalization effects (ORT). For the
two-electron part of the Fock matrix elements, the NDDO approximations are ap-
plied without any changes.

In summary, due to the integral approximations and types of interactions included,
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the Fock matrix elements characterizing the semiempirical OM2 model are:

fµµ = hµµ +
∑

ν on A

Pνν [(µµ|νν) − 1/2(µν|µν)]

+
∑

A 6=B

∑

λ on B

∑

σ on B

Pλσ(µµ|λσ) (2.59)

fµν = hµν + Pµν

[
3

2
(µν|µν) − 1/2(µµ|νν)

]

+
∑

A 6=B

∑

λ on B

∑

σ on B

Pλσ(µν|σλ) with µ,ν ∈ A (2.60)

fµν = hµν −
1

2

∑

λ on A

∑

σ on B

Pλσ(µλ|νσ) with µ ∈ A;ν ∈ B (2.61)

The corresponding one-electron parts are:

hµµ = tµµ + vµµ,A +
∑

B 6=A

[vµµ,B + Vµµ,B(ECP) + Vµµ,B(ORT)] (2.62)

hµν =
∑

B 6=A

[vµν,B + Vµν,B(ECP) + Vµν,B(ORT)] (2.63)

hµν = βµν +
∑

C

Vµν,C(ORT) with βµν = tµν + vµν,A + vµν,B (2.64)

Regarding the accuracy of the method, Weber [175] could show that both ground
state properties, such that enthalpies of formation, ionization energies, and stere-
ospecific properties, and vertical and adiabatic excitation energies‡ improve signifi-
cantly compared to MNDO, AM1, and PM3.

2.2 Configuration Interaction

The basic idea of configuration interaction (CI) methods is to represent the exact
wave function of the m-th electronic state as a linear combination of N-electron func-
tions (Slater determinants) (eq 2.65).

Φm
0 = c0Ψ

HF
0 +

∑

i

cm
i Ψi (2.65)

The set of N-electron function thereby form the basis of a N-electron function space,
the CI space. For the construction of the CI space, a preceding calculation, e.g., a HF
calculation, is performed to obtain a set of molecular orbitals (MO). The additional
N-electron functions Ψi beyond the HF ΨHF

i are then formed by replacing occupied
by unoccupied MOs and usually denoted according to their difference to the HF
function. That is functions that differ by n MOs are called n-tuply excited determi-
nants. After generating the CI space, the corresponding energies and coefficients to
the trial function eq 2.65 are determined by the linear variation method, i.e., find-
ing the eigenvalues of the matrix representation of the Hamiltonian in the basis of

‡The excitation energies were calculated with the PERTCI method [177].
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the N-electron functions. The lowest value is then an upper bound to the ground
state energy, whereas higher eigenvalues are upper bounds to excited states of the
system.

Describing electronic states using a CI expansion (eq 2.65) allows to increasingly
consider electron correlation meaning that the averaged electron-electron interac-
tion of the HF approximation is reversed in favor of a more realistic description
of the electron correlation (dynamic correlation [178]). On the other hand, it allows
the description of multiconfigurational states, i.e., of states that can not correctly
described at a single determinant level (static correlation [179]). General reviews re-
garding electron correlation can be found elsewhere [149, 152, 180].

The different CI methods basically differ in two way: the generation of the CI space
and the way the coefficients in front of the N-electron functions are determined. In
the full CI (FCI) approach, all possible N-electron functions enter the CI space. How-
ever, solving the electronic problem using a FCI approach is a computationally im-
practical procedure for all but the smallest molecules. Therefore, different strategies
have been developed to restrict the CI space, for instance by restricting the excita-
tion level. This simple method reduces the CI expansion in eq 2.65 by considering
only those N-electron functions that differ from HF ground state wave function by
no more than a predetermined number of MOs. A more complete overview can be
found elsewhere [149, 152].

Multi-Reference Configuration Interaction

In the CI methods outlined so far, the CI space is generated by exciting electrons
from the HF determinant. In contrast, multi-reference CI (MRCI) methods use a
suitable linear combination of N-electron function as first-order space to describe
the m-th state. For the case that the number of functions in the expansion is larger
than one, the approach is referred to as multi-reference CI approach. The choice of
the functions is not unique.

Together with the references, the set of N-electron functions obtained by making all
possible excitations on each reference then forms the MRCI space. However, often
the number of function in the expansion is too large to be computationally feasible,
wherefore the CI expansion on the references is frequently restricted to single and
double excitations.

In summary, the major advantages of the MRCI approach are that due to the se-
lection of suitable references a description specific for the selected state is possible.
Static correlation is thus mainly covered [148, 150]. Furthermore, major parts of the
dynamic correlation are incorporated due to the triple and quadruple excitations
included in the full MRCI space. Therefore, the size-consistency error is also re-
duced [148, 150].

2.3 Molecular Force Field

Besides electronic structure methods, molecular force fields - also referred to as
molecular mechanics methods, are a widely used alternative to explore, explain and
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predict molecular properties. As electronic structure methods, force fields are based
on an atomistic description of the molecular structure, but ignore the electronic mo-
tions. Instead the energy of the molecular system is calculated as a parametric func-
tion of the nuclear coordinates only. Therefore, force field methods operate within
the BO approximation.

Molecular force fields describe the atoms of a molecular system as atom-centered
mass points connected by a simple model of the interactions between them includ-
ing contributions such as the stretching of bonds, the deformation of angles or ro-
tations around bonds. For the atoms, most force field introduce the concept of an
atom type. It depends not only on the element of the atom, but it also contains in-
formation about the chemical bonding situation the atom is involved in and thus
defines how it interacts with other atoms. For instance, the C-C bond length is very
similar in different molecules but different from a C=C bond length, although both
bonds are between carbon atoms.

The very basis of molecular force fields is the concept that molecules tend to be com-
posed of structural units, which behave similarly in different molecules. This idea
leads to the inherent contradiction of force field methods: the compromise between
transferability and accuracy.

On the one hand, the force field or more precisely its parametrization should be
applicable to a wide variety of molecules. Force fields such as the Universal Force
Field (UFF) [181] or the force fields on Allinger et al. [182, 183] head for this.

On the other hand, a force field should be as accurate as possible. So force fields can
be reparametrized for the use with specific classes of molecules to improve the accu-
racy [184]. As example, the CHARMM and AMBER force fields [137, 185] are designed
for calculations on proteins and nucleic acids. A detailed overview about available
protein force fields can found in a review by Ponder et al. [186].

Furthermore, there is no unique formulation of the functional form, because of the
empirical nature of force fields. Therefore another possibility to improve the de-
scription is the use of different functional expressions. In principal, many and func-
tional complex terms can be introduced in the force field expression but would foil
the transferability in the extreme limit.

2.3.1 The CHARMM force field

The force field CHARMM27 [137] is a class I [187] force field which together with the
AMBER [185] and GROMOS [188] force fields are currently used for the majority of
biomolecular simulations. The form of the energy functions is similar in these force
fields, but there are significant differences in the way the required parameters are
determined [187].

The energy expression is written as the sum of contributions each describing the
energetic penalty associated with the distortion of the molecule in a specific fash-
ion. The contributions are classified into interactions mediated by bonds, termed
intramolecular, and interactions mediated through space, termed intermolecular.

E = Eintra + Einter (2.66)
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Intramolecular Interactions - Bonded Interactions

A natural choice of coordinates for the intramolecular interactions are internal co-
ordinates. In internal coordinates, deformations of the molecule are not described
with respect to an external Cartesian coordinate system but through the variation
of internal bond lengths, angles, and dihedral angles of the molecule (see Fig. 2.2),
which are directly derived from the topology. The intramolecular potential then
describes the variation of energy connected to deviations from given geometrical
parameters (natural parameters). For a discussion of the term natural parameters vs
equilibrium parameters see the review by Jensen [149].

The energy function for a deformation of a bond may be written in its simplest form
as harmonic approximation of a Taylor expansion around the natural bond length
b0:

Ebond =
1

2
kb(b − b0)

2 (2.67)

where kb is the associated force constant.

For small deformation from the natural bond length, the harmonic approximation
gives sufficient accurate results. However, for larger deviations other functional
forms or electronic structure methods have to be applied.

A straightforward improvement is to go beyond the harmonic approximation in the
expansion and include cubic and quartic contributions. These anharmonic contribu-
tions are for example included in the MM3 and MM4 force fields [182, 183]. Another
simple function is the Morse potential [189] which shows the correct asymptotic be-
havior for bond stretches to infinity.

Similar to the approximations used for bonds, the deformations of bond angles θ
(Fig. 2.2b) from their natural bond angle θ0 can be described as a harmonic potential
with the force constant kθ.

b θ
ϕ

a) b) c)

ψ

S
d) e)

Figure 2.2: Relevant intramolecular geometry measures used in molecular force
fields: a) bond lengths b) bond angles c) dihedral angles d) out-of-plane angle e)
Urey-Bradley.
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For the description of the torsional energy associated with the rotation around the
central bond in a four atom sequence (Fig. 2.2c), a different functional form has to be
used, since the energy must be periodic in the dihedral angle φ and the cost in en-
ergy for large deviation from the energetic minimum are often low. A Fourier series
with different periodicities n and force constants knφ guarantees the requirements.

Etorsion =
∑

n

knφ ( 1 + cos(nφ− δn)) (2.68)

The use of different periodicities further enables the reproduction of complex rota-
tional energy profiles.

For the special arrangement of three atoms bonded to a central one in the same plane
(Fig. 2.2d), for example a carbonyl group, an additional term is necessary to describe
deviations from planarity. This out-of-plane contribution can be modelled using a
harmonic potential for the angle ψ between a bond from the central atom and the
plane defined by the central atom and the remaining two atoms.

In the intramolecular potential of CHARMM, a further contribution is introduced
to archive the correct vibrational behavior in some cases, e.g., for H-C-H angles.
This Urey-Bradley contribution is defined as harmonic potential for the distance S
(Fig. 2.2d) between the outer atoms of a three atom arrangement connected by an
angle term.

The expression for the intramolecular contributions to the total energy then reads as
follows §:

Eintra =Ebond + Eangle + Etorsion + Eoop + EUrey-Bradley (2.69)

=
∑

bonds

1

2
kb(b − b0)

2 +
∑

angles

1

2
kθ(θ−θ0)

2 +
∑

torsions

∑

n

knφ ( 1 + cos(nφ− δn))

+
∑

impropers

1

2
kψ(ψ−ψ0)

2 +
∑

Urey-Bradley

1

2
kUB(S − S0)

2 (2.70)

Intermolecular Interactions - Nonbonded Interactions

Intermolecular interactions or nonbonded interactions include electrostatic and van
der Waals interactions, which are mediated through space and not through bonds.
For atoms which are separated by less than three bonds ¶ the nonbonded interac-
tions are neglected.

The electrostatic interaction may be modelled as the interaction between fractional
atomic charges qi assigned to the nuclear centers. The interaction between two
atoms separated by the distance ri j is then calculated using Coulomb’s law with

§Note that the indices for looping over the individual geometric measures and parameters have
been omitted for clarity

¶In some cases nonbonded interactions between atoms separated by three bonds are considered
even though scaled down.
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ε being the electric field constant of the medium:

Eelec =
1

4πε

∑

nonbonded,
I<J

qIqJ

rI J
(2.71)

In addition to this simplest approach, there are more elaborated schemes which are
discussed in detail in section 3.2 of the next chapter.

The second nonbonded contribution, the van der Waals interactions are described
using a Lennard-Jones potential:

EvdW =
∑

nonbonded,
I<J

4εI J

[(
σI J

rI J

)12

−
(
σI J

rI J

)6
]

(2.72)

where σ is the diameter of collision and ε the well depth. For heteroatomic interac-
tions the parameters are computed using the combination rules σi j = 1/2(σi +σ j)
and εi j =

√
εiε j.

The van der Waals interactions are zero at long distances, attractive at medium dis-
tances, and strongly repulsive for short distances between the atoms. At intermedi-
ate distances the van der Waals interaction are modeled using a r−6 term. This attrac-
tion is due dispersive or London interactions. The dispersive interaction is a result
of the electron correlation and can be pictorially understood as a dipole–induced
dipole interaction. Fluctuations in the electron density give rise to instantaneous
dipoles which in turn can induce dipoles in adjacent electron densities. Contribu-
tions from higher order terms such as induced quadrupole–dipole are not consid-
ered.

The short–ranged repulsion is modelled using the r−12 term and is due to the quan-
tum mechanical exchange repulsion. The functional form of the repulsion is not
unique. So a r−9 or r−10 even exponential dependencies have been used but could
not commonly establish because of computational reasons.

Parametrization of Force Fields

Force field parameterization includes the determination of suitable values for the
force constants and associated natural parameters of bonds, angles, out-of-plane
angles, and Urey-Bradley terms. Further, force constants, periodicities and the phase
for the dihedral angles are required. For the description of nonbonded interactions,
the partial charges q for the electrostatic energy and the Lennard-Jones Parameters
εi j and σi j for the description of van der Waals interactions have to be determined.

To obtain a reasonable description, all of these parameters have to be adapted for
the different atom types. Hence the force field parameters are specific for each term
summed over.

Between the different force fields exist significant differences as the parameters are
determined. The philosophy behind the CHARMM force field is that the partial
charges qi are determined such that structures and interactions energies are repro-
duced. It is therefore considered as an interaction based force field. As reference
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data for the interaction energies, experimental and ab–initio data are used. For the
parametrization the interactions are calculated using the TIP3 water model [190].

In contrast, other force fields assign the partial charges based on electronic struc-
ture methods - either on the basis of population analysis methods or via fitting to
electrostatic potentials [191–193].

2.4 Free Energy Simulations

The fundamental thermodynamic function of the canonical ensemble is the
Helmholtz free energy A. Its calculation is a most important issue, since many phys-
ical properties depend on the free energy of the system. However, the calculation
of absolute free energies of a complex biomolecular system is utterly impossible.
The calculation of the free energy difference between two states, in contrast, is pos-
sible and different approaches, for instance thermodynamic integration or thermo-
dynamic perturbation [151], have been suggested. If the change of the free energy is
expressed as a function of a spacial coordinate, it is commonly referred to as poten-
tial of mean force.

However, the calculation of meaningful potential of mean force is often hampered
since the coordinate space is usually not evenly sampled in molecular simulations.
This refers to the general problem that ordinary molecular dynamics simulations
for protein are limited to the nanosecond time range. Many biological processes
such as reactions and conformational transitions, however, take place on a much
longer timescale. Also rare activated events or forbidden events, for instance the
proton transfer through aquaporins, thus cannot be studied directly. To overcome
these obstacles, different techniques have been suggested, such as conformational
flooding [194], hyperdynamics [195], and umbrella sampling [196].

After a short introduction to the concept of potential of mean force in the next sec-
tion, the umbrella sampling technique will be briefly discussed. Subsequently, the
weighted histogram analysis method (WHAM) used in this work to calculated the
potential of mean force from the umbrella sampling calculations is introduced.

2.4.1 Potential of mean force

The derivation of the potential of mean force starts with a brief overview over dis-
tribution functions in classical liquids [197, 198].

Consider a system of N particles with a mass m in a volume V and at a tempera-
ture T. The (conservative) forces acting between the particles are described by the
interaction potential U . The classical Hamiltonian then reads:

H =
∑

i

p2
i

2mi
+ U(rN) (2.73)

where p is the momentum.

The probability of a specific configuration {rN}, i.e., that particle number 1 is at r1,
particle number 2 at r2, etc., is given by the configurational distribution function
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P(N)(r1, r2, ..., rN):

P(N)(r1, r2, ..., rN) =
1

Z
exp(−βU(rN)) (2.74)

with

Z =

∫
drN exp(−βU(rN)) and β = (kBT)−1 (2.75)

The probability that particle number 1 is at r1, ..., particle number n at rn, irrespective
of the configuration of the remaining N − n particles is obtained by integrating over
all coordinates except those of the particles of interest:

P(n)(r1, r2, ..., rn) =
1

Z

∫
. . .

∫
exp(−βU(rN))drn+1drn+2 . . . drN (2.76)

In a system, where the particles are indistinguishable, the probability that any par-
ticle is at r1, ..., and any particle is at rn, irrespective of the configuration of the
remaining particles, is the reduced distribution function:

ρ(n)(r1, r2, ..., rn) =
N!

(N − n)!
P(n)(r1, r2, ..., rn) (2.77)

For n = 1 and an isotropic fluid eq 2.77 is equivalent to the particle density ρ:

ρ(1)(r1) = N/V = ρ (2.78)

Further, a correlation function g(n)(r1, r2, ..., rn) may be defined:

ρ(n)(r1, r2, ..., rn) = ρng(n)(r1, r2, ..., rn) (2.79)

g(n) is a called correlation function since it incorporates the correlation between the
particles. If they were independent of each other ρ(n) would be simply ρn.

g(2)(r1, r2) is of particular importance and is termed radial distribution function or
pair correlation function. In a fluid of spherically symmetric particles, g(2)(r1, r2) de-
pends only upon the relative distance between the particles r = |r1 − r2|. Therefore,
the radial distribution function is simply written as g(r).

In order to describe the interaction of n particles among many other particles in a
system, the quantity w(n)(r1, r2, ...rn) is introduced by:

g(n)(r1, r2, ..., rn) ≡ e−βw(n)(r1,r2 ,...rn) (2.80)

To see the relevance of this quantity, the average force on a particle 1 for a fixed
distance r1 − r2 to a particle 2 is considered as example:

−
〈

d

dr1
U

〉

r1 ,r2 fixed

=
−

∫
dr3, ..., drN(dU/dr1)e−βU∫

dr3, ..., drNe−βU
=

= kBT
(d/dr1)

∫
dr3, ..., drNe−βU∫

dr3, ..., drNe−βU
= kBT

d

dr1
ln

∫
dr3 , ..., drNe−βU (2.81)

= kBT
d

dr1
ln

∫
dr3, ..., drNe−βU + kBT

d

dr1
ln

N(N − 1)

Z︸ ︷︷ ︸
0

= kBT
d

dr1
ln g(r1, r2) = − d

dr1
w(r)
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The result reveals that the radial distribution function is directly related to the force
between two particles averaged over the equilibrium distribution of the remain-
ing particles. The quantity w(r) is therefore the potential whose gradient gives the
averaged force bringing the two particles from infinite separation to a separating
distance r = |r1, r2|.
Thus, w(r) is the reversible work and the equation

w(r1, r2, ..., rn) = −kBT ln g(r1, r2, ..., rn) + c (2.82)

is called reversible work theorem. As the derivation of this result suggests,
w(r1, r2, ..., rn) is often called the potential of mean force. More generally, for a set
of distinguishable particles, the reversible work theorem (eq 2.82) can easily be ex-
tended. The change only introduces a constant multiplicative factor to g(r).

2.4.2 Umbrella Sampling

Assume that it is problematic to sample a molecular system described by the po-
tential energy function U(rN) efficiently. To overcome the sampling problem, the
system is instead described with a modified potential energy function U ′(rN).

U ′(rN) = U(rN) + Ui(ζ) (2.83)

The artificial biasing potential Ui(ζ) is thereby added to the potential energy to ex-
tend the range of the sampling of the reaction coordinate ζ which describes the
transition of the system between different states. For a simulation including Ui,
a histogram of the densities ρ∗i (ζ) for the reaction coordinate ζ is generated. The
probability density ρ∗i (ζ) is then related to the potential of mean force wi(ζ) for the
nonbiased system by [196]:

wi(ζ) = −kBT lnρ∗i (ζ)−Ui(ζ) + ci (2.84)

However, for one particular umbrella potential Ui(ζ) the simulation is usually re-
stricted to a part of the reaction coordinate and termed window. In order to cover
the complete range of the reaction coordinate, i.e., of the reaction, a large number
of windows have to be computed resulting in a set of histograms of the probabil-
ity density. To obtain the PMF over the entire reaction coordinate from these his-
tograms, the distributions from each of the windows have to be connected. For
overlapping distributions, the offset ci for each window can be obtained by match-
ing the values of wi(ζ) at the interfaces between windows. An alternative method
is to use the weighted histogram analysis method (WHAM) [199] which is employed
in this work and will discussed in the next section. In both cases, a good overlap of
the individual histograms is essential to avoid ambiguity at the interfaces.

2.4.3 Weighted Histogram Analysis Method

As introduced above, the potential of mean force is calculated from the probability
density ρ◦i (ζ) of the nonbiased system by

w(ζ) = −kBT ln ρ◦i (ζ) (2.85)
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Assuming a series of simulations i are conducted with the potential energy function
U ′ (eq 2.83) where the potential of the nonbiased system is augmented with the
umbrella potential Ui(ζ). The probability density ρ◦i (ζ) of the nonbiased system is
related to ρ∗i (ζ) obtained from simulation i of the perturbed system by

ρ∗i (ζ) ∝ ρ◦i (ζ) exp[− 1

RT
Ui(ζ)] (2.86)

To determine an estimate ρ̃◦i for the probability ρ◦i , statistics of the sampling along
the reaction coordinate is collected for the simulations. For this purpose, the reaction
coordinate is partitioned into bins with the index k and ρ◦ is replaced by ρ◦k . Sub-
sequently, the number of times ni,k in which the system is found in a particular bin
is determined from the simulations and the statistics from all simulations, i.e., the
numbers n j,k with j = 1, 2, ..., i, are combined. An estimated ρ̃◦k for the probability
ρ◦k of the unperturbed system in a particular bin is then obtained with the WHAM
equations, which are derived from eq 2.86.

ρ̃◦j,k =

∑
j n j,k

∑
j N j f̃ jc j,k

(2.87)

and

f̃ j =
1∑

k c j,kρ̃
◦
j,k

(2.88)

with

N j =
∑

k

n j,k (2.89)

c j,k = exp[− 1

RT
U j(ζk)] (2.90)

In eq 2.87 the summation is over all simulations and in eq 2.88 and 2.89 over all bins.
A detailed derivation of the WHAM equations can be found in refs. [199, 200].

The WHAM equations are set of coupled nonlinear equations; the f̃ j depends on the

solution of eq 2.87, wherefore an iterative scheme is used to obtain the ρ̃◦j,k and f̃ j.

Starting with an initial estimate for f̃ j, the WAHM equations are iteratively applied
until convergence is achieved.





Chapter 3
Multiple-Length-Scale Approaches

The simulation of chemical reactions in biological systems is a formidable challenge.
One of the arising problems is the size of systems of real biological interest. A pro-
tein typically consists of hundreds of atoms; if the solvent and a possible membrane
surrounding it are treated explicitly this number easily exceeds thousands.

Of the methods that are at our disposal, each has its strength and shortcomings.
Molecular force fields are certainly able to describe the conformation of biological
systems consisting of hundreds of thousands of atoms. But the investigation of the
mechanism and energetics of reactions or electronic process are beyond their po-
tential and the domain of electronic structure methods, which are limited to small
molecules in return.

One possibility to overcome the restrictions is to integrate a range of methods with
different abilities, accuracies, and costs in hybrid or multiscale methods. For this
purpose, the system is split up into subsystems each described at a different level
of theory (Fig. 3.1). A small section of the system containing the chemically active
part is treated by electronic structure methods, while the surrounding protein and
solvent molecules are described by molecular force fields. In a further section, con-
tinuum electrostatic methods may be used to implicitly incorporate the effects of
solvation and a membrane environment.

Considering solvent effects using continuum electrostatics or environmental effects
of the protein on an active site attributes to the more general issue of correctly de-
scribing long-range electrostatic interactions in complex, inhomogeneous environ-
ments, in particular the electrostatic shielding due to different dielectric environ-
ments.

In section 3.2, different electrostatic treatments and the generalized solvent bound-
ary potential approach GSBP will be introduced. The coupling of the different meth-
ods will be described in section 3.1 and section 3.2.2.

35
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Figure 3.1: Overview of the different regions involved in multiscale simulations
used in this work.

3.1 The Quantum Mechanical / Molecular Mechanical

Method (QM/MM)

3.1.1 Basic Concepts

Quantum mechanical (QM) approaches can describe the breaking and formation of
chemical bonds and hence are required for studying chemical reactivity. But many
reactions of interest involve crucial contributions from the environment, which can
be solvent or a macromolecule.

However, systems of real biological interest are too large to apply electronic struc-
ture methods. Even using semiempirical [166, 201] or approximate density functional
theory (DFT) [138] methods, the calculation remains prohibitive at best. To perform
sufficient amount of statistical sampling for investigating chemical reactions in com-
plex systems of realistic size faces therefore a severe difficulty. Nevertheless, the
potential of these full QM methods is enormous considering the speed gain of com-
putational resources in recent years.

Molecular mechanics (MM) methods, on the other hand, have been widely utilized
studying the structural and energetic properties very successively. Their strength
comes from their computational efficiency, which predestine them for Molecular
Dynamics (MD) or Monte Carlo (MC) simulations. But most force fields are not suit-
able for problems of chemical reactivity, since they are unable to give an adequate
description of the formation and breaking of bonds. Exceptions are reactive force
fields, such as the PM6 water force field, which allows the hydrolysis of water [202].

To elude this dilemma, hybrid methods, in which the system is partitioned into sev-
eral subsystems each treated using a different level of theory, have been developed.
The popular hybrid quantum mechanical/molecular mechanical (QM/MM) [113–116]
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approach combines the advantages of quantum mechanical methods in describing
chemically active regions with a molecular mechanical description of the remaining
system.

The underlying assumption is that the changes in electronic structure are localized
and that the response of the environment can be described with sufficient accu-
racy using a force field. Since the introduction of the QM/MM idea around late
70’s [116], numerous studies have been conducted examining both performance of
different schemes as well as interesting applications to various solution and enzyme
systems [117–122]. These previous studies have clearly demonstrated that careful
QM/MM methods can provide useful insights into catalytic mechanisms in com-
plex systems that are difficult to obtain otherwise. The current challenges lie in
systematically improving the robustness of such methods for general chemical and
biochemical systems.

The QM/MM Energy Expression

The available QM/MM schemes can be divided into two groups, an additive and
a subtractive scheme, depending as the QM and MM energy contributions are con-
sidered.

In the probably most widely used additive scheme, also used in this work, the

Hamiltonian operator of the entire system, Ĥ, is written as the sum of those for

the QM partition, ĤQM, the MM partition, ĤMM, and the interaction between the

two, ĤQM/MM,

Ĥ = ĤQM + ĤMM + ĤQM/MM (3.1)

The precise expression of ĤQM/MM varies but generally has contributions from
electrostatic, van der Waals, bonded interactions and possibly additional con-
straints [113],

ĤQM/MM = Ĥ
elec

QM/MM + Ĥ
vdW

QM/MM + Ĥ
bonded

QM/MM + Ĥ
cons

QM/MM (3.2)

The bonded terms and constraints (e.g., fixed bond distance between boundary QM
and MM atoms) are used for keeping the proper connectivities and geometries when
cutting through covalent bonds at the QM/MM interface. The QM/MM van der
Waals terms can be optimized to improve properties such as distribution of MM
groups around the QM group [203]. The electrostatic component, which is missing
in mechanical embedding models (see below) [204], is crucial for polar environments
such as water solution and biomolecules (for a recent example, see ref [131]).

The subtractive scheme treats the entire system by MM and an active inner region
at the QM and MM level. An appropriate subtraction and addition of the energy
contributions eventually yields a suitable correction to the total energy due to the
QM method [204].

Coupling Models

Current QM/MM approaches may be grouped into a hierarchy of coupling models

based on the way the QM/MM interaction (ĤQM/MM), in particular the electrostatic
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interaction (Ĥ
elec

QM/MM), is treated [205]:

Mechanical embedding The calculation of the quantum mechanical core is essen-
tially performed without an electrostatic perturbation by the classical region.
The coupling is thus limited to steric interactions.

Electrostatic embedding In addition to the mechanical embedding, polarization of
the QM region by electrostatic interaction with the MM region is included.

Polarized embedding The polarization of the MM region due to the QM charge
distribution is included.

The mechanical embedding scheme has been successfully used in various ap-
proaches [204, 206] such as Morokuma’s ONIOM model [204]. However, the neglect of
polarization of the quantum mechanical region due to the environment is the major
deficiency of the scheme. Therefore, the investigation of enzymatic catalysis, for ex-
ample, which is mainly related to the effect of the environment [126, 131], is extremely
problematic.

In the electrostatic embedding scheme, the classical region is incorporated in the
quantum mechanical calculation as an external charge distribution. For its de-
scription often atomic point charges, either those used in the force field [113, 207] or
reparametrized ones if necessary [208], are used. The electrostatic contribution to

ĤQM/MM then reads as follows:

Ĥ
QM/MM

elec =
∑

A∈MM

qA

∫
ρQM(r)

|r − rA|
dr (3.3)

The polarized embedding scheme additionally allows polarization of the MM re-
gion in response to the charge distribution of the QM region thus correcting the
asymmetric description of the electrostatic interaction in the previous model. Cur-
rently, there are two popular methods to include classical polarization, which are
either based on atom-centered polarizable dipoles [116, 209, 210] or on electronegativ-
ity equalization [211]. But since the available polarizable force fields are not robust,
the electrostatic embedding model is used in this work.

The QM/MM Boundary

An issue that has been repeatedly raised concerns the treatment of the QM/MM
boundary. The interaction between MM atoms and nearby QM atoms should be
carefully treated to reliably describe the effect of the environment on chemical prop-
erties of the QM region. This is expected to be particularly important in cases where
the QM/MM partition involves dividing the system across covalent bonds. A typ-
ical example involves partitioning catalytic side-chains as QM while the remaining
protein as MM. It is evident that special care has to be taken to avoid dangling bonds
in the frontier QM atom(s) and to minimize artificial effects on the electronic struc-
ture of the QM region.

Various approaches have been proposed to deal with capping of the QM frontier
atoms. The most straightforward approach, which is also used in this work, involves
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MMHA QMHAQML

QMMM

Figure 3.2: QM/MM partitioning across a covalent bond showing the MM host atom
(MMHA), QM host atom (QMHA) and QM link atom (QML) [212].

inserting a link atom, which is typically chosen as a hydrogen atom, between the QM
host atom (QMHA, see Fig. 3.2) and the MM host atom (MMHA). The link atom is
treated at the QM level, and may be subject to an angular and distance constraint to
lie along the bond between QMHA and MMHA at a fixed bond distance. The link
atom typically interacts with MM atoms through electrostatic terms but not through
van der Waals terms. An extensive discussion of the different approaches to treat the
electrostatic interaction at the boundary can be found in a recent publication [212]. It
contains also a detailed benchmark of the divided frontier charge (DIV) scheme used
in this work.

Alternative approaches use hydrogen-like atoms or pseudohalogens instead of reg-
ular hydrogen atoms to terminate the QM region [213, 214] or localized orbitals such as
the localized self consistent field (LSCF) [215–218] and the generalized hybrid orbital
method (GHO) [219] method.

3.1.2 The SCC-DFTB/MM Method

As described in eq 3.1, the potential energy of the QM/MM system is written as

Etot =
〈
Ψ

∣∣∣ĤSCC−DFTB + Ĥ
elec

QM/MM

∣∣∣Ψ
〉

+ UvdW
QM/MM + Ubonded

QM/MM + UMM + Ucons
QM/MM

(3.4)

where Ψ is the electronic wave function of the QM region. In this work, the QM
level is the SCC-DFTB method [138]. With different frontier treatment schemes [212],

the operator describing QM/MM electrostatic interactions, Ĥ
elec

QM/MM, takes different
forms.

In the original implementation [136], Ĥ
elec

QM/MM has the form of Coulomb interaction

between the MM point charge QA and the Mulliken charge ∆qB on the QM atom [136].

Ĥ
elec,pointcharges

QM/MM =
∑

A∈MM

∑

B∈QM

QA ∆qB

|rA − rB|
(3.5)
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The corresponding contribution to the Hamiltonian matrix elements is:

H
elec,pointcharges
µν =

1

2

∑

A∈MM

(
QA

|rC − rA|
+

QA

|rD − rA|

)
µ ∈ C,ν ∈ D (3.6)

3.2 Electrostatic Interactions and Solvation in QM/MM Sim-

ulations

Electrostatic interactions are critical to the structure and function of
biomolecules [123–130] and challenging to model accurately. An appropriate
treatment is most serious for the simulation of processes that involve significant
change in the charge distribution, such as oxidation-reduction reactions or long-
range proton transfers. An inappropriate treatment of electrostatics may not only
affect the quantitative aspect of the result but may also produce qualitative changes
in the behavior of biological systems. For example, the experimental water structure
in the pore of aquaporins was shown to be only reproduced if a suitable treatment
of electrostatic interactions is used (chapter 5).

In contrast to van der Waals interactions which can be smoothly truncated beyond
a certain interatomic separation, electrostatic interactions are long-ranged which
gives rise to some notable consequences. On the one hand, the calculation of the
potential energy in molecular force field simulations is dominated by the costs of
calculating the electrostatic interactions. Furthermore, the long-range nature impli-
cates that the incorporation of a solvent environment∗ becomes an integral part of
the problem of evaluating the electrostatic interactions.

The most detailed approach to include solvent environment provide all-atom rep-
resentations describing the complete biomolecule/solvent system as a collection of
atoms interacting with each other via a classical force field. First suggestions to treat
the electrostatic interactions in such a system were truncation schemes, in which
electrostatic interactions beyond a certain cutoff distance are neglected. These ap-
proaches are in particular interesting from the perspective of saving computational
costs. However, abrupt truncation schemes lead to instabilities and artifacts in sim-
ulations. Therefore, a variety of shifting and switching schemes that modify the
Coulomb potential to smoothly truncate have been developed and lead to stable
dynamics [220].

Nevertheless, while the use of truncations schemes can be well motivated for short-
range van der Waals interactions, it was shown later that they lead to severe artifacts
in some simulations [221, 222], especially if long-range electrostatic interactions play
an important role. In order to overcome this problem, the extended electrostatics
model [223] that combines a standard pairwise additive scheme with a multipole
approximation for the calculation of spatially distant interactions was developed.

The most robust electrostatic model using explicit solvent so far is the Ewald sum-
mation (or related numerical improvements) [224, 225] with periodic boundary con-
ditions. However, to avoid artifacts in such simulations, a large number of explicit

∗The term solvent environment refers here more generally to the complex, inhomogeneous envi-
ronment around proteins consisting of solvent with or without ions and a possible membrane.
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solvent molecules need to be included which limits its use in QM/MM simulations
of large systems [226–228]. Hence, it is desirable to adopt schemes that avoid periodic
boundary condition.

In this regard, charge scaling schemes [229] and implicit solvent models offer an al-
ternative and have been widely used [124, 125, 133, 230, 231]. While the first ones scale
down selected charges of solvent exposed charged residues according to Poisson-
Boltzmann calculations to mimic the effect of bulk solvent, the latter use a contin-
uum treatment of solvation.

In macroscopic continuum methods, the macromolecule is treated as macroscopic
body of low dielectric constant with embedded fixed charges surrounded by a fea-
tureless continuum representation of the solvent. The main advantage of such ap-
proaches is their great efficiency, while the neglect of explicit atomic interactions be-
tween protein and solvent are their main disadvantage. Also it is believed that they
give the correct long-range behavior for the electrostatic interactions in solution.

As a combination of a implicit solvent model with a limited number of explicit sol-
vent molecules, implicit/explicit mixed schemes share much of the advantages of
continuum models while adding explicit atomic solvent–solute interactions [132, 133].
The spherical solvent boundary potential (SSBP) model, developed by Roux and co-
workers [134], includes a small number of solvent molecules (the first solvation shell)
explicitly, while the influence of the remaining bulk solvent is represented with an
effective solvent boundary potential.

In the course of allowing accurate simulations of a small region part of a large macro-
molecule/solvent system, the SSBP methodology was extended to the generalized
solvent boundary potential (GSBP) method [135], which is able to incorporate both
the influence of macromolecular charge distributions outside the simulation region
and the complex electrostatic response from irregular dielectric interfaces. It treats a
relatively small region of the protein-solvent-membrane system in microscopic de-
tails, with the contribution from the remaining degrees of freedom described at the
continuum electrostatics level. This allows very efficient sampling of the most rele-
vant configuration space for the reaction of interest, without significantly sacrificing
important environmental effects.

The implementation of GSBP into a QM/MM framework and SCC-DFTB was de-
scribed in a recent publication [128]. In the following, the GSBP approach in its
original form [135] and the implementation in the QM/MM framework are briefly
reviewed.

3.2.1 The Generalized Solvent Boundary Potential

In a system composed of biomolecules in solution and membrane, interactions be-
tween charge distributions are shielded in a nontrivial way due to complex reaction
fields arising from the irregular boundaries between different dielectric environ-
ments.

To take into account these effects quantitatively, the electrostatic solvation free en-
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ergy has to be considered:

∆Welec(r) =
1

2

∑

A

qAφr f (rA) (3.7)

with φr f (r) as the reaction field potential at the position of the atomic charge qA.
The reaction field potential is calculated by subtracting a reference electrostatic po-
tential computed in vacuum (φv(r)), from the electrostatic potential computed in
the dielectric solvent environment (φs(r)):

φr f (r) = φs(r) −φv(r) (3.8)

The required electrostatic potentials φ(r) are obtained by solving the Poisson-
Boltzmann equation:

∇ [ε(r)∇φ(r)] −κ(r)φ(r) = −4πρ(r) (3.9)

where ρ(r) is the charge distribution of the explicit atoms using ρ(r) =∑
A qAδ (r − rA), ε(r) is the space-dependent dielectric constant, and κ̄(r) is the

space-dependent ion screening length.

Basically, the Poisson-Boltzmann equation (eq 3.9) can be solved numerically for any
shape of dielectric boundary and charge distribution, but a repeated solution dur-
ing a MD simulations is prohibitively expensive for macromolecules. To make the
method computational efficient, the generalized solvent boundary potential (GSBP)
method [135] was developed.

In the GSBP approach, the system is partitioned into an inner region and an outer
environment, where the dielectric property can vary (e.g., containing both bulk sol-
vent and a slab of membrane). Atoms in the inner region are allowed to move during
the simulation whereas atoms in the outer region are fixed (Fig. 3.3).

Accordingly, the electrostatic solvation free energy ∆Welec can be partitioned into
contributions from the interactions of the outer-outer (oo), inner-outer (io), and
inner-inner (ii) parts of the system:

∆Welec = ∆W
(oo)
elec + ∆W

(io)
elec +∆W

(ii)
elec (3.10)

The outer-outer contribution is constant during a simulation and therefore not of in-
terest. The contribution of the inner-outer part can be computed in a straightforward
manner according to eq 3.7,

∆W
(io)
elec (r) =

∑

α∈inner

qαφ
(o)
r f (rα) (3.11)

where φo
r f (rα) is the reaction field due to the outer region atoms, which has to be

computed only once (since the outer region is fixed) and saved on a set of grid points
in the inner region. Note that actually the total electrostatic potential due to the outer

region atoms φ
(o)
s is saved instead of the reaction field potential φ

(o)
r f so that direct

Coulombic interaction between the inner and outer region atoms is included.

The last term arises from the reaction field interactions of the charges in the inner

region. But in contrast to the former contributions, the value ofφ
(i)
r f depends on the
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Figure 3.3: Schematic representation of a biomolecular system using the generalized
solvent boundary potential. While the atoms in the inner region are treated explic-
itly, the effect of the atoms in the outer region, the bulk solvent and the membrane
if included are taken into account through continuum electrostatics.

instantaneous position of the atomic charges in the inner region and has therefore
to be recomputed in every step of the simulation. To circumvent this difficulty, it is

useful to express the reaction fieldφ
(i)
r f in terms of the reaction field Green’s function

Gr f (r, r′) corresponding to the reaction field potential at r due to the atomic charge
at r′,

φ
(i)
r f (r) =

∫
dr′G(r, r′)ρ(i)(r′) (3.12)

The inner-inner contribution then reads:

∆W ii(r) =
1

2

∫∫
drdr′ρ(i)(r)G(r, r′)ρ(i)(r′) (3.13)

In order to achieve an efficient calculation, a basis set expansion for the charge dis-
tribution in the inner region is used,

ρ(i) =
∑

m

cmbm(r) (3.14)

where the expansion coefficients cm can be calculated using cm =
∑

n O−1
mnQn.

The overlap matrix elements Omn of the basis functions are computed as Omn =∫
dr bn(r)bm(r) and the vector of generalized multipole moments Qn are defined as

Qn =
∑
α∈inner qαbn(rα).

Correspondingly, the inner-inner contribution to the solvation free energy takes the
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following form:

∆W
(ii)
elec(r) =

1

2

∑

mn

Qm




∑

i j

O−1
im Mi jO

−1
jn



 Qn =
1

2

∑

mn

QmM∗
mnQn (3.15)

with

Mi j =

∫∫
drdr′bi(r)G(r, r′)b j(r′) (3.16)

M∗ is termed the reaction field matrix and is the numerical representation of the

Green’s function for the Poisson-Boltzmann equation in the bm basis. Similar toφ
(o)
s ,

M only needs to be computed once via solving the Poisson-Boltzmann equation and
does not depend on the instantaneous configuration of the inner region.

The choice of basis functions depends on the geometry of the problem. For mem-
brane proteins, a rectangular boundary is appropriate, while for globular proteins a
spherical boundary is often advisable. Accordingly, either Legendre polynomials or
spherical harmonics are taken as basis functions.

3.2.2 Generalized solvent boundary potential in the SCC-DFTB/MM
framework

As described in a recent work [128], the GSBP approach can be easily extended to a
general QM/MM framework. For this, it is assumed that all QM atoms are within
the inner region.

The QM/MM contribution to the electrostatic solvation free energy has then the
form:

∆W(ii),QM/QM + ∆W(ii),QM/MM +∆W(io),QM/MM =

1

2

∑

mn

QQM
m M∗

mnQQM
n +

1

2

∑

mn

QQM
m M∗

mnQMM
n +

∫
drρQM(r)φ

(o)
r f (r) (3.17)

The elements of the vector QMM differ from the full charge vector due to the fact
that modifications required at the QM/MM frontier [212] have to be considered [128]:

QMM
n =

∑

A∈inner,MM

(
qA + q

shi f t
A

)
bn(rA) (3.18)

q
shi f t
A contains the charge added onto the MM atom A for the QM/MM treatment as

in the SLA, DIV and EXGR schemes [212].

Generally, QQM and the last term in eq 3.17 depend on the electron density according
to the used QM method. Since in SCC-DFTB [138] the QM charge distribution is
expressed in terms of Mulliken charges, the calculation of the corresponding GSBP
terms is simplified. The generalized multipole moments QQM are then computed
as:

QQM
m =

∫
drρQM(r)bm(r) =

∫
dr

∑

A∈QM

∆qAδ(r − RA)bm(r) =
∑

A∈QM

∆qAbm(RA)
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Finally, the Hamiltonian matrix elements Hµν of SCC-DFTB are extended to include
the GSBP contributions using the following terms:

HGSBP
µν =

1

2
Sµν

∑

B∈QM

[ΓCB(RC, RB) + ΓDB(RD, RB)] +
1

2
Sµν [Ω(RC) +Ω(RD)]

with µ ∈ C,ν ∈ D (3.19)

where Sµν is the overlap matrix element and the basis functions µ and ν are located
on the QM atoms C and D, respectively. The terms ΓAB(RA, RB) and Ω(RA) are
defined as the following:

ΓAB(RA, RB) =
∑

mn

bm(RA)M∗
mnbn(RB) (3.20)

Ω(RA) =
∑

mn

bm(RA)M∗
mnQMM

n +φ
(o)
s (RA) (3.21)

They describes the difference between the vacuum and reaction field interaction
between QM atoms (ΓAB(RA, RB)) and the direct Coulombic and reaction field con-
tribution to the interaction between QM and the outer regions (Ω(RA)).





Chapter 4
Long-Range Proton Transfer in
Biomolecular Channels:
Developments and a Model System

Proton transfer (PT) processes are an essential component in bioenergetics. Beside
active proton transfer and proton transduction for instance in ATPase [232], bacteri-
orhodopsin [233] or the photosynthetic reaction center [234] and integral membrane
proteins such that gramicidin A which rely on the passive proton transport, there
are proteins which transport various compounds but prevent PT to maintain the
gradient.

Further, many biochemical processes and also technical applications depend on
(long-range) PT. Fuel cells for example necessitate well-controlled long-range
PTs [235]. In many enzymes, the general acid-base catalysis [236] relies on (local) PT
between amino acids and substrates. Long-range PT has been suggested to be re-
sponsible for catalytic cooperativity [237] between distant sites.

While the mechanisms important for localized PT in enzyme active sites have been
well elucidated [117, 238–243], the investigation of long-range PTs is challenging par-
ticularly at a quantitative level. It is generally accepted that hydrogen bonded
chains of water molecules, with or without participation of titratable amino acid
side chains [244], are involved in long-range PT [86, 245, 246]. But detailed transfer path-
way(s) or rate-limiting factors are often difficult to acquire due to the large number
of solvent molecules and protein residues involved.

Experimentally, mutagenesis experiments and kinetic measurements for the corre-
sponding mutants provide the means to probe transfer pathways and identify the
interaction regulating the transfer kinetics. However, some ambiguity remains in
the interpretation since mutations might perturb the solvent or protein structure.

Theoretical investigations can serve as a complementary technique and apart from
general electrostatics considerations, the advent of QM/MM techniques has al-
lowed a closer look at the mechanisms involved on an atomistic level while still
taking into account the effects of the surroundings. A large number of theo-

47
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retical studies have been conducted for several systems involving long-distance
PT [91–93, 106, 107, 109, 247–260] and unraveled useful mechanistic information. However,
a quantitative understanding could not be achieved for any of these systems. For
aquaporin, for instance, different rate-limiting events were suggested by different
groups using diverse simulation protocols [106, 107, 109].

These intricatenesses reflect the technical challenges that have to be solved for gen-
erally robust theoretical analysis of long-range PT.

On the one hand, a quantum mechanical treatment of a large number of atoms is
necessary for a precise description of the reaction energetics, since a large number of
bonds are formed and broken. This becomes especially important if the PT coupled
to fairly complex chemical reactions [261]. Previous studies, however, mostly applied
empirical models for PT along water wires, which may not be sufficiently accurate
or flexible.

Secondly, sufficient conformational sampling of the protein and solvent is increas-
ingly inevitable in order to obtain quantitative estimations of the transfer kinet-
ics, due to large number of shuttling groups explicitly involved in long-range PTs.
In this regard, simple minimization approaches have been shown to be problem-
atic [235]. The calculation of minimum energy paths (MEP) might also not be effec-
tive, since they provide only a static description of the reaction. A discussion of
the caveats of MEP can be found in ref [262]. The potential of mean force (PMF),
in contrast, includes the effect of thermal fluctuations, but is also computationally
more demanding. Nevertheless, PMF were calculated for the PT in several stud-
ies [91–93, 106, 107, 109, 253, 256] but mostly for short-range PT.

Furthermore, the evaluation of PMF along a well-chosen reaction coordinate is an
alternative to study rare events such as most PT process. Since PT processes of-
ten have significant barriers, they cannot studied with unbiased nanosecond MD
simulations [263] which is possible in some systems with fast PT. Other simulation
methods such as the transition path sampling technique [264] have been proposed to
study the real-time dynamics of rare events in the condensed phase, but their high
computational cost limits their applicability.

Aside from these aspects, two more issues emerge and inspired the technical devel-
opments introduced later in this chapter.

A rather general problem regards the choice of a suitable reaction coordinate in PMF
calculations. Previously either mostly a specific pattern of transfer pathways (e.g.,
step-wise) were assumed, wherefore all possible mechanisms have to be investi-
gated separately, or the reaction coordinates work best only for transfers across lin-
ear water chains. Therefore, a new reaction coordinate has been developed to de-
scribe PT along water chains. It is introduced and tested for a model channel in the
next two sections.

The second issue concerns the treatment of electrostatics in the highly heterogeneous
protein, solvent, and possible lipid environment of complex biomolecular systems.
Since long-range PT involves significant charge separation, this aspect becomes par-
ticularly important. Although this issue has been addressed in some studies us-
ing either Ewald summation [224] or Langevin dipole models [265], many studies,
especially those involving QM/MM potentials, use very approximate electrostat-
ics schemes that compromise the reliability of the results. The generalized solvent
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boundary approach (GSBP) (see section 3.2.1) is very attractive to solve this prob-
lem, since it allows very efficient sampling of the most relevant configuration space
for the reaction of interest, without significantly sacrificing important environmen-
tal effects. Beside its use as test system for the new reaction coordinate, the model
channel is therefore additionally used to study the influence of different dielectric
environments on the PT energetics and to illustrate the principles of the recently
proposed SCC-DFTB/CHARMM/GSBP simulation protocol [128, 130].

4.1 Reaction Coordinates for Long-Range Proton Transfer

Reaction coordinates are used to describe quantitatively the progress of a given re-
action. They are usually specific to the problem investigated but should be able to
describe a large variety of different situations. A ”well-chosen” reaction coordinate
considers the essence of the degree(s) of freedom that mainly regulates the reaction
kinetics of the PT. Since both the protein and the solvent reorganize significantly in
long-range proton transfer because of the distant charge migration, a proper reaction
coordinate can be defined as the energy gap between diabatic states corresponding
to localized proton coordinations. A similar approach, the ”solvent coordinate” is
used for electron transfer in solution. This energy gap coordinate [240, 249, 266] has
in fact been applied in combination with EVB potentials [114] to study long-range
PT. However, in contrast to the EVB potentials which provide well defined diabatic
states, adiabatic QM/MM potentials complicate the definition of an energy gap co-
ordinate. Also, it is less straightforward to apply the energy gap coordinate to si-
multaneous (concerted) multiple proton transfers.

Therefore, reaction coordinates have been defined based on geometrical properties
or on a combination of geometrical and charge properties of the PT reaction. The
anti-symmetric stretch coordinate, as pure geometrical coordinate, uses only the
distances between the donor, the transferring proton, and the acceptor, while a co-
ordinate based on the location of the center of excess charge (CEC) with respect to
the proton donor and acceptor groups combines geometrical and charge properties.
Although this implicates a geometrical nature of the coordinate, its dependence on
the charge distribution of the translocation pathway ensures that an appropriate
reorganization of the environment occurs as its value varies. In fact, the compari-
son of energy gap and geometrical coordinate yielded similar PMF results [267] for
short-range proton transfer reactions. Whether the success applies quantitatively to
long-range PT processes remains to be investigated.

Generally, the definition of a geometric reaction coordinate requires to extract those
degrees of freedom best describing the reaction. In particular when water molecules
are involved in PT, fast interchange occurs [84] between structures which are close to
the ideal structures of Eigen- and Zundel ions [268, 269]. The excess proton coordi-
nated to water molecules, that is, the defect, is transfered without any atom actually
moving farther than fractions of an Ångstrøm [84, 91]. The challenge for long-range
PT is hence to separate these subtle fluctuations responsible for proton transfer from
other motion in the immediate protein and solvent environment.
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4.1.1 Previous Suggestions

For a short-range PT, in which the location of the transferring proton is well-defined,
a commonly used reaction coordinate is the anti-symmetric stretch involving the
donor (D), the transferring proton (H), and the acceptor (A),

δ = rD,H − rA,H (4.1)

This in principle can be generalized to multiple proton transfers by using a linear
combination of anti-symmetric stretch coordinates for all sets of donor, transferring
proton, and acceptor atoms. Although such a linear combination was indeed found
useful in the study of PT through two and three intervening water molecules in car-
bonic anhydrase [250], its use becomes cumbersome and less robust for more compli-
cated pathways.

In the study of PT through the water wire in gramicidin A, a reaction coordinate
based on the CEC was used by Roux and co-workers [92, 253], which involves the
projection of the total dipole moment of the water wire on the z-axis (the axis of the
water wire),

µz = qH

NH∑

i=1

rHi
z + qO

NO∑

j=1

r
O j
z (4.2)

where NH and NO are the total number of hydrogen and oxygen nuclei in the water
wire, rz’s are z coordinates, and qH and qO are the partial charges of H (+1e) and O
(-2e), respectively. The CEC coordinate is hence defined by µz/e, where e is the unit
charge. For an unprotonated chain of water molecules (e.g., O10H20, Fig. 4.1a), the
CEC gives the z component of the total dipole moment; in a protonated wire (e.g.
O10H+

21, Fig. 4.1b-e), on the other hand, it corresponds to the projection of the center
of excess charge (defect proton) along the z axis.

In contrast to the anti-symmetric stretch (δ), the CEC coordinate is a global, collective
coordinate, meaning that it reflects not only the location of the excess proton in a
water wire but also the configuration of all the water molecules in the wire. This
sensitive dependence on the orientation of individual water molecules makes µz/e
easily ”contaminated” by the fluctuation of the water wire (vide infra).

An alternative reaction coordinate suggested by Chakrabarti et al. [106] (denoted by
ν in the following), which takes a local view at the problem, counts the number (wOi)
of protons coordinated to each oxygen atom Oi in the wire,

ν =

∑NO

i=1 rOi
z wOi

∑
Oi

wOi
(4.3)

wOi =




NH∑

j=1

fsw(dOi ,H j
)



− 2 (4.4)

Here and in the following, dA,B denotes the Cartesian distance between atoms A and
B. The switching function fsw(d) is given in the following equation with suggested
values of rsw =1.4 Å and dsw =0.05 Å [106]:

fsw(d) =
1

1 + exp [(d − rsw)/dsw]
(4.5)
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Although this coordinate in its optimum yields a more precise description of the lo-
cation of the excess charge compared to µz/e, the limitation is that the information
included is purely local. As a result, the functional form introduced cannot distin-
guish between three hydrogen atoms coordinated to an oxygen atom in an oxonium
ion and three hydrogen atoms close to an oxygen atom due to a collision of two wa-
ter molecules. Although this problem can be partially overcome either by choosing
a better switching function or by a judicious choice of the parameters in the switch-
ing function (eq 4.5), it is difficult to fully eliminate fluctuations of the reactions
coordinate due to water collisions. Even though close encounter of water molecules
(r <1.4 Å) are not overwhelmingly frequent, the contamination effect of the reaction
coordinate is significant as illustrated below.

4.1.2 A New Reaction Coordinate

To take into account the advantages of global and local considerations, a new coordi-
nated that unites the formulations discussed above is proposed. This modified CEC
(mCEC) coordinate for a linear proton wire (along the z axis), which may include
both water and protein groups, is defined as:

ξz =
NH∑

i=1

rHi
z −

NX∑

j=1

wX j r
X j
z −

NH∑

i=1

NX∑

j=1

fsw(dX j ,Hi
) ·

(
rHi

z − r
X j
z

)
(4.6)

where X j represents a coordinating atom for protons during the translocation, rA
z

is the projection of the position vector of atom A on the z axis. wX j is the weight
associated with the atom X j and is defined as the number of protons coordinated
to that atom in its reference state. The reference state is the least protonated state
of the atom in both reactant and product. For instance, if atom Xk has two protons
coordinated in the reactant but only one in the product, then wXk = 1. When the
proton transfer is solely through water molecules as shown in Fig. 4.1, the oxygen
atoms have a wX of +2. In the more general case, X can be any proton acceptor with
a different weight.

The correction (third term in eq 4.6) consists of the sum over all contributions to the
z-component of the bond vector from individual X-H bonds. To establish the defini-
tion of a bond in this context, the same switching function fsw(d) as Chakrabarti et
al. (eq 4.5) for the distance dXi ,H j

is used. Parameters of rsw = 1.3 Å and dsw = 0.03 Å
were found to give the best results.

4.1.3 Comparison of Different Coordinates for a Linear Proton Wire

To illustrate the difference between the newly proposedξz coordinate and previous
suggestions (µz/e, ν), their behavior with different situations of protonated and non-
protonated water wires (Fig. 4.1) is compared. The coordinates were collected from
molecular dynamics simulations of the model channels described below (sec. 4.2).

When there is no excess proton in the water wire, the value of the CEC coordinate
(µz/e) is significantly different from 0 as expected (Table 4.1) since the dipole mo-
ments of the individual water molecules add up. The value of the mCEC coordinate



52
Chapter 4. Long-Range Proton Transfer in Biomolecular Channels: Developments

and a Model System

WAT 4 WAT 4

WAT 3

WAT 7

-10

0

10

z [ ]Å

a b c d e

WAT10

WAT 8

z = -3.85O4

z = -4.9O3

z = -3.85O4

d = 1.4OH

Figure 4.1: Water wire models for illustrating different reaction coordinates that de-
scribe long-range proton transfers. a) a water wire without any excess proton; b) a
water wire with a H3O+-ion located at WAT4; c) a water wire with a Zundel H5O+

2 -
ion between WAT3 and WAT4; d) same as c) but with one water molecule (WAT8)
displaced to mimic a close collision of water molecules. e) same as c) but with on
water molecule (WAT10) rotated by a small angle to illustrate the contamination
of µz/e. The values of different reaction coordinates discussed here are shown in
Table 4.1. The distance cutoff for the bonds drawn was chosen to be 1.3 Å.

(ξz), by contrast, is very close to zero; this demonstrates that the correction (third
term in eq 4.6) appropriately removes contributions from any components irrele-
vant to the proton transfer as designed. The reaction coordinate of Chakrabarti et
al. [106] (ν) gives unstable results (large numerical value) for unprotonated water
wire because the denominator in eq 4.3 approaches zero in this case; this is not a sig-
nificant shortcoming because no such instability is anticipated for cases with excess
proton(s).

For the water wire with a localized hydronium ion (Fig. 4.1b), ξz gives the z coordi-
nate of the oxygen atom in WAT4, which is the oxygen that bears the extra proton.
Slight fluctuations in the bond lengths are reflected in ν, which is slightly displaced
toward WAT3 (Table 4.1). With a Zundel like ion in the wire (Fig. 4.1c), both ν andξz

give values between the z coordinate of the oxygen atoms in WAT4 and WAT5. The
different distances from the central proton to the two neighboring oxygen atoms
(1.3 and 1.4 Å to O4 and O5, respectively) lead to slightly different values of the
two reaction coordinates due to different functional forms. With the current set of
parameters in fsw, both coordinates locate the excess proton closer to the WAT5 oxy-
gen, which is consistent with the geometry.

The shortcoming of the ν coordinate becomes clear with the case in Fig. 4.1d, in
which one water molecule (WAT8) was displaced to simulate a close collision be-
tween water molecules. The mCEC coordinate is not affected by this, but the ν co-
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Table 4.1: Values for different reaction coordinates (in Å) for the water wires dis-
played in Fig. 4.1.

µz/e ν ξz

eq 4.2 eq 4.3 eq 4.6

a 11.4 n/a 0.2
b -0.5 -3.5 -3.8
c -0.9 -4.5 -4.2
d -0.9 -2.9 -4.2
e -0.3 -2.9 -4.2

ordinate changes significantly: the oxygen in WAT8 appears to have more than two
bonded hydrogens, leading to a nonvanishing weight wOi that modifies the value of
ν. While configurations with such close collisions are not frequently sampled, the
large impact on the value of ν is devastating to PMF simulations. Moreover, the im-
portance of this problem grows with the system size as the weight of even miniscule
collisions increases as a function of its distance to the actual location of the excess
proton.

As far as the original CEC coordinate (µz/e) is concerned, it does not give a value
close to the actual location of the excess proton in any cases in Fig. 4.1. Although
this feature by itself does not invalidate using µz/e for characterizing long range
PTs, a problematic feature of µz/e is that it fails to distinguish between degrees of
freedom essential for the PT and fluctuations in the environment. To illustrate this
point, one water molecule (WAT10) at the end of the single file was manually rotated
(Fig. 4.1e). While the coordinates ν and the ξz were not affected by this change, the
CEC coordinate showed a shift larger than that observed in the transition from an
oxonium ion (Fig. 4.1b) to a Zundel ion (Fig. 4.1b). This gets even more problematic
when larger systems with more water molecules are examined.

The new reaction coordinate shown here for linear chains is further flexible enough
for more general PT processes as has been shown for carbonic anhydrase II (CAII)
in a joint publication [130].

4.2 A Model Proton Channel

In this test case, PT along a chain of water molecules confined in a model channel
is studied. The channel is embedded in different environments described by con-
tinuum models to explore the dielectric effect on the PT energetics. The effect of
positioning permanent dipoles lining the channel is also briefly studied.

This simple model was inspired by the recent heated discussions regarding why
some membrane water channels conduct protons whereas others do not (see, e.g., a
nontechnical summary in ref [270]). For instance, PT through gramicidin is rather
facile. In fact, this is the functional mechanism of this antibiotic peptide. By con-
trast, aquaporins, efficiently conduct water molecules [8, 88] yet exclude protons and
other charged ions from passing through. Different factors have been suggested to
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determine proton conductance, which include structure of water wires inside the
protein [88, 89], electrostatic interaction between the protein and the proton [105, 108],
the dielectric barrier [109], or combinations thereof [106]. A detailed overview over the
topic will be given in chapter 5.

Construction of the Model and Computational Details

The overall approach is based on MD simulations in a combined QM/MM frame-
work [136] using the approximate density functional method SCC-DFTB [138] for the
QM region and the CHARMM27 force field [137] for the remainder of the MM region.
To incorporate the effects of solvation and a membrane environment, the general-
ized solvent boundary potential (GSBP) approach, described in section 3.2.1, was
used in the SCC-DFTB/MM framework [130].

The model is similar to the one used in a previous study [253] and was constructed us-
ing the following procedure. A linear water chain consisting of 10 water molecules
and one excess proton was built, in which the distance from the first to the last oxy-
gen is 22.0 Å; the choice of the number of water molecules and the length of the
chain was motivated by the structures of aquaporin and gramicidin A, in which
the single-file part of the transmembrane water chain typically consists of 9-10 wa-
ter molecules. The model ”channel” that holds the water wire was introduced by
applying a cylindrical potential to each of the oxygen atoms in the water wire:

Ecyl =
1

2
kcyl(r − r0)

2Θ(r − r0)

with kcyl =100 kcal mol−1 Å−2. The quantity r is the distance of the oxygen atom

from the axis of the channel, and r0 is 0.5 Å; Θ is the Heaviside step function. To
ensure appropriate solvation of the excess proton at the ends of the water chain,
fifteen water molecules were added to each end of the chain. The coordinates of
these water molecules were taken from an equilibrated box of water molecules at
300 K. The ”bulk” water molecules were subject to a set of quartic constraints to
maintain a cubic shape of 3×3×2.5 Å.

This ”dumb-bell” model system was then embedded into different dielectric en-
vironments including vacuum, pure solution, and membrane systems. Important
geometrical parameters are illustrated in Fig. 4.2 and their values are summarized
in Table 4.2 for different environments. In the membrane set-ups, the grids used in
GSBP and midpoint of the membrane was centered on the model channel. The grid
dimensions were 92×92×185, and a coarse grid spacing of 1.6 Å and a finer spacing
of 0.4 Å were used in focusing Poisson-Boltzmann (PB) calculations required for the
various quantities used in the GSBP computations. The dielectric constants for the
membrane and bulk water were set to be 2.0 and 80.0, respectively; although the
PB module in CHARMM allows the use of different dielectric constants for the lipid
polar heads and nonpolar tails, this was not pursued here. The salt concentration
was chosen to be 150 mM. Although Im et al. [271] showed that the artifacts encoun-
tered with trilinear interpolation should have a minor effect on molecular dynamics
simulations, the slightly more involved cardinal B-spline method for interpolating
between the gridpoints were used. In the GSBP calculations for the inner electro-
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Figure 4.2: Geometric and dielectric parameters for the model channel. See Table 4.2
for specific numerical values for the dielectric constants (εC, εM, εS) and the mem-
brane thickness hM.

Table 4.2: Geometric and dielectric parameters for the model channel shown in
Fig. 4.2: dielectric coefficients for cavity εC, membrane εM and solvent εS and mem-
brane thickness hM.

εC εM εS hM [Å]

vacuum 1 1 1 n/a
water 1 80 80 n/a
membrane 20 1 2 80 20
membrane 30 1 2 80 30

statics, Legendre polynomials up to order 10 were used as basis functions, which
was found sufficient in previous studies for systems of similar size [135, 272].

To study the effect of polar residues on the PT energetics, dipoles were added in the
lumen of the model channel embedded in the 30 Å model membrane. Specifically,
four dipoles with rather modest dipole moments composed of two opposite charges
(|q|=0.1e, d=1.5Å) were circularly arranged around the channel at a radius of 3.3 Å.
Three of these annuluses were positioned at z=-1.4,1.2, 3.8 Å (Fig. 4.4), which were
motivated by the carbonyl groups in gramicidin A; two extreme orientations of the
dipoles were considered.

The chain of water molecules and the excess proton were described with the SCC-
DFTB method, while the rest explicit water molecules were described with the TIP3P
model. Additionally, calculation with all water molecules described by SCC-DFTB
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were conducted in order to evaluate the validity of the QM/MM approach. PMF
calculations were carried out using the standard umbrella sampling technique [273]

with ξz as the reaction coordinate since the water wire here is highly linear. A total
of ten windows was used, and each window contained 40 ps of equilibration and
100 ps of production calculations.

Results and Discussion

In vacuum, the proton transfer in the dumb bell model has a modest barrier of 6.3
kcal/mol (Table 4.3, Fig. 4.3); there is a barrier because the excess proton is prefer-
entially stabilized by the explicit solvent molecules at the ends of the water wire.
The barrier increases slightly to 8.1 kcal/mol, when the model is immersed in bulk
water represented using a dielectric medium of ε = 80. With the dielectric model
for the membrane, the effect of preferential solvation at the ends of the water wire
becomes more significant, which causes the PT barrier to increase even further; with
the membrane thickness (or low-dielectric part of the membrane) of 20 and 30 Å,
respectively, the barrier is 10.3 and 9.8 kcal/mol, respectively.

The results shown here are in qualitative agreement with electrostatic calculations
of Burykin et al. [109], who found a barrier of about 15 kcal/mol for transferring a
proton through a water wire in a cylindrical pore of radius 4 Å through a 30 Å thick
membrane. However, the barrier observed here includes only part of the dielectric
barrier due to the membrane. Since the initial position of the excess proton is close
to the low-dielectric region in the current model, the charge has already been par-
tially desolvated. To include the entire dielectric barrier, the free energy necessary
for transporting the proton from the bulk to the minimum in the PMF has to be
computed [274].

The calculation of the PMF using SCC-DFTB for all explicit water molecules yielded
barriers heights which are slightly increased compared to those obtained with the
QM/MM approach (Table 4.3). The differences range from 0.2 kcal/mol for the
channel embedded in vacuum to 1.2 kcal/mol using a membrane with the thickness
of 30 Å.

Table 4.3: Barrier Heights W‡ (in kcal/mol) for the proton transport in the model
channel obtained using different dielectric environments.

QM/MMa QMb

vacuum 6.3 6.5
water 8.1 8.7
membrane 20 10.3 10.9
membrane 30 9.8 11.0

a The QM region consists of the chain of water molecules and the proton, remaining water molecules

are treated molecular mechanically.
b The QM region consists of all explicit water molecules and the proton.
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Figure 4.3: Potential of mean force for proton transfer through a purely nonpolar
model channel embedded in different dielectric environments.

Generally, the description of the solvation of a proton at the end of the wire is im-
proved using a full QM approach instead of a QM/MM scheme, since collective
effects play an essential role for the description of protonated water clusters. A de-
scription of the water molecules in the cap using SCC-DFTB therefore results in an
increase of the proton affinity and in turn in an increase of the barrier for the PT
through the channel. The energy difference of the barrier heights between a full
QM and a QM/MM calculation thus indicates the influence of collective effects and
electronic polarization. The slight increases of the barriers obtained here (Table 4.3)
therefore suggest that the solvation of the proton at the ends of the water wire is
sufficiently accurately described in the QM/MM simulations.

The presence of the dipoles along the channel was found to have a major impact on
the PT energetics, which was qualitatively expected. With the positive charges of
the dipoles facing the center of the channel, the PT barrier is 23 kcal/mol (Fig. 4.4).
In contrast, the opposite polarity lowers the PT barrier dramatically from ∼ 10
kcal/mol for the nonpolar channel to nearly vanishing. In fact, the most stable con-
figuration corresponds to the excess proton localized in the center of the channel
close to one sets of dipoles (z ∼ 1.2 Å).

In short, study of this simple model showed that the GSBP approach is able to cap-
ture the qualitative effect of different environments on the PT energetics along a
chain of water molecules. The transition from a high dielectric medium to a low
dielectric medium modeled in the slab model described above imposes a notable
effect on the PT energetics, on the order of a few kcal/mol. However, the effect
of the polar groups mimicked by a set of dipoles of rather small magnitude has a
more significant effect. Hence, the results of this simple model support the claim of
Warshel and co-workers that nonpolar membrane channels per se do not conduct
protons, unless the charged species can be stabilized within the channel as described
recently [109].
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Figure 4.4: Potential of mean force for proton transfer through the model channel
with dipoles arranged in the channel. The solid (dashed) line refers to a setup where
the positive (negative) charges of the dipoles point to the center of the channel.

4.3 Concluding Remarks

For characterizing the progress of long-range PT, a new reaction coordinate (mCEC)
was introduced and successfully applied. The new reaction coordinate unites sev-
eral advantages: the problems encountered by earlier suggestions which were also
analyzed here are eliminated, it works without assuming a priori the pathway, and
in contrast to earlier suggestions a generalization to three-dimensional transfer path-
ways is easily possible as shown in a joint publication [130].

The applicability of the new coordinate was verified by calculating the PT reaction in
a model channel and by other authors in systems, such as carbonic anhydrase [130].
The results suggest that it is perfectly suited as reaction coordinate for computing
meaningful potential of mean force for long-range PT.

The results for the influence of electrostatics in long-range PT through the model
channel demonstrated the applicability of the QM/MM/GSBP simulation protocol
for the simulation of long-range PT in heterogeneous systems. In particular, the
comparison of the QM/MM with full QM results also showed that the usage of a
QM/MM approach to simulate PT trough channels in a complex dielectric environ-
ment is justified.

Furthermore, the model channel helped to understand two aspects of membrane
channels: the dielectric barrier and the tuning of conduction properties using polar
groups lining the channel interior.



Chapter 5
Proton Exclusion in the Glycerol
Facilitator GlpF

The glycerol facilitator GlpF is the second aquaporin in the cell membrane of Es-
cherichia coli beside the classical aquaporin AqpZ. GlpF is an aquaglycoporin that
highly selectively conducts glycerol, water, and other small, uncharged organic
molecules [8, 69, 80, 82, 275, 276] but is impermeable to protons and other ions [277]. Glyc-
erol is an important metabolite and component of ∼2/3 of all phospholipids. Inside
the cell, it is phosphorylated by glycerol kinase thus maintaining the concentration
gradient that drives inward glycerol transport.

GlpF had been functionally characterized [80, 278] long before aquaporin-1 (AQP1)
was discovered [66–69]. In fact, the existence of a glycerol conducting channel was
deduced about one hundred years ago by Alfred Fischer [279]. After the discovery
of AQP1, the close relationship of the sequences was recognized and GlpF subse-
quently classified as aquaglycoporin.

The importance of GlpF as model system is twofold: It provides the possibility to
investigate the mechanisms of the water/proton selectivity in aquaporins. On the
other hand, the availability of a classical aquaporin (AqpZ) and an aquaglycoporin
(GlpF) in the same bacteria provides the possibility to investigate the water/glycerol
selectivity unaffected by species or tissue differentiation.

In the next section, the structure of GlpF and the mechanism and selectivity of the
glycerol conductance are shortly reviewed, followed by an outline of the current
state of knowledge on the mechanisms of the proton blockage (sec. 5.2). In sec-
tion 5.3, the mechanism of proton exclusion in GlpF is investigated. Concluding the
results are summarized in section 5.4.

5.1 Structure and Glycerol Conductance of GlpF

By now, the atomic structure of seven members of the aquaporin family is known -
AqpZ [96] and GlpF [82, 88] from Escherichia coli, the mammalian AQP1 [97, 100, 101, 280],
AQP0 [98, 99] and AQP4 [281], the plant aquaporin SoPIP2 [282], and the archaeal aqua-

59
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Figure 5.1: Structure of the GlpF
tetramer in the membrane. Figure 5.2: Structure of a GlpF monomer

viewed down the quasi twofold symme-
try axis. The line of water molecules
through the pore is shown in CPK repre-
sentation.

porin AqpM [283]. The atomic structures and information from the sequences of a
large number of aquaporins [284] revealed several highly conserved core segments
forming a protein structure which is common to all aquaporins. In the following,
the structure of GlpF is thus also exemplarily discussed for all aquaporins.

GlpF is embedded into the membrane as a homotetramer with a four-fold symme-
try axis normal to the membrane plane [82, 285] (Fig. 5.1). Each monomer contains a
pore/channel surrounded by six bilayer-spanning α-helices (M1, M2, M4, M5, M6
and M8) and two half-spanning helices (M3 and M7). Together the helices are ar-
ranged in a right-handed twisted bundle (Fig. 5.2).

The sequence of GlpF shows an internal repeat - the N-terminal segment has ∼20%
conservation with the C-terminal segment [286]. This internal similarity was sug-
gested to arose from a tandem gene duplication [287] and is also reflected in the
three-dimensional structure. The two segments (helices M1 to M4 and M5 to M8) are
related by a quasi twofold axis that lies in the mid-membrane plane [82, 285] (Fig. 5.2).
Such a structural two-fold relation was also found, for instance, for CIC chloride
channels [288] or the lactose permease LacY [289].

Each segment contains three bilayer-spanning α-helices and a functional loop, con-
necting the second and the third transmembrane element (see Fig. 5.3 for the N-
terminal segment). The N-terminal segment starts at the cytoplasmic side with two
membrane-spanning α-helices, M1 and M2, followed by a stretch of seven amino
acids that folds into the membrane as an extended polypeptide chain and orients
three successive backbone carbonyl groups into the channel (Fig. 5.3). This chain
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Figure 5.3: Structure of the N-terminal
segment of GlpF. The carbonyl groups
of extended polypeptide chain lining
the pore are highlighted in ball-and-
stick representation. The position of
the NPA motif is colored in red.

Figure 5.4: Structural details of the
NPA motifs region at the interface of
the half-spanning helices M3 and M7.
Shown are the two NPA motifs and the
hydrogen-bonded water network with
its bipolar orientation starting from
the central water molecule hydrogen-
bonded to the NPA motifs.

returns beginning with a highly conserved -Asn-Pro-Ala- (NPA) sequence near the
center of the membrane as one of the half-spanning helices, M3, back to the cyto-
plasmic side. The third transmembrane helix, M4, is located between M1 and M3.

The C-terminal segment shows a similar transmembrane fold beginning from the
periplasmic side. The transmembrane helices M5 and M6 are followed by the second
extended polypeptide chain which enters the membrane from the periplasm, also
orients three backbone carbonyl groups into the lumen and initiates the second half-
spanning helix M7 at the center of the membrane beginning with the second NPA
motif.

Because of this special topology, the two functional loops touch midways in the
membrane with the N-terminal ends of their two half-spanning helices bringing the
two conserved NPA motifs in close contact (Fig. 5.4). The proline rings are in van-
der-Waals contact to each other and placed between the proline and alanine side
chain of the other segment. The asparagine side chain of the NPA motifs are oriented
into the channel and act as hydrogen bond donors (Fig. 5.4). The carbonyl groups
of the extended polypeptide chains form two ladders of hydrogen bond acceptors
one on each side of the NPA motifs (Gly199, Phe200, Ala201 on the cytoplasmic side;
Gly64, Phe65, Ala66 on the periplasmic side) (Fig. 5.5).
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Figure 5.5: Structural details of the
conduction pathway and the wa-
ter chain through the pore of GlpF.
Depicted are the water chain, the
half-membrane spanning repeats with
helical (M3 and M7) and nonhelic
parts, the carbonyl groups lining the
pore and the side chains Arg206 and
Phe200 of the selectivity filter and
Asn68 and Asn205 of the NPA motifs.

selectivity
filter

periplasmic
vestibule

cytoplasmic
vestibule

NPA motifs

Figure 5.6: The shape of the GlpF
pore. The lining of the pore is shown
as solid surface. The selectivity filter
(blue), the carbonyl groups lining the
pore (red) and asparagine residues of
the NPA motifs (yellow) are shown in
ball-and-stick representation.

Structure of the Channel Pathway

The channel pathway consists of three elements: a periplasmic vestibule, an ex-
tended narrow pore, and a cytoplasmic vestibule [82, 97, 285, 290]. The periplasmic
vestibule tapers down to its constriction of ∼3.8 Å by 3.4 Å at a motif called se-
lectivity filter (SF) and continues as a ∼28 Å-long narrow pore (radius < 3.5 Å) that
following widens out toward the cytoplasmic side (Fig. 5.6)

The SF is located about 8 Å above the quasi twofold axis to the periplasmic side and
consists of two aromatic side chains (Trp48, Phe200), the guanidinium side chain of
Arg206, and two backbone carbonyl groups (Gly199, Phe200) (Fig. 5.5). The cross
section is precisely large enough to allow a single CH-OH group to pass. Therefore,
glycerol molecules (and water molecules) can only pass in a single file.

Because of its composition, the SF is strongly amphipathic. The two aromatic side
chains form a hydrophobic corner on two sides of the pore, while the guanidinium
side chain of Arg206 constitutes the third side and provides hydrogen bond donors.
On the forth side, the two backbone carbonyl groups act as hydrogen bond accep-
tor sites. This amphipathic property is continued in the narrow pore - the line of
accessible carbonyl groups and the highly constrained asparagine side chain of the
NPA motifs provide hydrogen bond acceptor/donor sites along the path while the
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opposing surface of the pore is mainly hydrophobic.

The amphipathic nature also determines how the glycerol molecules are conducted.
At the SF, for instance, the alkyl backbone of the glycerol is tightly packed against
the hydrophobic corner, leaving no space for substitutions at the C-H hydrogen po-
sitions [82, 285]. The hydroxyl groups of the glycerol act as hydrogen bond accep-
tors and donors from the guanidinium side chain and the two backbone carbonyl
groups, respectively.

Selectivity

As shortly outlined above, GlpF allows the permeation of water, glycerol but also of
other linear polyalcohols [80, 82] (alditols). Cyclic compounds are impeded by their
size since the channel diameter is too small [80, 82].

The permeation of different alditols through GlpF is stereoselective. For example,
ribitol, a five-carbon alditol, shows a similar rate of transport as glycerol, while D-
arabitol, a stereoisomer of ribitol, exhibits a ten-fold reduction in transport [82] rela-
tive to ribitol.

The explanation for this selectivity was suggested to be based on the structure and
the amphipathic nature of the channel [82, 285]. Due to the narrow dimensions of
the pore, the carbon backbone of any alditol must be lined up along the channel
axis. At the SF the carbon backbone of two successive CH-OH groups is thereby in
close contact with the hydrophobic corner, while the hydroxyl groups are hydrogen
bonded to Arg206 and the two carbonyl groups. For any adjacent CH-OH group
to these two groups, there are two tetrahedrally different positions with different
environments to place the carbon [82].

Therefore, alditols which can align along the channel are conducted. However, the
conduction is less efficient if adjacent carbon atoms are placed in the position that
mostly clashes with the channel wall. Since in D-alditol the carbon atom is in the po-
sition that mostly clashes with the channel wall, the conduction is hindered. Ribitol,
in contrast, can adapt a conformation similar to glycerol.

Both, aquaglycoporins and classical aquaporins such as AqpZ conduct water but
classical aquaporins do not conduct glycerol. The differences in glycerol permeabil-
ity was suggested [82, 97] and recently theoretically demonstrated [291] to be caused by
the different channel diameter which is larger in GlpF than in AQP1 or AqpZ. This
is especially true for the SF whose diameter is significant smaller in classical aqua-
porins and whose nature is more hydrophilic. The replacement of the hydrophobic
corner of the SF in GlpF removes the favorable interaction with the alkyl chain of
glycerol and thus together with the reduced diameter impedes the glycerol conduc-
tion.

In absence of glycerol, the conduction of water in GlpF is fivefold less efficient than
in the classical aquaporin AqpZ [81]. As cause for the reduced rate in GlpF, the hy-
drophobic nature of the SF was suspected [82, 290]. However, experimental evidence
is sparse [81]. For high concentrations of glycerol, on the other hand, crystal struc-
tures exhibit three bonded glycerol molecules plus several water molecules between
them, suggesting that both species are co-transported [82, 292]. In fact, theoretical re-
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sults suggested that water is required for glycerol transport, as it is part of the trans-
port mechanism [292].

5.2 Proton Blockage in Aquaporins - Current State of Knowl-

edge

The attempts to address the water/proton selectivity in aquaporins can be divided
into two different categories. The underlying conceptual views rest either upon
a geometrical or an electrostatic origin of the selectivity. The studies supporting
the first view implicitly assume that an one-dimensional version of the Grotthuss
mechanism [245] controls the migration of protons in a column of water molecules
forming a water wire in a channel. The primary control of the proton transfer is
then provided by a disruption of the specific arrangement of the water molecules,
which is prerequisite for proton exchange [87, 245]. In contrast, studies supporting the
second view propose that electrostatic interactions dominate the proton exclusion
mechanism. The state of knowledge is reviewed in refs [270, 293] and most recently
in ref [294].

Structure Based Explanations

Based on the analysis of atomic resolution structures obtained from X-ray diffrac-
tion and electron crystallographic data, two different explanations were proposed.
Ren et al. [100] suggested based on their structure without resolved water molecules
a spacial disruption of the continuous water chain through the channel. Indeed,
Sui et al. [295] could not find a suitable chain of hydrogen bonded water molecules
in their high-resolution X-ray structure of AQP1. In contrast, Murata et al. [101] pro-
posed an orientational disruption of the continuous chain of water-water hydrogen
bonds in form of a hydrogen-bond isolation mechanism. According to their sug-
gestion, the migration of protons is thereby blocked at the NPA motifs, because the
hydrogen atoms of the water molecule which is hydrogen bonded to the NPA motifs
are oriented perpendicular to the channel axis thus preventing them from forming
hydrogen bonds with adjacent water molecules.

Both mechanisms, the spatial and a revised orientational disruption mechanism,
were supported by various theoretical studies. Molecular dynamics [89, 90] and
Monte Carlo simulations [104] of the water permeation through AQP1 and GlpF
yielded a disruption of the water chain in the channel center or the region of the
selectivity filter.

In contrast, other studies attributed the proton exclusion to the noncontinuous
hydrogen bonding chain through the channel [88, 105]. Based on MD studies of
GlpF [88, 105, 296] and AQP1 [89], a revised view of the original proposal [101] suggest
a bifurcation of the hydrogen bonding network around the NPA motifs. In this pic-
ture, the Asn residue of the NPA motifs act as hydrogen bond donors to a single
water molecule restraining its dipole moment perpendicular to the channel axis and
preventing it from acting as hydrogen bond acceptor for other water molecules. As
a result of the water orientation at the NPA motifs, the water molecules in the two
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halves of the channel are oriented such that successive O-H bonds are oriented to-
ward the respective exit of the channel (see Fig. 5.5). This bipolar arrangement con-
trasts with the monopolar orientation in a water wire necessary to conduct protons
by means of the Grotthuss mechanism. In channels observed to conduct protons,
e.g. gramicidin, MD studies have revealed a monopolar orientation of the water
chain [91, 92].

The bipolar water orientation was demonstrated to be stabilized by the electrostatic
interaction of the water molecules with the channel environment [88, 105–107], which
thus interferes with the formation of a monopolar water wire. In particular, the helix
macrodipoles of the half-spanning helices M3 and M7 and the side chains of the Asn
residues of the NPA motifs were shown to be of crucial importance. The carbonyl
groups lining the pore on the other hand were shown to be of minor importance [105]

but stabilize the position of the water molecules in the channel due to the hydrogen
bonding to the water molecules (Fig. 5.5).

However, the studies of the water permeation through AQP1 [89, 90] and GlpF [88, 105]

did not incorporate an excess proton in the channel and therefore could only provide
indirect evidence regarding the mechanism of water/proton selectivity.

The spacial disruption mechanism, on the one hand, is unlikely to be the general
mechanism of proton exclusion since counter-examples showing a continuous wa-
ter chain throughout the simulation could be found [88, 105]. Other studies found a
bipolar water orientation [88, 89, 105–107]. However, thermal fluctuations were shown
to readily allow the formation and disruption of hydrogen bonding patterns in the
channel of GlpF and AQP1 [104] challenging the view of the bipolar orientation as
main source of proton exclusion.

Explanations Based on Explicit Description of Proton Transfer

Recent simulations of GlpF and AQP1 involved an explicit treatment of excess pro-
tons [104–112] and used a wide variety of methods to investigate the mechanism of
the proton exclusion. All studies consistently predict that the highest point of main
barrier against proton permeation is located in the center of the channel and in
contrast to the structure based explanations of electrostatic origin. Yet concern-
ing barrier heights and the factors dominating the electrostatic barrier the studies
came to different results. The predicted barrier heights range from 28 kcal/mol [112],
26 kcal/mol [111], 15 kcal/mol [109], 12-15 kcal/mol [104], and 6-7 kcal/mol [108] for
AQP1 and 19 kcal/mol [110] and 11 kcal/mol [106] for GlpF reflecting the diversity of
the applied methods. Regarding the nature of the electrostatic barrier, two quite dif-
ferent conclusions persist: a domination of the barrier due to the electrostatic field
generated by the protein environment or due to electrostatic desolvation effects.

Explanations based on the electrostatic interaction with the protein environment

The explanation of the proton exclusion due to electrostatic interaction with the
protein environment is mainly supported by studies from de Groot et al. [108] and
Chakrabarti et al. [106, 107]. In both studies, free energy profiles for the migration of
a proton through AQP1 [108] and GlpF [106, 107] were compared with the correspond-
ing electrostatic potential. Because of the qualitative correspondence of the profiles,
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in particular the profiles correspondingly peak at the NPA region, electrostatic in-
teractions with the channel environment were concluded to be the dominant factor
in the proton exclusion mechanism in both studies. As major contributing factors
to the barrier, the macrodipoles of the helices M3 and M7 and the partial charges
of the NPA motifs were identified. The influence of the low-dielectric membrane
environment, however, was suggested to be of minor importance [106, 107].

These results indicated that electrostatic interactions with the protein matrix instead
of the bipolar orientation of the water molecules itself oppose the proton transfer.
The stringent control of the water orientation is rather determined by the electro-
static environment [106, 107] as already outlined above. Interestingly, a second smaller
barrier [108, 110] or shoulder [106, 107] were found at the selectivity filter region and ex-
plained with the spacial disruption mechanism [108].

Based solely on classical electrostatic calculations, Jensen et al. [105] also expected in
their investigation of the electrostatic tuning of permeation and selectivity in GlpF
the main barrier located at the NPA motifs. However, the proton exclusion was
nevertheless associated with the bipolar water orientation (see Structure Based Ap-
proaches).

A completely different point was put forward in a very recent study by Chen et
al. [112], who suggested that the selectivity filter is also essential for the proton/water
selectivity of aquaporins. The simulations are based on a recent experimental work
by Beitz et al. [102], in which point mutations were introduced into the selectivity fil-
ter of AQP1. Interestingly, proton transfer through AQP1 could be demonstrated
for the R195V single mutant and the R195V/H180A double mutant. The calcu-
lated free energy profiles [112] for the mutants showed for the mutants R195V and
R195V/H180A a drastic drop of the secondary barrier at the SF region similar to
previous calculations [107] investigating the influence of the charge of the Arg. The
main barrier is also significantly reduced, from 28 kcal/mol to 13 and 17 kcal/mol
for the single and double mutant. Additionally, the authors investigated the H180A
single mutant, for which also a substantial reduction of the main and secondary
barrier was demonstrated, which was suggested to result from a reduction of the
dehydration penalty.

Explanations based on the desolvation effects

As alternative to the explanation that the barrier is directly attributed to the electro-
static field generated by the protein matrix, the electrostatic barrier for transferring
a charge through a low dielectric region was proposed as main factor determining
the selectivity in aquaporins [109, 111].

This explanation is mainly supported by investigations of Burykin et al. [109, 111]. A
comparison of free energy profiles for the proton migration considering only contri-
butions of the solvation energy ∗ and in the second case additionally of the charged
residues led to the suggestion that the main factor controlling the proton migration
is the contribution of the solvation energy. Based on an analysis of the correspond-
ing EVB profile, which additionally incorporates the chemical effect of the proton
transfer between neighboring water molecules, a control of the PT due to the de-

∗This includes contributions of the permanent dipoles of the protein and the helix dipoles.
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tailed orientation of the donor and acceptor was excluded [109]. An analysis of the
factors contributing to the barrier later demonstrated [111] that in contrast to the re-
sults of de Groot et al. [108] and Chakrabarti et al. [106, 107], the contribution of NPA
motifs to the barrier is quite small.

Interestingly, the authors further demonstrated [109] that the free energy profiles for
the movement of a proton through the AQP1 pore and a hydrophobic model channel
are quite similar. This result was interpreted to further support the explanation that
the dielectric properties of the protein and its environment and therefore the desol-
vation penalty of moving the proton charge from bulk solution to water molecules
in the channel where the charge is less solvated determine the electrostatic barrier.

The importance of dehydration penalty of the proton was also suggested by Milo-
shevsky et al. [104]. But additionally, they concluded that the residues of the protein
also significantly contribute to the proton blockage.

So the theoretical studies came to different conclusions about the nature of the selec-
tivity in aquaporins. The explanations based on structural considerations have been
demonstrated to be incompatible with the simulations which explicitly incorporate
the proton transfer reaction. However, the current consensus explanation of an elec-
trostatic origin of the selectivity is disputed regarding the nature of the electrostatic
barrier – either a barrier due to electrostatic interactions with the protein matrix,
mainly NPA motif, helix dipoles or selectivity filter, or due to desolvation effects.

But,in this regard, it must be considered that the discrepancies could well origi-
nate in the wide variety of used computational methods and simulation schemes.
The employed computational methods vary from classical electrostatic calcula-
tions [105, 106, 108] and the nondeterministic stochastic hopping method Q-HOP [108]

over empirical [104, 106, 107, 109, 111] and semiempirical methods [110, 112] to an ab initio
description of the water wire [297]. While the latter in contrast to the other meth-
ods took into account the electronic structure of the water wire, the computational
demands of these Car-Parrinello MD simulations, however, prohibited the calcula-
tion of free energy profiles for the proton migration [297]. Moreover, the use of finite
size models [106, 107, 110] or the neglect of the membrane environment [106, 107, 110, 112]

are potential sources of discrepancies. A rigid treatment of the channel [104, 105] or
the inherent neglect of thermal fluctuations in Poisson-Boltzmann calculations [106]

further increase the ambiguity.

5.3 The Mechanism of Proton Exclusion in GlpF

In the following, the results of calculations on the proton exclusion in GlpF are pre-
sented. After a short overview over the computational details (sec. 5.3.1), simula-
tions on the water distribution in GlpF using the GSBP-QM/MM simulation pro-
tocol are presented in section 5.3.2. Following in section 5.3.3, the mechanisms of
the proton exclusion in GlpF are explored based on free energy calculations of the
proton transfer reaction through GlpF.
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Figure 5.7: Partitioning of the aquaporin system for QM/MM-GSBP simulations.
The inner rectangular box shows the atoms located in the inner cavity in the GSBP
set-up. The atoms treated using SCC-DFTB are highlighted in red. Atoms in the
outer region were fixed during the simulation and their effect were taken into ac-
count through continuum electrostatics (see text).

5.3.1 Computational Details

The QM/MM-GSBP simulations were initiated from a snapshot from the classical
MD simulation of a GlpF tetramer embedded in solvent and a membrane of Tajkhor-
shid et al. [88]. Only one monomer was selected for simulation and the rest pro-
teins and explicit membrane were discarded. As shown schematically in Fig. 5.7,
the GSBP set-up partitioned the system into inner and outer rectangular cavities
that contain 2473 and 1828 atoms, respectively. The size of the inner region is
22×25×54 Å3, which is described by a set of grids with dimensions of 139×161×175
in the PB calculations for the various GSBP components. A coarse grid spacing of
1.6 Å and a finer spacing of 0.4 Å were used in focusing Poisson-Boltzmann (PB)
calculations. The coordinate origin and midpoint of the membrane was set to a
water molecule in the center of the channel, which corresponds to W522 in the X-
ray structure [88]. The membrane, which was described using a dielectric model,
was set to have a thickness of 35 Å; the dielectric coefficients of membrane and
bulk solvent were chosen to be 2.0 and 80.0, respectively, and the salt concentration
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was chosen as 150 mM. Similar to the model channel simulations discussed above
(sec. 4.2), Legendre polynomials up to order 10 were used as basis functions for the
GSBP inner region electrostatics. The protein-solvent boundary was set up using the
atomic Born radii of Nina et al. [298]. The atoms outside the inner cavity were con-
strained to their initial position. Protein atoms at the boundary of inner and outer
cavity were constrained according to the previously described protocol[135]. For the
Coulombic interactions, the extended electrostatics model [223] was used where in-
teractions beyond 12 Å were treated using a multipolar expansions including dipole
and quadrupole terms.

The model contains a total of 154 water molecules, 27 of which were treated using
SCC-DFTB. Treating these water molecules with a QM model provides a consis-
tent and natural description for the PT process; the cooperativity among the wa-
ter molecules, which is missing in previous classical treatments [88, 89, 105, 106, 110], is
also taken into account. The validity of the QM/MM model for water has been
shown using model channels in section 4.2. The comparison of the PT barriers for
the QM/MM scheme with a full QM approach indicated that solvation is adequately
described using MM water molecules in a QM/MM scheme.

All of these QM waters were in the interior of aquaporin in the starting configura-
tion. To prevent lateral diffusion of QM and MM waters, planar restraints were in-
troduced at the interface between QM and MM water molecules. The QM/MM fron-
tier and respective restraints were chosen such that additional QM water molecules
can diffuse into and out of the pore. The reservoirs of QM water (red) can be seen
on each side of the monofilar water chain in Fig. 5.7. This goes beyond the setup
in a previous study [106], which reproduced the location of the water molecules in
the channel but was limited in its predictivity by restricting water from entering or
exiting the pore.

The QM/MM model including parts of the protein backbone in the QM segment
additionally comprises the backbone atoms of the residues 63 to 69 and 198 to 204.
The boundary between the QM and MM region was chosen at the C-Cα bond such
that the carbonyl groups of residue 63 and 198 are included and those of residue 69
and 204 are excluded from the QM segment and at the Cα-Cβ bond of the residues
65 to 67 and 200 to 202. Link atoms were introduced to saturate the valence of the
QM boundary atoms. The interactions at the boundary are treated using the EXGR
scheme implemented in CHARMM. The validity of the partitioning across the C-Cα
bond in the backbone was verified by comparison of the Mulliken charges of the
QM segment from a QM/MM calculation of the functional loops with results from
calculations treating the complete functional loops with SCC-DFTB.

The GSBP-QM/MM dynamics simulations employed constant-temperature MD us-
ing the weak coupling method for temperature control described by Berendsen et
al. [299] with a time step of 1.0 fs and a temperature of 300 K.

For the simulation of the water structure, eight trajectories were calculated, each
with a time period of 20 ps for equilibration and 100 ps of data collection. For the
determination of relative water densities, the pore radius of the lumen was deter-
mined at each point along the channel axis using the Hole2 program [300].

In addition, a set of calculations without the dielectric model of membrane and bulk
solvent, i.e., the environment of the protein was replaced by vacuum, was also car-
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ried out for comparison with the GSBP results. In the following these these calcula-
tions are referred to as vacuum simulations. The length of the MD simulations was
the same as in the GSBP based simulations.

PMF calculations were carried out using the standard umbrella sampling tech-
nique [273] with the modified center of excess charge coordinate ξz

[130] (see sec-
tion 4.1.2) as the reaction coordinate since the water wire in GlpF is linear. The
umbrella sampling involved the simulation of 57 independent windows with force
constants of 10 kcal/mol Å2. The simulations each consisted of 20 ps of heating and
equilibration, and a further 80 ps for production and data accumulation. To obtain
the PMF from the accumulated data, the WHAM equations were employed.

Despite the obvious advantages of PMF computations, the methodologies of anal-
ysis lag behind the ones routinely used for minimum energy pathways (MEP) or
transition state (TS) computations. In TS or MEP computations the perturbational
analysis of the energetics by recomputing single point energies at the critical points
of the potential energy surface (PES) with an alternative functional belongs to the
standard protocol [301]. This technique allows for an estimate of the influence of dif-
ferent groups or residues using in-silico mutations and allows the explorations of
factors influencing the energetics of the reaction without recomputing the MEP.

Similar techniques can be used to investigate free energy integration computations
using force decomposition or perturbational techniques [302]. For umbrella sam-
pling, changes in the forces in direction of the reaction coordinate can be used to
perturbationally explore the change in the potential of mean force upon alteration of
the potential energy functional [303]: Using structures recorded during the umbrella
sampling simulations, the change in the forces in direction of the reaction coordinate
can be computed. Integration yields the perturbational change in the PMF. Employ-
ing this technique, the energetical influence of specific elements was investigated by
using charge-modified variants of the channel (Table 5.1).

5.3.2 Water Structure in GlpF

The water structure has been proposed to contribute to the high barriers for PT
in GlpF and other aquaporins proteins [88–90, 105]. Although recent simulations of
aquaporins have argued against an explanation of the proton blockage based on the
structure of the water chain, aquaporin water channels have been shown both exper-
imentally [94] and through molecular dynamics simulations [88, 89, 105, 106, 110] to have
a pronounced water structure. Similar observations were also made in gramicidin
in simulation and experiment as reviewed in ref [304].

The embedded water structure has been confirmed by multiple simulations using
different force fields (GROMACS, CHARMM), water models (TIP3P, SPC, PM6) as
well as different simulation protocols [88, 89, 105, 106, 110]. For example, Tajkhorshid et
al. [88] carried out simulations for GlpF: a tetramer was embedded in an explicit
membrane-water environment and the Ewald summation for long-range electro-
statics was applied with periodic boundary conditions. The simulations showed
distinct water structure around hydrogen-bond-forming moieties in the lumen re-
gion (see Fig. 5.5), and the locations of high water densities match well with those
identified from high-resolution X-ray structures presented in the same paper.
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Comparing results from GSBP-QM/MM simulation to those previous calculations
using explicit membrane and bulk solvent molecules is expected to be a stringent
test of the used simulation protocol.

Molecular Dynamics Simulations of the Water Structure

As shown in Fig. 5.8 A, the distribution of water molecules has distinct features in-
side the aquaporin. The peaks in the relative water distribution coincide well with
the position of specific protein polar groups. These include the well-conserved NPA
motif in the center of the channel and two half membrane spanning, short peptide
sequences (65-68, 199-203) whose carbonyl groups line the channel; Arg206 in the
selectivity filter region also helps to position water molecules. The role of Trp48
and Phe200 is mainly attributed to narrowing the pore size and providing the hy-
drophobic corner discussed above. This might improve the interaction of the water
molecules with Arg206 [89]. These observations are in good agreement with previ-
ously published data [88, 89] using models that are substantially larger in size. More-
over, the bifurcating orientation of the water wire centered around Asn203 as ob-
served in previous studies is also reproduced by the current simulation (Fig. 5.8 B).
The order parameter P1(z) = 〈cosθ〉 withθ as the angle between the membrane nor-
mal and the water dipole vector shows a sigmoidal shape with an inflection point at
z∼=-2 Å, i.e., at the position of Asn203, reflecting the known [88, 105] bipolar water ori-
entation in the cytoplasmic and periplasmic half of the channel with the inversion
of the water dipole orientation at the NPA motifs.

In the additionally conducted vacuum simulations, the distribution of water agreed
well with GSBP only in the central region of the channel. The agreement is visibly
worse in regions beyond 5 Å from the center. In particular, the peak positions of
the water molecules are shifted in the region of negative z value; these shifts can
not be attributed to the shifts in the position of polar groups in the lumen, which
are displaced by less than 0.1 Å in the vacuum simulations in comparison to the
GSBP simulation. Moreover, disruptions of the water chain were observed between
z= 5-10 Å, which is clearly visible in the average density profile. Previous peri-
odic boundary based simulations [105] did notice disruption of the water wire inside
aquaporin, although these events were very rare. Therefore, the observed break-
down of the well-ordered water structure in the vacuum simulation is unexpected
for a channel with many polar interactions despite its narrow radius. In previous
work, such pulsatory behavior was observed only in narrow and purely hydropho-
bic channels, such as a hydrophobic model of the aquaporin channel [105], carbon
nanotube [305], and smooth hydrophobic pore [306] and cylinders [307]. In fact, since
the pulsatory transport of water in narrow pores depends on collective oscillation
of the bulk water [306], the lack of large body of bulk solvent in the current set-up is
not expected to produce channel depletion.

The reproduction of the water density from experiment [88] and simulations with an
explicit description of the larger environment [88, 89] confirms the simulation protocol
for the following free energy calculations of the PT reaction through GlpF.
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Figure 5.8: (A) Computed relative water distribution in the GlpF channel along
the membrane norm (z axis) for the vacuum- and the GSBP-based simulations,
which were obtained through the frequency of observing the water oxygen atoms
at a the respective position. The average positions for selected atoms from the
GSBP simulations are also shown to illustrate the correlation between water den-
sity and position of polar groups along the channel, which include both protein
side chains (e.g., Arg206, Asn68, Asn203) and main chains (e.g., a series of carbonyl
groups). (B) Water orientation in the GlpF channel illustrated by the order parameter
P1(z) = 〈cosθ〉; θ is the angle between the membrane normal and the normalized
water dipole vector.



5.3. The Mechanism of Proton Exclusion in GlpF 73

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

14

16

ξ
z
 [A]

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
W(ξ

z
) [kcal/mol]

Figure 5.9: (A) Trace of the location of the excess proton calculated using the mCEC.
The color displays the value of the ξz coordinate from -12.0 Å (blue) to 16.0 Å (red).
(B) PMF for the proton transfer through GlpF.

5.3.3 Potential of Mean Force Calculations

The PMF profile for the PT through wild-type GlpF shows a barrier of 24.9 kcal/mol
peaking in the middle of the channel/membrane (ξz=0.0 - 3.0 Å) close to the NPA
motifs. The profile further features a shoulder at the position of the selectivity filter
at ξz =∼ -6.0 Å (see Fig. 5.9). During the PT reaction, also the water orientation in
the pore was calculated using the order parameter P1 (Fig. 5.10). The sigmoidal
shape of the profiles indicate bipolar water orientations whose center gradually
change during the PT reaction depending on the reference value of the umbrella
sampling biasing potential. The center of the bipolar water orientation is therefore
determined as expected by the position of the excess proton (see Fig. 5.10).

To gauge the influence of specific elements on the PT energetics, nine systems de-
noted A to I (see Table 5.1) with modified charge distribution of the channel and
dielectric properties of its environment were analyzed. For each modified system,
the respective energy terms of a single or more elements were set to zero and the
perturbational correction to the PMF calculated. The perturbations A to E thereby
concern localized structural elements in the pore, whereas the perturbations F to I
concern global aspects. The perturbations only enter energetically without altering
phase space, in contrast to approaches which already turn off elements during the
simulation [107, 112]. Hence, the importance of each element on the actual PT can be
separated from structural and dynamical effects on the protein and the water file
through it.

Turning off the partial charges on the side chain of Arg206 (model A) causes a sig-
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Figure 5.10: Water orientation in the GlpF channel for different reference values of
the umbrella sampling biasing potential illustrated by the order parameter P1(z) =
〈cosθ〉; θ is the angle between the membrane normal and the normalized water
dipole vector.

nificant negative perturbational correction to the PMF at the selectivity filter region.
Therefore, Arg206 significantly increases the free energy barrier in this region. The
maximum correction of -6.4 kcal/mol is reached at ξz=-5.6 Å which is close the po-
sition of the Cζ of Arg206 along the channel axis (Fig. 5.11 A). To larger values of
ξz, the negative correction is continuously reduced, vanishes at the NPA motifs, and
increases to positive values (up to 2 kcal/mol) in the cytoplasmic half of the pore.

The perturbations of the models B, D, and E have only a minor influence on the PMF
and the barrier height. Turning off the partial charges of NPA asparagine side chain
atoms (model B) results in a localized negative correction of 1.6 kcal/mol at the
NPA region (ξz= 3.0 Å). To larger and smaller values of ξz, the negative correction
declines quickly and reaches small positive values (∼ 0.7 kcal/mol) at the selectivity
filter region and in the second half of the cytoplasmic half of the pore.

The perturbation in model D (backbone atoms of the M3/M7 helices) causes a maxi-
mal correction of -3.0 kcal/mol atξz=3.6 Å. However in contrast to model B, a broad
minimum covering the complete channel is obtained. A similar result is found for
the QM treatment of the functional loops between the helices M2/M3 and M6/M7
(model E). The perturbation leads to a negative correction for almost the complete
pore with two local minima of -2.1 kcal/mol and -2.0 kcal/mol at ξz=-2.3 Å and
7.6 Å.

Inversely to model D, the C=O groups lining the channel (model C) cause a signif-
icant stabilization of the excess proton in the channel. ∆W(ξz) exhibits an inverted
double-well profile with maxima of 6.3 and 5.2 kcal/mol located in the middle of
cytoplasmic and periplasmic half of the channel at ξz=-2.6 Å and 8.1 Å. A local min-
imum with a value of 3.8 kcal/mol is found at the NPA motifs region.

For model F (”hydrophobic” channel), the perturbational correction to the PMF
shows a minimum of -2.5 kcal/mol at the NPA region (ξz=2.5 Å) (Fig. 5.11 B). To
larger and smaller values of ξz, the negative correction declines quickly and be-
comes positive with two local maxima of 3.0 and 2.5 kcal/mol in the cytoplasmic
and periplasmic half of the channel at ξz=-4.0 and 8.8 Å. A very similar results is
obtained if additionally to the point charges of the protein the membrane and the
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Table 5.1: Perturbations of the GlpF channel studied. a

model
perturbation A B C D E F G H I

Arg206b -

NPA(Asn68/203)b -

C=Oc,d -
M3/M7 helix backbonec,e -

M2/M3 & M6/M7 loops backbone QM f -
proteinc - - -
membrane/bulk solventg - -
MM waterc - -

a The minus sign indicates that the respective energy contribution is turned off. b Partial

charges of the side chain atoms turned off. c Partial charges turned off. d Residues 64-66 and 199-201.
e Residues 70-79 and 205-217. f Backbone of residues 63-69 and 198-204 treated quantummechanically.
g GSBP turned off.
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Figure 5.11: Perturbational correction to the PMF for localized structural ele-
ments(A) and global aspects (B).
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bulk solvent (model G) are turned off. The minimum at the NPA region is slightly
deeper (-3.4 kcal/mol) and the maxima are slightly lower (2.2 and 2.1 kcal/mol).

In contrast, turning off the partial charges on the MM water molecules, either for
the ”hydrophobic” channel with neglected membrane/bulk solvent (model H) or
solely (model I) causes a huge negative correction to the PMF around the NPA re-
gion (Fig. 5.11 B). For model I, a broad minimum spanning the whole channel is
found with a maximal correction of -14 kcal/mol. The perturbational correction for
model H shows a more structured profile with a distinct minima of -16.2 kcal/mol
at the NPA motifs (ξz=2.5 Å).

5.4 Discussion

Several theoretical studies [88–90, 104–112] have addressed the mechanisms of the wa-
ter/proton selectivity in aquaporins. Despite this effort, the exact nature of the
mechanism is still disputed. In part, the discrepancies also with regard to quan-
titative differences in the barrier heights originate in the wide variety of used com-
putational methods and simulation schemes ranging from classical electrostatic cal-
culations [105, 106, 108] to an ab initio description of the water wire [297]. Thus it remains
meaningful to carry out reliable QM/MM simulations to better understand the im-
portance of various factors that have been proposed.

The presented SCC-DFTB/CHARMM/GSBP set-up uses a fairly small model for
aquaporin (22×25×54 Å3, which contains ∼2500 atoms) and treated both bulk sol-
vent and the lipid membrane using continuum models. The simulation reproduced
the water structure and bipolar water orientation in the GlpF channel compared to
previous periodic boundary simulations with explicit lipid membrane and bulk sol-
vent [88, 89] and X-ray structures [88]. This is quite remarkable considering the much
smaller number of atoms explicitly included in the present protocol and the fact
that the membrane was replaced by a simple dielectric model. Simulations of the
same reduced system with the protein surrounded by vacuum, by contrast, pro-
duced rather different water distributions, which further illustrates the importance
of proper long-range electrostatic treatment for intrinsically heterogeneous systems
such as membrane-bound proteins and the effectiveness of the GSBP approach. Fur-
thermore, the results underline the validity of the model to simulate PT reactions.

The computed value for the barrier height of ∼25 kcal/mol for the PT through
GlpF is large enough to prevent the leakage of protons into the cell. Similar results
have been obtained in previous studies – 28 and 26 kcal/mol for AQP1 [111, 112] and
18 kcal/mol for GlpF [110]. Furthermore, the free energy values for the barrier height
are close to values found for the transport of a proton including the formation of
membrane spanning water networks around the excess proton (18 kcal/mol) [308]

and the formation of a water file through a complete membrane (26 kcal/mol) [309].
This supports the previously brought up argument that there is no need for aqua-
porins to oppose PT stronger than the surrounding membrane itself [108]. The clear
maximum of the PMF at the NPA motifs region, however, does not allow a conclu-
sion regarding the nature of the barrier since the NPA motifs region is also simply
the center of the low dielectric region of channel and membrane.
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The QM treatment of the backbone of the functional loops (model E in Table 5.1)
results in the expected stabilization of the excess proton in the channel as qualita-
tively also shown by Jensen et al. [105] in their analysis of the electrostatic interaction
energies of a positive point charge with the protein. It allows to estimate the error
of the barrier height due to the neglect of protein polarization and thus to asses the
validity of the employed QM/MM approach using a nonpolarizable force field. The
amplitude of the found correction to the PMF is small (∼2 kcal/mol) in contrast
to the results found for carbon nanotube channel in which wall polarization effects
were found to be significant [310]. Therefore, the neglect of protein polarization in
the computational model is not expected to alter the results of the investigation crit-
ically and the application of a QM/MM scheme using a nonpolarizable force field is
justified.

In addition to the PMF for the PT that provides only limited information about
the mechanism of the water/proton selectivity, the results of a perturbation anal-
ysis provide a detailed picture of the contributions to the barrier. The investigated
perturbations (Table 5.1) can be separated into perturbations concerning localized
structural or global elements as, for example, Arg206 (model A), the NPA motifs
(model B), the helices M3/M7 (model D) or the protein as a whole (model F) and
and the remaining perturbations which describe a change of the reference point of
the PT reaction through the channel (model H and I). In contrast to previous ap-
proaches [107, 112], the employed perturbation analysis thereby considers only the
energetics of specific structural elements to the PMF, but preserves the structure of
the water file through the pore and the protein structure. Therefore, it allows to sep-
arate the effects due to conformational changes such as an altered water structure in
the pore from those due to the electrostatic influence of structural elements.

Among the structural elements, the NPA motifs (model B) and the helix
macrodipoles (model D) do not contribute much to the free energy barrier for the
PT through GlpF. Turning off the partial charges of Asn68 and Asn203 (model B)
results only in a correction to the PMF of -1.5 kcal/mol. This agrees with the small
contribution of the NPA motifs to the electric field in direction of the channel axis at
the position of the water file found in a previous analysis [105]. Similar contributions
to the barrier were found in previous free energy simulations (∼3 kcal/mol [107] and
3.6 kcal/mol [111]) and electrostatic energy simulations (∼2 kcal/mol [107]). Never-
theless, the NPA motifs play an important role for the stabilization of the bipolar wa-
ter orientation of the nonprotonated water chain through GlpF [88, 105, 107]. Against a
possible secondary influence on the PT due to the stabilization of the bipolar water
orientation, however, argues that the water orientation is a dynamical phenomenon.
It can readily disrupted by thermal fluctuation as Miloshevsky and co-workers [104]

in their MC study showed. In line with this are the results for the water orientation
in the pore during the PT (Fig. 5.10). The results show that the original bipolar water
orientation is readily adapted to the location of the excess proton.

Similar to NPA motifs, the small correction of -3 kcal/mol for the helices M3 and M7
(model D) indicates only a minor contribution to the free energy barrier. In general,
the influence of these helix macrodipoles is a disputed topic. Sengupta et al. [311]

pointed out that the net effective dipole moment of a helix in proteins can in fact be
of considerable amount. However, instead of examining the net dipole moment of a
helix its contribution to the electric field at the points of interest is more meaningful.
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So, Åqvist et al. [312] showed that the stabilizing/destabilizing effect of a helix results
rather from some localized dipoles located in the first turn of the helix than from the
macrodipole of the helix and is therefore smaller than usually assumed.

As for the NPA motifs, it was shown that the contribution of the M3/M7 helix to
the electric field is vanishingly small [105] suggesting only a small contribution to
the energetics of PT as found here. Similar contributions to the barrier (∼2.5 to
4 kcal/mol) were found in previous free energy and electrostatic energy simula-
tions [107]. A most recent study [112], however, found a significant larger influence
(16 kcal/mol). Though, a comparison of the result is hampered since the perturba-
tions in this work only enter energetically and do not influence the structure of the
water file through the pore. In ref [112], in contrast, the electrostatic effect of the
helices and structural changes of the water file, as observed, are mixed. To what
extend the structural changes influence the PT remained unclear.

In contrast to the NPA motifs and the helix macrodipoles, the positively charged
Arg206 of the SF (model A) contributes significantly to the the PMF. However, a
large correction (-6 kcal/mol) to the PMF is found only at the SF whereas the cor-
rection at the barrier maximum is about zero. Therefore, the shoulder in the PMF
is affected while the height of the free energy barrier itself and the proton block-
age remains unaffected, even if the shape of the PMF becomes asymmetrical as also
observed in previous studies [107, 112]. Unexpectedly, a recent experimental study in-
dicated that after the mutation of the Arg (Arg195) in the SF of AQP1 to Val, AQP1
allows the passage of protons [102]. Inspired by this, the influence of the SF on the
proton blockage in AQP1 was investigated in a theoretical study, and a decrease of
the free energy barrier from 28 kcal/mol to ∼16 kcal/mol if Arg195 is mutated to
Val [112] was found. The obtained barrier height for the mutant, however, is still too
high to allow PT.

In both studies [102, 112], the found effects reflect two interfering sources - on the one
hand, the changed electrostatic interaction between the positively charged arginine
and neutral valine with the excess proton and, on the other hand, the change of the
structure at the SF region. Mutating Arg to Val widens the narrow SF [102] and may
cause additional water molecules to fill the additional space and thus provide a bet-
ter solvation for the excess proton. A X-ray structure of the mutants, however, is not
available to verify this aspect. Also the second mutation in ref [112] supports this
view. The mutation of the neutral His180 to Ala further widens the SF, accordingly,
an additional drop of the barrier is found [112]. However, the electrostatic interaction
of the neutral His with the excess proton can be assumed to be of minor impor-
tance according to ,e.g., the results for the Asn side chains of the NPA motifs (model
B). Hence, further studies are needed to quantify the contribution of the SF to the
blockage of protons by establishing a narrow constriction region with the therewith
connected desolvation effects of the excess proton. The energetical influence of the
Arg, by contrast, is small as the results for model A indicate.

In addition to these localized perturbations, the influence of the protein as a whole is
investigated in model F. Turning off all partial charges of the protein leaves a ”van-
der-Waals channel” that shows almost the same free energy barrier like the wild-
type channel as the small correction to the PMF indicate. This results indicates that
the electrostatic interaction of the protein matrix with the excess proton does not
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dominate the free energy barrier. A similar results is obtained if additionally the
continuum electrostatic description of the membrane and bulk solvent are turned
off. These results agree with results by Burykin et al. [109] who obtained similar free
energy profiles for the PT through AQP1 and a hydrophobic model channel.

In contrast to the perturbations above, the MM water molecules (model H and I)
significantly contribute to the free energy barrier. Turning off the partial charges of
the MM water molecules reduces the solvation of the excess proton at the end of
the single water file and thus destabilizes the excess proton. As result an enormous
negative contribution (-16.0 kcal/mol for model H and -14.0 kcal/mol for model I) to
the free energy barrier is found. This result indicates that the major contribution to
the free energy barrier results from the desolvation penalty for transferring a proton
from the bulk to the single water file. In other words, turning off the partial charges
of the MM water molecules changes the reference point of the PT through the pore.
The remaining low barrier, therefore, represents the contribution of the protein alone
with solvation effects due to bulk solvent eliminated. This result agrees very well
with the results obtained for the model channel embedded in various environments
in section 4.2. The different environments cause a different preferential solvation at
the ends of the water wire and thus modulated the barrier height for the PT.

Summarizing, the results indicate that the major contribution to the free energy bar-
rier results from desolvation effects of the excess proton. Structural motifs such as
the NPA motifs are of minor importance but of course influence the barrier. Polar
groups in the pore, on the other hand, stabilize the excess proton in the pore as the
results for the carbonyl groups of the two functional loops (model C) indicate. How-
ever, in aquaporins their effect is not large enough to counterbalance the penalty
due to the desolvation as for instance in gramicidin. Its pore exhibits a stack of se-
quential rings of carbonyl oxygen atoms [91, 92] that compensate the energetical cost
of dehydration. A similar situation was investigated for the model channel in sec-
tion 4.2. Circular arranged dipole moments around the model channel were shown
to modulate the PT barrier significantly resulting in a nearly vanishing barrier.

An interesting question is how these results behave to the recent experimental study
that found proton conduction in AQP1 for the mutants of the Arg of the SF [102]. Note
that for such mutations two effects have to be separated. The analysis in this work
considers the electrostatic effect due to a mutation – an experimental mutation on
the other hand involves an electrostatic effect and an influences on the structure.
Mutation of the residues constituting the selectivity filter most likely increase the
cross section of this constriction region and additional water molecules increase the
solvation of an excess proton decreasing the barrier height.

To investigate this issue, further experimental and theoretical studies are necessary.
On the one hand, a X-ray structure would provide the required information about
the structural alterations of the protein matrix and the water structure at the SF
region. Theoretical methods, on the other hand, can, as complementary method,
contribute by simulating the water distribution in the pore region, which is often
difficult to access by X-ray diffraction.





Chapter 6
Color Tuning in Archaeal
Rhodopsins: Bacteriorhodopsin vs
Phoborhodopsin

The discovery of bacteriorhodopsin (bR) [7, 10, 313–315] in the seventies [316] as a pro-
ton pump in Halobacteria which is not in direct contact with energy-transducing
proteins provided a possibility to explore the chemiosmotic hypothesis proposed at
that time. Furthermore, together with other halobacterial rhodopsins it set the stage
for the investigation of the molecular mechanism of the color tuning in rhodopsins.
Apart from bR, three more rhodopsins are found in the cellular membrane of
Halobacteria: phoborhodopsin (pR; also called sensory rhodopsin II, sRII) [10, 317, 318],
halorhodopsin (hR) [319], and sensory rhodopsin I (sRI) [10, 317, 318].

The blue shifted absorption maximum (λmax) of pR (∼500 nm) relative to bR, hR,
and sRI, which absorb in the range of 560-590 nm, is very remarkable since halobac-
terial rhodopsins share the same chromophore and are highly homologous in their
structure. The amino acid sequence of the phoborhodopsin is ∼25 % identical to
that of bR [320]. If only the residues that constitute the binding pocket are consid-
ered, the identity increases to ∼80 %; only 10 amino acids within 5 Å of the chro-
mophore [320, 321] differ. Similar degrees of conservation are found for the binding
pockets of sRI and hR [10]. Because of this ostensible conflict, the spectral shift be-
tween bR and ppR has been studied extensively with experimental [27, 322–325] as well
as theoretical methods [50, 51]. The clarification of the molecular mechanism of the
shift also sheds light onto the general mechanisms of color tuning in retinal proteins
and is therefore of fundamental importance for understanding the process of color
vision in vertebrates where homologous rhodopsins are found.

In the next two sections 6.1 and 6.2, the structure and photocycle of bacteri-
orhodopsin and phoborhodopsin are shortly reviewed, followed by an outline of
the current state of knowledge on color tuning focused on the investigated systems
(sec. 6.3). In section 6.4 the computational strategy is introduced and the applicabil-
ity of various computational methods is discussed. Subsequently, the mechanisms
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of the color regulation between bR and ppR are investigated in section 6.5. A sum-
mary of the results finally concludes the chapter (sec. 6.6).

6.1 Structure and Photocycle of Bacteriorhodopsin

Structure

The structure of bR is one of the most highly resolved amongst membrane proteins.
First structural models had been determined by electron diffraction methods at in-
creasing resolutions to 3 Å [326, 327], but first the development of the lipidic cubic
phase crystallization [328] allowed for preparation of high-quality crystals for atomic-
resolution X-ray diffraction. Since then the resolution has improved significantly to
recently 1.43 Å [329–333] providing information about the precise location of amino
acid side chains and internal water molecules.

In the membrane bR clusters into trimers [5] (Fig. 6.1) that form a two-dimensional
hexagonal lattice, the purple membrane. Under low light conditions, the purple
membrane contains an equilibrated mixture of bR containing all-trans and 13-cis
conformers [334] of retinal ∗. However, only the protein with the all-trans chro-
mophore is biologically active (proton pumping); the 13-cis protein also absorbs
light but transforms into the all-trans protein, a process referred to as light adap-
tion [233, 335, 336].

Bacteriorhodopsin consists of 248 amino acids folding into a seven-transmembrane
helical topology (Fig. 6.2) [326]. The helices (A to G) are connected by short loops
and grouped into two layers of three and four helices. The latter forming an arc-like
structure (Fig. 6.1). All helices are oriented perpendicular or nearly perpendicular
to the membrane. Retinal is connected via a Schiff base linkage to Lys216 on helix G
and separates the protein into a cytoplasmic and an extracellular half. The plane of
the chromophore is oriented nearly perpendicular to the membrane plane [337] and
its β-ionone ring end is tilted toward the extracellular side [338]. In the light adapted
ground state, the NH group of the protonated Schiff base (PSB) is oriented toward
the extracellular side [339]. The β-ionone ring/chain conformation is 6-s-trans.

Surrounding retinal, three tryptophanes (Trp86, 182, 189) and a tyrosine residue
(Tyr185) tightly pack the chromophore and fix the polyene chain in the proper ori-
entation and position [340]. The environment around the PSB is formed by Thr89
and the counterion residues Asp85, Asp212, and Arg82 (Fig. 6.4) which stabilize the
positive charge of the PSB. Moreover, the Schiff base region contains several water
molecules [330, 332]: a highly polarized water molecule coordinated to the PSB, Asp85,
and Asp212 as well as two water molecules coordinated to Asp85 and Asp212,
respectively. Together with the counterion residues, they constitute a hydrogen
bonded network (HBN) (Fig. 6.4).

A second HBN of water molecules in the extracellular half is separated by Arg82
from the Schiff base region (Fig. 6.2). Together with the counterion residues and
several polar side chains †, the water molecules in the extracellular half constitute

∗See Fig. 6.3 for numbering of retinal atoms.
†Thr89, Tyr83, Tyr57, Tyr185, Glu194, Glu204, Ser193
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Figure 6.1: Structure of the bacteri-
orhodopsin trimer in the purple membrane.

Figure 6.2: Structure of bacteriorhodopsin
(PDB code 1c3w) with the chromophore and
selected functional important residues high-
lighted in ball-and-stick representation. Se-
lected water molecules are shown in CPK
representation.
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Figure 6.3: Chemical structure of
the retinal chromophore in the
all-trans configuration.

Figure 6.4: Detailed view of
the retinal Schiff base region of
bR (PDB code: 1c3w) showing
the retinal and its counterion
residues Asp85, Asp212 and
Arg82 as well as the three wa-
ter molecules of the hydrogen-
bonded network.
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a three dimensional network reaching from the PSB to the surface [315] that way
constituting a proton transfer pathway.

Interestingly, there is no obvious proton conduction pathway in the cytoplasmic
half. The amino acids Asp96 and Asp38 were found to be involved in the trans-
port [341–343], but there are hydrophobic gaps, for instance between Asp96 and the
Schiff base (12 Å), which have to be bridged. While X-ray structures could not ver-
ify a water chain directly despite several cavities [326], FTIR spectroscopy [344] and
molecular dynamic simulations [345, 346] suggested hydrogen bonded networks in
the cytoplasmic half. Therefore, transiently formed aqueous chains were postulated.

Photocycle

The absorption of light leads to photoisomerization of the chromophore from the
all-trans to a 13-cis conformation and triggers the following commonly accepted
photocycle. The subscripts denote the wavelength of the visible absorption λmax;
the approximate transition lifetimes are shown above the arrows [7, 347–349]:

bR568
hν
 I480

∼0.5 ps−→ J625
∼2 ps−→ K610

∼2 µs−→ L550
∼80 µs−→ M412

∼10 ms−→ N520
ms−→ O640 → bR568

Formally, six steps consisting of isomerization, proton transport, and a switch of the
accessibility of the Schiff base characterize the photocycle. After the isomerization
of retinal during the bR→J transition, following structural relaxations [329, 350–355]

set the stage for the first PT step from the Schiff base to Asp85 during the L→M
transition [356]. During the lifetime of M, a proton (second PT step) is released to
the extracellular aqueous phase from a group close to the extracellular surface (pro-
ton release group PRG) [357–359], whose nature is still disputed [333, 360–363]. Further,
the accessibility of the Schiff base switches from extracellular to intracellular to al-
low vectorial proton transport [364–366]. The Schiff base is then reprotonated from
Asp96 (third PT step) in the fourth step during the rise of N [342, 343, 356]. During
the following decay of N [342, 343, 367], Asp96 is reprotonated from the cytoplasmic
side and retinal reisomerizes thermally [368]. In the last step, a PT from Asp85 to the
PRG [342, 367, 369] and structural relaxation to the initial state [370] during the decay of
O complete the photocycle.

6.2 Structure and Photocycle of pharaonis Phoborhodopsin

Besides in Halobacterium salinarum, phoborhodopsin is also found in Natronobac-
terium pharaonis [371]. But X-ray structures are only available for the pharaonis
phoborhodopsin (ppR, also psRII), wherefore in this work ppR is investigated. The
absorption spectra of ppR and salinarumpR (spR or ssRII) are very similar showing
only a shift of 10 nm of the absorption maximum λmax (497 nm for ppR [20, 372] and
487 nm for spR [373]).
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Structure

In the membrane, ppR is complexed with a transducer protein (HtrII) which binds
specifically [374] by means of two transmembrane helices (TM1 and TM2) and
links the photoreceptor ppR with a cytoplasmic signal cascade. Two of those re-
ceptor/transducer complexes in turn cluster to a dimer with a two-fold rotation
axis [375, 376] (Fig. 6.5). High resolution crystal structures of the receptor/transducer
complex [376, 377] and transducer-free ppR [320, 378] show that the structure of ppR is
almost identical in both cases. However, functionally transducer-free ppR exhibits
light-induced proton pump activity [379–381] which is first inhibited with the com-
plexation of the transducer [381–383].

The protein consists of 239 amino acids and is 27 % identical to bR in amino acid
sequence [320, 384]. The general helical structure is similar to that of bR (Fig. 6.6). The
helices C to G show the highest similarity to bR with a rms deviation of the backbone
atoms of only 0.77 Å [378]. Regarding the interconnecting loops, the antiparallel β-
sheet at the BC loop is shorter in ppR than in bR [320] (Fig. 6.6).

Retinal is bound to Lys205 on helix G and its conformation is exclusively all-
trans [385] in the ground state. In contrast to bR, there is no light-dark adaption [386].
The chromophore is mainly unbent (Fig. 6.6); the β-ionone ring is in a 6-s-trans con-
formation as in bR, and the NH group of the PSB points to the extracellular side.

A comparison of the binding pockets of ppR and bR displays that most residues
are conserved. Only ten residues in 5 Å range around the chromophore are differ-
ent [320, 321]. Most interestingly are the replacements of Gly130Ser, Ala131Thr, and
Thr204Ala ‡ which alter the polarity of the binding pocket and the replacement of
Val108Met which together with Gly130Ser modifies the steric environment around
the β-ionone ring.

In the Schiff base region, Asp75, Asp201, and Arg72 like their counterparts in bR
form the complex counterion of the PSB, but unlike to bR, Arg72 points toward the
extracellular side (Fig. 6.7). Just as in bR, the Schiff base region contains three water
molecules (W402, W400, W401) [320, 378] forming a HBN. Additional water molecules
are located in a second cluster in the extracellular half of the protein similar to that
in bR.

Significant differences to bR are found for the residues which are involved in its
proton uptake and release. In the cytoplasmic half, Asp96 is replaced by Phe86 re-
sulting in a significantly more hydrophobic environment, which explains the lower
pumping activity of ppR compared to bR [387]. The proton release dyad (Glu194 and
Glu204) in the extracellular side of bR is replaced by a single aspartate (Asp193).

The binding between ppR and its transducer protein (HtrII) is established via the
helices F and G of ppR and the transmembrane helices TM1 and TM2 of the trans-
ducer. The helices G and TM2 are oriented parallel, while TM1 bends away from the
receptor. The interface is formed mostly by van der Waals contacts and few hydro-
gen bonds, which are observed between Tyr199 (helix G) and Asn74 (TM2) as well
as between Thr189 (FG loop) and Glu43 (TM1) and Ser62 (TM2) [376].

‡The nomenclature is adopted from refs [27, 325]: the first residue label and the residue number
refer to ppR, and the second residue label specifies the corresponding amino acid of bR (ppR→ bR).
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Figure 6.5: Structure of the ppR/HtrII complex consisting of two molecules of ppR
and two molecules of HtrII (red) (PDB code: 1h2s). Left: Side view of the recep-
tor/transducer complex. Right: Top view from the cytoplasmic side.

Figure 6.6: Superposition of the structure (Cα
traces) and retinal of bR (red, 1c3w) and ppR
(blue, 1h68). The antiparallel β-sheet at the BC
loop is additionally shown in a strand represen-
tation in order to highlight differences.

Figure 6.7: Detailed view
of the retinal Schiff base
region of ppR (PDB code:
1h68) superposed with that
of bR (orange, 1c3w) show-
ing the retinal and its coun-
terion residues as well as the
three water molecules of the
hydrogen-bonded network.
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Photocycle

Light activated all-trans/13-cis-isomerization of retinal triggers a photocycle [321, 372]

which resembles mostly that of bR. The subscripts denote the wavelength of the
visible absorption maximum λmax.

ppR498 −→ K540 −→ L488 −→ M390 −→ O560 −→ ppR498

The intermediate states show similarities and are named analogously to those of
the bR photocycle. Additionally to the intermediates above, two different groups
found a KL [321] or a N intermediate [20]. Furthermore, a slightly different photocycle
consisting of eight kinetic states whereas some of them are an equilibrium mixture
of intermediates was suggested [20]. Apart from these ambiguities, the time needed
to complete the photocycle of ppR is significantly longer than that for bR. While the
M intermediate is formed in the microsecond time scale as in bR, its decay back the
ground state is orders of magnitude slower (second time scale [321]) than in bR.

The M state of ppR is characterized by an unprotonated Schiff base as in bR and
the formation of the active signalling state (late M), which persists until the O in-
termediated decays [388–390]. The active signalling state is structurally characterized
by displacements of the helices F and G caused by a loss of interhelical connec-
tions [375, 377, 389]. These displacements induce the signal transfer to the transducer
via the interface of the helices F, G, and TM2, which eventually leads to a rotation of
about 15◦ [375] and a tilt of TM2 [377].

As outlined above, ppR transports protons across the membrane if it is expressed
without the transducer protein. The proton uptake then occurs during the M→O
transition and the release during the O→ppR transition [321]. But even if ppR is
associated with the transducer, light-induced proton uptake and release but no vec-
torial transport could be observed [381, 389], indicating a proton circulation (uptake
and release from the same side).

6.3 Color Regulation - Current State of Knowledge

The mechanism of color tuning is based on the interaction of the chromophore with
the electrostatic field of the protein environment and the mechanical strain applied
on the chromophore by the environment. At present, the following mechanisms are
proposed to contribute to the wavelength regulation in rhodopsins and the opsin
shift in general:

(i) coplanarization of the ring-chain system and distortion of the chromophore
structure[45, 47, 391–395],

(ii) electrostatic interaction of the chromophore with ionic, polar, and polarizable
groups of the protein environment [21, 30, 31, 36, 37, 41, 43, 47–49, 396–399], and

(iii) a change of the interactions between the chromophore and its complex counte-
rion [25, 37–39, 46, 400]
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The degree of coplanarization of the β-ionone ring/polyene chain system deter-
mines the extend of the correlated π-system and hence leads to a bathochromic shift
of the excitation energy relative to a twisted conformation of retinal. Among ar-
chaeal rhodopsins, this contribution is limited since retinal adopts a planar 6-s-trans
ring/chain conformation in all archaeal rhodopsins. The contribution to the opsin
shift, however, is significant [391] due to the twisted 6-s-cis conformation of retinal
found in solution [44, 45]. Generally, this mechanism is connected with the conforma-
tional flexibility of retinal. In various rhodopsins highly twisted conformations are
found.

The electrostatic interaction of the chromophore with ionic, polar, and polarizable
groups of the protein environment destabilizes (stabilizes) the ground (excited) state
of the chromophore leading to a hypsochromic (bathochromic) shift. This mecha-
nism is connected to the high electronic polarizability of retinal and its large change
in dipole moment upon excitation. The importance of the interaction with polar side
chains is impressively demonstrated in human cone pigments [26, 48]: Only seven al-
coholic groups (Thr, Ser) around the chromophore determine the shift between the
red and green pigment. In addition to charged and polar groups, polarizable groups
such as tryptophane contribute to the opsin shift because of their polarization asso-
ciated with the large change in retinals dipole moment upon excitation [30, 53, 60, 401].
The influence on the spectral shift among archaeal rhodopsins, however, is sup-
posed to be small [50], since the aromatic residues in proximity of the chromophore
are conserved.

A change of the interaction between the PSB of retinal and its (complex) counte-
rion may in principle be achieved by a variation of the distance between them, or
indirectly by a change of the dielectric environment around the PSB.

Bacteriorhodopsin vs pharaonis Phoborhodopsin

The crystal structures of bR [332] and ppR [320, 378] show differences in the reti-
nal geometry. However, FTIR spectroscopy [402] and previous theoretical calcula-
tions [50, 51] agree that mechanism (i) appears to be of minor importance in the case
of bR vs ppR. Hence, the changes in chromophore geometry cannot explain the spec-
tral shift between bR and ppR.

Mutation experiments have elucidated the role of mechanism (ii) in the color tuning
by identifying residues in the retinal binding pocket which are involved in the spec-
tral shift[27, 322–325, 403–406]. In particular, Shimono and co-workers [27, 322–325] have
extensively studied the differences between bR and ppR. Single mutation experi-
ments of residues in the binding pocket of ppR [27, 322] showed that each side chain
has only small contributions to the color tuning. Even simultaneous mutation of
multiple side chains could only produce parts of the spectral shift [27, 322]. A promi-
nent example is the ppR mutant ’bR/ppR’ with a binding pocket identical to that of
bR, i.e., all ten different residues within 5 Å of the chromophore were replaced by
the corresponding ones in bR. For this multiple mutant, about 40% of the shift was
obtained.

Since mutation of even the whole binding pocket of ppR did not yield the complete
spectral shift, chimeric proteins, in which either individual or multiple helices of one
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protein were completely substituted by the corresponding helix of the other protein
were investigated [324]. By substituting four of the seven helices, the total shift could
approximately be reproduced and it was suggested that the interaction of helices D
and E and the loop between them play a major role in color tuning.

These results indicate that mechanism (ii) is insufficient to explain the total spectral
shift if only a single or a small number of residues are considered.

Mechanism (iii), the change in the interactions between the chromophore and its
complex counterion or hydrogen-bond acceptor, has also found to be of impor-
tance. On the basis of frequency shifts of the Schiff base vibrations, Kandori and
co-workers[323, 402, 407] found that the hydrogen bond between the protonated Schiff
base and the counterion complex is stronger in ppR than in bR. Interestingly, FTIR
measurements on the bR/ppR mutant indicated that the strength of the counterion
interaction is the same as in ppR, although the binding pocket is identical to that of
bR. This result shows that the mechanisms (ii) and (iii) are indeed working indepen-
dently. Thus the bR/ppR mutant provides the opportunity to distinguish between
the contributions of mechanisms (ii) and (iii). Furthermore, two of the counterion
residues (the aspartic acids) and three water molecules form a pentagonal cluster
structure, a hydrogen bonded network. This pentagonal structure was proposed to
be distorted in ppR in contrast to bR, which was later confirmed by crystal struc-
tures [320, 332, 378]. So the question arises, whether and how these observations are
related to the λmax difference.

In a work by Shimono et al. [324], the distorted hydrogen bonded cluster was at-
tributed to the different position of the guanidinium group of arginine 72 (Arg72) in
ppR – it points toward the extracellular side in ppR forming a salt bridge with aspar-
tate 193 (Asp193), while the corresponding residue in bR, Arg82, points toward the
cytoplasmic side and thus interacts more strongly with the HBN. The importance of
Arg72 was also pointed out by Luecke et al. [320] in their work about X-ray structures
of ppR.

Ren et al.[50] came to a similar conclusion about the importance of Arg72 in their
theoretical work based on the X-ray structures and quantum mechanical calcula-
tions for active site models. The different positions of the guanidinium group of
Arg82/72 (bR/ppR) were suggested to be the main reason for the spectral shift be-
cause they influence the charge distribution on the counterion residues differently in
bR and ppR. Recent experimental results [408, 409], however, have shown only small
effects of Arg82/72 on the absorption maximum.

The combined QM/MM calculations of Hayashi et al. [51], in contrast, suggested that
the spectral shift is induced by a shift of helix G that results in a shorter Schiff base–
counterion residue (Asp201) distance in ppR, and hence a stronger chromophore–
counterion interaction. However, this shorter distance is not apparent in the under-
lying crystal structure [378].

Kloppmann et al. [58] found significant differences in the electrostatic potentials at
the retinal for ppR in comparison to bR and hR in agreement with the blue shifted
absorption maximum of ppR. A decomposition of the electrostatic potential into
contributions of individual residues suggested that seven residues are responsible
for the differences in the electrostatic potentials.

So the theoretical studies came to different conclusions about the principal mecha-
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Figure 6.8: Computational strategy for the investigation of the color tuning in
rhodopsins.

nism of spectral tuning – different positions of the guanidinium group of Arg82/72,
a shorter Schiff base–counterion distance in ppR, or several residues located around
the chromophore. The first two theoretical studies concluded that a major contribu-
tion to the spectral shift is due to geometrical differences of a particular amino acid
in bR and ppR. This is important because it provides an explanation for the failure
of mutational studies of the retinal binding pocket to completely reverse the spec-
tral shift. However, the contributions from other amino acids of the binding pocket,
which are experimentally known to account for approximately 40% of the shift [27],
were not taken into account in these studies.

6.4 Computational Strategy and Methods

The general computational strategy employed to investigate the color tuning in
rhodopsins is the result of an extensive assessment of various methodologies with
regard to their performance in the description of the retinal chromophore, its
ground-state geometry, optical properties, and response to electrostatic and steric
interactions with its environment [410].

The overall approach is illustrated in Fig. 6.8 and based on ground-state geometry
optimization and MD simulations in a combined QM/MM framework [136] using
the approximate density functional method SCC-DFTB [138] for the QM region and
the CHARMM27 force field [137] for the remainder of the protein. The calculation
of excitation energies and excited state properties for the QM/MM structures is car-
ried out using MRCI methods on the semiempirical (OM2/MRCI [147, 175, 411]) and
ab initio (SORCI [412]) level of theory. The electrostatic potential of the MM region,
as represented by fixed point charges of the CHARMM force field, is included in
the corresponding QM Hamiltonians. The ab initio method SORCI is employed as
highest computational level that is applicable to the full chromophore and few ad-
ditional amino acid side chains. The semiempirical OM2/MRCI is employed for
conformational sampling of the excitation energy.

In the following, the applicability of various methods to calculate excitation energies
of retinal is shortly outlined. For a detailed review, see the joint publication with M.
Wanko et al. [410]. The computational details regarding SCC-DFTB, OM2/MRCI, and
SORCI will be introduced later in section 6.5.1.

The choice of the computational methods comprises three issues which have to be
considered: the methods must be able to describe the geometrical properties of the
chromophore properly; the methods must be capable to calculate the optical proper-
ties of the chromophore reliably, in particular with regard to conformational changes
of the chromophore; and finally the methods must be able to reproduce the influence
of the protein on the optical properties correctly.
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The differences in the structure of the chromophore between different computa-
tional methods concern mainly the bond length alternation (BLA) of the polyene
chain, calculated as the difference between the average single and double bond
lengths, and the dihedral twist of the β-ionone ring. The BLA varies over a wide
range for different methods [410]. While HF and post-HF methods, that mainly in-
clude static correlation, overestimate the BLA [410, 413], LDA/GGA-DFT methods,
which primarily consider dynamic correlation, tend to underestimate the BLA. Hy-
brid functionals, however, in particular B3LYP and PBE0, are found to be in excellent
agreement with CASPT2 [413, 414] which is regarded as best available method. The
hybrid functionals thereby take advantage of an advantageous error cancellation
between DFT (LDA) and HF.

SCC-DFTB has been shown to describe ground-state properties such as the BLA
in good agreement with B3LYP, MP2, and CASPT2 calculations [410]. Therefore, it
provides an alternative to the costly full ab initio methods. Additionally, SCC-DFTB
yields ground-state torsional barriers for rotations around single and double bonds
of retinal in agreement with B3LYP [415]. With regard to the dihedral twist of the
β-ionone ring, HF and DFT methods, including SCC-DFTB, render almost planar
structures for the all-trans retinal [410].

The accurate calculation of excitation energies of retinal proteins is challenging and
various methods, such as time-dependent DFT (TD-DFT) [416], CASSCF [62, 417] and
configurations interaction single (CIS), and multi-reference configuration interac-
tion (MRCI) based on HF [56, 61, 62, 410, 416, 417] and semiempirical methods [50, 54, 55, 410]

have been used.

Concerning the dependence of the excitation energy on geometrical parameters,
pure DFT-based methods exhibit an erroneous dependence both on the BLA and on
the dihedral twist of the β-ionone ring. In both cases, the errors are reduced if hy-
brid functionals are used. HF based methods (HF/CIS, SORCI) and semiempirical
methods (e.g., OM2/MRCI), on the other hand, show the correct dependence [410].
Furthermore, investigations using models of retinal in rhodopsins, one for the 11-cis
ground state and the other for the isomerized all-trans conformation (batho state)
yielded that CASSCF and TD-DFT are not able to quantify the spectral shifts due to
this geometrical change. While CASSCF overestimates and TD-DFT underestimates
the spectral shift, CASPT2, SORCI, and OM2/MRCI are more appropriate [62, 410].

Similar results have been found for the dependence of the excitation energy on exter-
nal field perturbations. TD-DFT fails dramatically to describe the effect of external
charges. CASSCF and CIS methods (based on HF and semiempirical methods) are
not reliable. While CIS methods underestimate the shift due to external charges,
CASSCF overestimates the influence. On the other hand, CASPT2 and SORCI agree
well and also the semiempirical OM2/MRCI method is able to predict spectral shifts
due to changes in the electrostatic environment very accurately when compared to
SORCI and CASPT2. Although absolute excitation energies are systematically over-
estimated.

Summarizing, the use of local exchange functionals in TDDFT as well as an unbal-
anced inclusion of dynamic and static correlation in methods like CASSCF or CIS
are problematic to reliably predict spectral shifts for retinal. Instead, multireference
approaches are required.
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6.5 Color Tuning between Bacteriorhodopsin and

Phoborhodopsin

In the following, the results of calculations on the spectral shift between bR and ppR
are presented. After a short overview over the computational details (sec. 6.5.1), the
spectral shift is explored based on QM/MM minimized structures in section 6.5.2
and 6.5.3. In section 6.5.4, a perturbation analysis is used to investigate the influence
of each residue of the protein on the excitation energy. The impact of residues in
the binding pocket is subsequently addressed in more detail in section 6.5.5 using
mutation experiments. A vibrational analysis in section 6.5.6 and the calculation of
the spectral shift on the basis of QM/MM dynamical simulations in section 6.5.7
finalize this study.

6.5.1 Computational Details

Ground-state geometry optimization and MD simulations were carried out in
a combined QM/MM framework [136] using the approximate density functional
method SCC-DFTB [138] for the QM region and the CHARMM27 force field [137] for
the remainder of the protein. For the calculation of excitation energies and excited
state properties for the QM/MM structures MRCI methods on the semiempirical
(OM2/MRCI) and ab initio (SORCI) level of theory were used.

SCC-DFTB [138] has been applied in several QM/MM MD studies be-
fore [127, 130, 140–145]. With an efficiency comparable to semiempirical methods such
as MNDO, AM1, or PM3, SCC-DFTB allows for long-time scale MD or MC simula-
tions, which are not feasible at the ab initio or DFT level of theory.

The Spectroscopy ORiented Configuration Interaction (SORCI) method [412] is part of the
ORCA quantum chemical package [418]. SORCI combines the concepts of classical
multireference CI and multireference perturbation theory by dividing the first-order
interacting space into weakly and strongly perturbing configurations. While the lat-
ter are treated variationally, the contributions of the former are included by second-
order Møller-Plesset perturbation theory. The use of approximate natural orbitals
eliminates the problem of choosing a suitable single-particle basis whose quality
would affect the final CI result. SORCI gains computational efficiency by use of sev-
eral thresholds which have been carefully adjusted for applications to the systems
under study †. The employed basis set is Ahlrichs SV(P) [419] which is appropriate
for calculations on the full chromophore.

The semiempirical OM2 Hamiltonian [147, 175] has been chosen for MRCI calcula-
tions [411] because for extended CI treatments this method is expected to be superior
to traditional semiempirical Hamiltonians like MNDO or AM1 which underestimate
the HOMO-LUMO gap due to their neglect of nonorthogonality between the atomic
basis functions [147]. By applying orthogonalization corrections to the Fock matrix,
OM2 overcomes this problem and thus yields improved MRCI excitation energies
(as has been shown in ref [420] for the case of butadiene) without any reparametriza-
tion. The OM2/MRCISD calculations in the following were performed with version

†The thresholds used in this work are as follows: TPre = 10−3, TNat = 10−6, and TSel = 10−6Eh

(see Supporting Information of ref [410]). Only core orbitals were frozen.
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6.1 of the MNDO99 program using an active orbital window of 15 occupied and 15
virtual orbitals that are selected from a preliminary CI run. No individual configu-
ration selection was applied.

The coordinates of bR and ppR were obtained from the X-ray crystallographic struc-
tures of Luecke et al. [332] (PDB code 1C3W) and Royant et al. [378] (PDB code 1H68),
respectively. For bR, standard protonation states were assumed except for Asp96,
Asp115, and Glu204, which were modeled in their protonated form [360, 421]. In ppR,
all titratable residues were assumed to be charged [51]. Hydrogen atoms were added
using the HBUILD module of the CHARMM program package [139]. The systems
contain 3694 atoms and 23 crystal water for bR and 3495 atoms and 27 crystal water
for ppR.

During geometry optimizations and molecular dynamics (MD) simulations, Cα-
atoms with a distance to the Schiff base greater than 14 Å were harmonically re-
strained to their initial positions. All atoms were optimized or propagated during
geometry optimizations and MD simulations.

To mimic the screening effect of bulk solvent, a Poisson-Boltzmann (PB) charge scal-
ing scheme was used as proposed by Dinner et al. [422]. The method scales down
the partial charges for charged residues exposed to the solvent on the surface of the
protein according to a set of PB calculations [229].

The QM segment comprises retinal (63 atoms, charge +1), the boundary between
the QM and MM region was chosen at the Cα-Cβ bond and link atoms were intro-
duced to saturate the valence of the QM boundary atoms. The interactions at the
boundary are treated using the divided frontier charge scheme recently proposed
and tested in a joint publication with P. H. König et al. [212]. For calculations with
QM regions of different size, the QM segment comprises retinal for model A, reti-
nal and the side chains Asp85/75 and Asp212/201 as well as the water molecules
W402/402, W401/401 and W406/400 for model B (86 atoms, charge -1) and addi-
tionally Arg82/72 for model C (105 atoms, charge 0). For the electrostatic descrip-
tion of the MM part, electrostatic force shifting with a cutoff of 13.0 Å was used for
geometry optimizations and molecular dynamics simulations.

The QM/MM dynamics simulations employed constant-temperature MD defined
by the Nose-Hoover equations [423, 424] of motion, with a time step of 1.0 fs and a
temperature of 300 K. In total 1.8 ns, split into three independent simulations that
started from different random seeds, were performed for both proteins. For each
simulation an equilibration run of 100 ps was followed by a 500 ps production run.

On the basis of the trajectories, the absorption spectra were obtained by calculating
the excitation energies with OM2/MRCI along the trajectories [55] and using the
corresponding histograms as an approximation to the absorption spectra. For each
histogram 1000 excitation energies with a time interval of 0.1 ps were collected and
a bin width of 0.05 eV was used. The structures were obtained from the last 100 ps of
one of the simulations for bR and ppR, respectively. The vibrational properties were
calculated using the autocorrelation function of the velocity obtained from QM/MM
dynamics [425].
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Figure 6.9: Hydrogen bonded network of bR (1C3W, left) and ppR (1H68). (Dis-
tances in Å)

6.5.2 Comparison of Structures

Geometry optimization of the X-ray structures of bR and ppR (PDB codes: 1C3W
and 1H68) using the SCC-DFTB/CHARMM scheme yields nearly identical geome-
tries for the chromophore. Previous theoretical studies [50, 51] came to similar results,
while the crystal structures [320, 330, 331] show larger deviations between bR and ppR
in the lysine side chain to which the retinal is covalently bound (see Hayashi et
al. [51] for more details). Despite the similarity of the chromophore structures, the
bond length alternation (BLA) of retinal, calculated as the difference between the
average single and double bond lengths along the polyene chain, is clearly different
for the QM/MM optimized structures of bR (0.056 Å) and ppR (0.065 Å). This value
has a direct relationship to the excitation energy, as discussed in detail later.

Further, the distance between the β-ionone ring and the Cζ atom of Arg82/72 is
different in bR and ppR due to the different orientation of the guanidinium group
in bR and ppR (Fig. 6.9). A detailed structural comparison of the complex consist-
ing of the counterion residues and the three water molecules in the retinal binding
pocket (which together are referred to as extended HBN in the following text) is
summarized in Table 6.1.

Experimental studies [426] emphasized a structural difference in the HBN for bR and
ppR (Fig. 6.9). Comparing the X-ray structures of the HBN, the ppR (1H68) structure
shows a ’distortion’ (with respect to bR) as indicated by a larger W401-W406/W401-
400 distance, a larger distance between Cζ of Arg82/72 and the Schiff base, and a
shorter distance of the Schiff base nitrogen to the oxygen of W402 in ppR. These dif-
ferences are not as pronounced in the QM/MM optimized structures presented here.
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Table 6.1: Selected geometrical parameters of the retinal binding site for QM/MM optimized structures of this study, X-ray structures,
and from previous theoretical studies. (Distances in Å; the two residue numbers specified refer to bR and ppR, respectively)

present work X-ray structures previous works

bR ppR 1C3W 1BRX 1QHJ 1H68 1JGJ Vrevena Hayashib

(bR) (bR) (bR) (ppR) (ppR) (bR) (bR)

RETNζ
O(W402/402) 2.81 2.82 2.87 2.68 2.85 2.61 2.64 2.80 2.63

O(W402/402) Oδ2(Asp85/75) 2.57 2.59 2.63 2.80 2.57 2.48 2.40 2.55 2.58
O(W402/402) Oδ2(Asp212/201) 2.75 2.71 2.85 3.36 3.17 2.87 3.06 4.11 4.07

RETNζ
Oδ1(Asp85/75) 3.66 3.67 3.79 4.29 3.65 4.07 4.15 3.59 –

RETNζ
Oδ2(Asp85/75) 4.33 4.36 4.38 4.19 4.17 4.28 3.98 3.91 –

RETNζ
Cγ(Asp85/75) 4.35 4.41 4.45 4.66 4.28 4.58 4.42 – –

RETNζ
Oδ1(Asp212/201) 4.02 4.28 3.74 3.66 3.96 4.05 3.82 3.77 –

RETNζ
Oδ2(Asp212/201) 4.77 4.71 4.85 4.87 5.18 4.63 4.89 – –

RETNζ
Cγ(Asp212/201) 4.29 4.36 4.12 3.99 4.41 4.11 4.25 – 5.2c

O(W402/402) Oδ1(Asp85/75) 3.56 3.55 3.65 4.20 3.71 3.67 3.93 – –
O(W402/402) Oδ1(Asp212/201) 3.48 3.71 3.26 3.55 3.32 3.65 3.35 2.59 2.82
O(W401/401) Oδ2(Asp85/75) 2.60 2.59 2.59 2.57 2.81 2.66 2.72 2.62 2.63
O(W401/401) O(W406/400) 2.74 2.73 2.75 – 3.01 3.13 3.19 2.67 2.77
O(W406/400) Oδ2(Asp212/212) 2.61 2.65 2.75 – 2.63 2.69 2.50 2.58 2.78
O(W406/400) Nω/δ(Arg82/72) 2.77 2.89 2.49 – 2.58 3.03 3.74 – 2.72

RETNζ
Cζ (Arg82/72) 10.32 10.15 9.39 8.46 9.71 10.14 10.45 – –

RETC6 Cζ (Arg82/72) 11.59 10.91 11.6 10.99 11.60 10.92 11.10 – –
a Ref [416]. b Refs [51, 417]. c Value taken from ref [51].



96
Chapter 6. Color Tuning in Archaeal Rhodopsins: Bacteriorhodopsin vs

Phoborhodopsin

The deviation of the presented structures from the underlying crystal structures is
within the margin of fluctuations between the available experimental structures (see
Table 6.1).

Theoretical studies by Hayashi et al. [417] and Vreven et al. [416] yielded QM/MM
optimized structures for bR that differ from the QM/MM optimized structure of
this work and the crystal structures regarding the HBN in one respect ‡: the water
molecule W402 is hydrogen bonded to the Oδ1

atom of Asp212, rather than the Oδ2

atom (see Fig. 6.9 for notation) as in the QM/MM optimized structure of this work
and the crystal structures (1BRX, 1C3W) (Table 6.1). This deviation from the crystal
structures was already pointed out in ref [417]. As a consequence, the distances be-
tween the oxygen of W402 to Oδ1

and Oδ2
differ significantly (e.g., 2.82 and 4.07 Å in

ref [417]), while this difference is much smaller in the presented QM/MM optimized
structures (Table 6.1). Moreover, the distance between the Schiff base nitrogen and
Cγ of Asp212 is increased from 4.12 Å (1C3W) to 5.2 Å in Hayashi’s structure [51].
This was proposed to be responsible for the difference in excitation energy between
ppR and bR, since the corresponding distance in ppR is clearly shorter (4.5 Å). In the
QM/MM optimized structures of bR and ppR of this work, this distance is similar
in both cases (4.29 Å in bR, 4.36 Å in ppR), in good agreement with the values found
in the various X-ray structures.

In the theoretical study by Ren et al. [50], the geometry of the chromophore and the
positions of the hydrogens were optimized while the positions of all other atoms
were held fixed during the optimization. For the optimized chromophore a similar
structure was found in bR and ppR. Other geometrical parameters like the structure
of the HBN (and, e.g., the orientation of the guanidinium group of Arg72 in ppR) are
the same as in the underlying crystal structures because of the chosen constraints.

All theoretical methods predict that the chromophore geometries in bR and ppR are
very similar, except for the extent of BLA. The geometry of the HBN differs in the
X-ray, the SCC-DFTB/CHARMM, and the other theoretical structures, and the effect
of these geometrical differences on excitation energies will be examined in the next
section.

6.5.3 Excitation Energies and Dipole Moments of bR and ppR

Excitation energies were calculated using SORCI and OM2/MRCI on the basis of
the QM/MM optimized structures (Table 6.2). In the following, the chromophore is
treated quantum mechanically while the rest of the protein is represented by point
charges as taken from the CHARMM force field.

The spectral shift between bR and ppR is 0.29 eV with SORCI and 0.30 eV with
OM2/MRCI (Table 6.2), both values being very close to the experimental one of
0.32 eV [20, 427]. The absolute energies at the SORCI level (2.34 eV for bR, 2.63 eV
for ppR) are overestimated by about 0.1 eV. OM2/MRCI overestimates the exci-
tation energies (2.66 eV for bR, 2.96 eV for ppR) by ∼0.3 eV compared to SORCI

‡Other geometrical variations are in the order of 0.3 Å and of minor importance. They may be
due to differences in the applied quantum mechanical potentials or to local minima found by different
optimization techniques. As will be discussed below (sec. 6.5.7), these variables show fluctuations of
similar magnitude along MD trajectories.
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Table 6.2: Vertical excitation energies ∆ES1−S0
(in eV).a

Method System bR ppR ∆EppR−bR

exp [20, 427] protein 2.18 2.50 0.32
SORCI vacuumb,c 1.86 1.91 0.05

proteinb,d 2.34 2.63 0.29
∆protein−vacuum 0.48 0.72 –

OM2/MRCI vacuumb,c 2.22 2.24 0.02

proteinb,d 2.66 2.96 0.30
∆protein−vacuum 0.44 0.72 –
extended HBNb,e 2.98 3.05 0.07
∆HBN−vacuum 0.75 0.81 –
constrained proteind, f 2.66 2.99 0.33
constrained HBNe, f 2.96 3.09 0.13

a From QM calculations on the chromophore. b Geometries from QM/MM optimization of the

protein. c External point charges not included in QM calculations. d External point charges included

in QM calculations. e Only point charges of Asp85/75, Asp212/201, Arg82/72, W402, W401 and

W406/400 included in QM calculation. f Constrained geometry optimization: the chromophore was

allowed to relax while the Schiff base nitrogen and the rest of the protein were fixed at the X-ray

positions.

(Table 6.2), but reproduces relative energies in good agreement with SORCI and the
experimental results as expected from our previous study [410].

Generally, the applied QM/MM treatment involves some approximations, in par-
ticular the neglect of environmental polarization and dispersion interactions that
would redshift the excitation energy. These contributions have been addressed only
by few theoretical approaches [50, 53, 55] and they have discussed in some detail pre-
viously [410]. For bR and ppR, Ren et al. [50] reported dispersive red shifts of 0.15 and
0.12 eV, resulting in a very small contribution of 0.03 eV to the spectral shift.

The dipole moment may be used to assess the global electrostatic interaction be-
tween the chromophore and the protein environment. As known from experiment,
the dipole moment of the chromophore changes significantly upon excitation [428].
A large change in dipole moment |µS1

− µS0
| is indeed computed both by SORCI

(10.0 D for bR, 7.9 D for ppR) and by OM2/MRCI (11.8 D for bR, 9.4 D for ppR) (Ta-
ble 6.3). These values are in qualitative agreement with those reported by Hayashi et
al. [51] (15.0 D for bR, 10.1 D for ppR), while in the work of Ren et al. [50] the change
is smaller in bR (8.4 D) than in ppR (12.4 D) However, these data are difficult to
compare since in our approach and in Hayashi et al. [51] the dipole moment is calcu-
lated for the charged chromophore, while Ren et al. [50] reported the dipole moments
of the complete, neutral binding pockets. Compared to OM2/MRCI and SORCI,
CASSCF calculations [51] predict larger changes of the dipole moment upon excita-
tion due to the lack of dynamical correlations [410]. For the same reason the influence
of external charges on the excitation energy is overestimated with CASSCF [410].

The dipole moment of the chromophore is computed to be significantly different
in the protein and in vacuum (i.e., with and without MM point charges). The cor-
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Table 6.3: Dipole moments µ of the chromophore (in Debye) for QM/MM mini-
mized structures a.

bR ppR
µx µy µz |µ| µx µy µz |µ|

SORCI

µ
protein
S0

b,d 3.0 12.2 -5.7 13.8 3.3 8.3 -3.5 9.6

µ
protein
S1

b,d 3.8 20.2 -11.6 23.6 4.4 15.0 -7.6 17.4

µvacuum
S0

b,c 4.5 18.7 -6.6 20.3 5.3 18.0 -5.0 19.4

µvacuum
S1

b,c 5.0 26.2 -12.9 29.6 6.2 27.3 -11.2 30.1

µ
protein
S1

−µprotein
S0

– – – 10.0 – – – 7.9

µ
protein
S0

−µvacuum
S0

– – – 6.8 – – – 10.1

µ
protein
S1

−µvacuum
S1

– – – 6.3 – – – 12.9

OM2/MRCI

µ
protein
S0

b,d 1.2 11.1 -4.8 12.2 1.9 8.2 -2.6 8.8

µ
protein
S1

b,d 2.0 20.4 -12.1 23.8 2.9 15.9 -7.9 18.0

µvacuum
S0

b,c 3.2 19.3 -6.0 20.5 4.4 19.9 -4.4 20.9

µvacuum
S1

b,c 3.5 27.3 -13.3 30.6 5.1 29.6 -11.5 32.2

µ
protein
S1

−µprotein
S0

– – – 11.8 – – – 9.4

µ
protein
S0

−µvacuum
S0

– – – 8.6 – – – 12.2

µ
protein
S1

−µvacuum
S1

– – – 7.1 – – – 14.4

a From QM calculations on the chromophore. b Geometries from QM/MM optimization of the

protein. c External point charges not included in QM calculation. d External point charges not

included in QM calculation.

responding differences |µprotein − µvacuum| for the S0 ground state of bR and ppR
are 6.8 and 10.1 D with SORCI, and 8.6 and 12.2 D with OM2/MRCI, respectively
(the values for S1 are similar). This shows that the ppR environment polarizes the
chromophore more strongly than the bR environment.

A general discussion of the electronic structure of retinal and retinal models has
already been given by various authors (see e.g., refs [410, 429, 430]) and the calcu-
lations in this work do not yield any new insights in this regard. Therefore, it is
referred to the Supporting Information of ref [431] for a Mulliken population anal-
ysis. Note that the state ”S1” labels the bright, singly excited state throughout this
work, although in ppR, the dark, doubly excited state is predicted by the SORCI
method to be slightly lower in energy. A similar sequence of the two states in the
presence of a strong counterion has been found in CASPT2 studies of a model chro-
mophore in rhodopsin [432]. Note that in contrast to the CASSCF/CASPT2 results in
ref [57], any mixing of the diabatic components between S1 and S2 or any transfer of
oscillator strength to the doubly excited state is not observed §.

§Whether the predicted state crossing is realistic or not, cannot be safely concluded from the current
calculations, since the accuracy of SORCI and CASPT2 for the doubly excited state energy may be
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In the remainder of this section, different factors controlling the spectral character-
istics are investigated.

Role of the Chromophore Geometry. To elucidate the role of the chromophore geometry,
excitation energies were calculated for the bare chromophore using either a gas-
phase optimized structure or the QM/MM optimized structure of the chromophore
in bR and ppR. Additionally, the nonoptimized crystal structures were used to check
the effect of the minimization on the excitation energy of the bare chromophore.

For the gas-phase optimized structure of the chromophore, we found excitation en-
ergies of 1.86 eV for SORCI and 2.16 eV for OM2/MRCI, which are similar to the
values for the QM/MM optimized structures (Table 6.2). The latter ones deviate by
less than 0.05 eV for SORCI and 0.08 eV for OM2/MRCI from those for the gas-phase
optimized structures. This means that the strain exerted on the chromophore by its
protein environment does not cause distortions that tune the excitation energy since
the variation in the BLA is induced electrostatically and not sterically. Hence, neither
SORCI (0.05 eV) nor OM2/MRCI (0.02 eV) find a significant difference between the
excitation energies of the two QM/MM optimized chromophores. Further, also the
dipole moments in vacuo (µvacuum

S0/1
) of the chromophores (see Table 6.3) are nearly

the same as expected because of their similar geometry.

For the nonoptimized chromophores taken from the crystal structures, the excitation
energies (OM2: 2.23 eV for bR, 2.21 eV for ppR) agree well with those found for the
QM/MM optimized structures, implying that the effect of geometry minimization
is very small.

Influence of the Counterion Complex. The contribution of the counterion complex
(Asp85/75, Asp212/201, and Arg82/72) to the electrostatic environment has been
regarded as a key to understanding the mechanism of color tuning [50, 51, 402, 407]. To
estimate the effect of the counterion complex on the spectral shift, the excitation
energies were calculated using OM2/MRCI for a model only including the point
charges of the extended HBN, i.e., of the counterion complex and the three water
molecules in the retinal binding pocket (extended HBN in Table 6.2). For these ex-
tended HBN models, excitation energies of 2.98 eV for bR and 3.05 for ppR are found
(Table 6.2). Hence, the difference of the excitation energies decreases to 0.07 eV, i.e.,
the contribution of the extended HBN to the total shift is only 23 %. The counteri-
ons obviously blue-shift the excitation energies strongly while the remainder of the
protein causes a red-shift, which is larger in bR than in ppR.

As discussed above, the HBN is less distorted in the QM/MM optimized structures
than in the crystal structures. To investigate the influence of the distortion, the exci-
tation energies were recalculated using the crystal structures optimized under con-
straints: only the chromophore geometry was allowed to relax, while the position
of the Schiff base nitrogen and the rest of the protein were fixed, thus preserving the
distorted structure of the HBN. The excitation energies were computed incorporat-
ing either the whole protein or only the extended HBN as point charges (last two
lines in Table 6.2).

For the whole protein, the spectral shift between bR and ppR increases by 0.03 eV

lower than for the singly excited one and no experimental evidence has been put forward about the
first. Hence, further discussion of the doubly excited state are omitted.
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to 0.33 eV, indicating that the slight differences in the counterion residue geometry
and the distorted HBN have only little impact on the spectral shift. The difference
in excitation energies for the extended HBN models increases from 0.07 eV as eval-
uated with the QM/MM optimized structures to 0.13 eV (Table 6.2). This shows
that the distortion of the HBN structure has some influence on the excitation energy,
which may be underestimated in our QM/MM model. Nonetheless, it confirms that
the overall contribution of the counterion residues and the HBN to the spectral shift
(about 30-40 %, or 0.1 eV) is much smaller than previously assumed.

Two preceding theoretical studies [50, 51] proposed structural differences in the (ex-
tended) HBN to cause the complete spectral shift. Hayashi et al. [51] attributed the
spectral shift to an increased distance between the Schiff base nitrogen and Asp212
in bR relative to ppR (5.2 Å in bR, 4.5 Å in ppR), whereas Ren et al. [50] hold the
orientation of Arg82/72 responsible for the effect. In contrast, the calculations in
this work reproduce a major part of the spectral shift only after incorporating the
remainder of the protein environment, which red-shifts the excitation energy in bR
to a larger extent than in ppR.

In order to elucidate the differences between the models and the interpretation of
the results further, it is helpful to analyze the electrostatic interactions between the
chromophore and various parts of the protein environment.

The energy of the QM/MM system for a given electronic state and geometry con-
tains three contributions that may change upon excitation (see also ref [51]): (1)
the energy E0 of the isolated chromophore, (2) the electrostatic (Coulomb) interac-
tion energy VES

ch-pr between the polarized chromophore density and the protein, and

(3) the electronic reorganization energy EERO which is needed to polarize the chro-
mophore and is positive because of the variational principle. The interaction energy
VES

ch-pr can be further divided into the interaction of the protein with the unpolarized

chromophore (VES,vac
ch-pr ) and the change in VES

ch-pr due to the chromophore polarization

(V
ES,pol
ch-pr ). The total energy gain due to polarization of the chromophore is the sum of

V
ES,pol
ch-pr and EERO.

According to calculations in this work, both terms (VES
ch-pr, EERO) contribute to

the shift of ppR vs bR to the same degree (0.13 eV for ∆ppR-bREERO; 0.12 eV for

∆ppR-bRVES
ch-pr). Thus, the contributions of individual residues to the excitation en-

ergy is investigated.

The best way to obtain these is by perturbational analysis which requires the calcula-
tion of the excitation energy by switching off the partial charges of every residue suc-
cessively. This will be presented in section 6.5.4. As a faster alternative, the compari-

son of VES
ch-pr and VES,vac

ch-pr can be used to estimate the change in EERO that is caused by

the perturbation from the charges of the individual amino acids. Under the assump-

tion that VES,pol is invested in the electronic reorganization ¶ , EERO = − 1
2V

ES,pol
ch-pr ,

where V
ES,pol
ch-pr = VES

ch-pr − VES,vac
ch-pr is obtained. Hence, only the ground-state and

excited-state charges from two calculations, one including and one omitting the en-

¶This approximation, common in atomic polarization models, describes a medium which can be
separated into linear polarizable centers [433].
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Figure 6.10: Calculated contributions to the excitation energy ∆S1−S0
E for individual

residues for bR (left) and ppR (right) based on eq 6.2.

tire protein charges, are needed to obtain the contributions of individual residues to
the total or excitation energy. ∆S1−S0

denotes the difference of a contribution, e.g.,
the electrostatic interaction energy VES

ch-pr, between the S1 and the S0 state:

∆S1−S0
E = ∆S1−S0

E0 +∆S1−S0
VES

ch-pr +∆S1−S0
EERO (6.1)

≈ ∆S1−S0
E0 + 1

2 (∆S1−S0
VES

ch-pr +∆S1−S0
VES,vac

ch-pr ) (6.2)

The results for bR and ppR are shown in Fig. 6.10. The largest contributions
to the shift come from the difference between Glu194/Asp193, Ser141/Gly130,
and Ala215/Thr204. Although the primary counterion residues Asp85/75 and
Asp212/201 dominate the blue shift induced by the protein in both cases, their con-
tribution to the shift of ppR vs bR is rather small, ‖ even negative (-0.025 eV) for the
latter residue.

The results for the counterions residues imply that the counterion complex would
not affect the ppR/bR shift at all which is in clear contrast to the results obtained
with the HBN model and points out the limitations of an analysis based on eq 6.2.

Interestingly, qualitatively the same results are obtained using Hayashi’s QM/MM
optimized structures of bR and ppR [51]. In particular, the counterion complex con-
tributes only very slightly (0.02 eV) to the shift.

In order to investigate the influence of the differences in the geometry of the HBN
in the model of Hayashi et al. [51], as outlined in section 6.5.2, further, the excitation
energies were recalculated using Hayashi’s QM/MM optimized structures. In an
analogous manner as for the analysis of the crystal structures, only the chromophore
geometry was allowed to relax while the position of the Schiff base nitrogen and the
rest of the protein was fixed, thus preserving the differences of the HBN.

‖The decisive role that Hayashi et al. [51] attribute to the counterion residue Asp212 results from an
analysis of the contributions of the individual amino acids to the interaction energy between the ppR
protein charges and differential chromophore charges [qch(ppR) − qch(bR)] for the S1 state in which
the chromophore is strongly polarized. The authors take this interaction energy as an estimate for

the electrostatic contribution to the polarization energy, V
ES,pol
ch-pr , which would be exact for qch(bR) =

qch(vacuo).
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Table 6.4: Vertical excitation energies ∆ES1−S0
(in eV) for previous theoretical struc-

tures [51] using the OM2/MRCI method a.

Hayashi
bR ppR ∆EppR-bR

proteinb,c 2.65 3.00 0.35
HBN modelb,d 2.91 3.01 0.10

a From QM calculations on the chromophore. b Geometries from constrained QM/MM optimization

of the protein. c External point charges included in the QM calculation. d Only point charges of

Asp85/75, Asp212/201, Arg82/85, W402, W401 and W406/400 included in QM calculation.

The calculated excitation energies and the spectral shift (Table 6.4) are similar to
those evaluated for our QM/MM optimized and the X-ray structures for the whole
protein as well as for the HBN model (Table 6.2). Hence, the increased distance
between the Schiff base nitrogen and Asp212 in bR relative to ppR (5.2 Å in bR,
4.5 Å in ppR) in their model do not influence the spectral shift to the extent they
concluded.

To investigate the influence of the different orientations of the counterion residue
Arg82/72 (Fig. 6.9) on the spectral shift, as reported by Ren et al. [50], the calcula-
tions were repeated with QM regions of different size (model B and C), since the
suggested influence relies on a stabilization of the chromophore in ppR by allow-
ing Asp75 and Asp201 to redistribute their negative charge more toward the chro-
mophore.

The different QM regions include retinal, both aspartates, and the water molecules
of the HBN (model B), and finally the complete counterion complex plus the water
molecules of the HBN (model C). The different QM regions were used for QM/MM
geometry optimization of the whole protein. The geometrical parameters for the
structures are given in Table 6.5. Excitation energies were calculated using OM2
for the bare QM region, i.e., without including the point charges of the remaining
protein (Table 6.6).

The size of the QM region has only a small effect on the structures of the binding
pocket; the distances in the hydrogen bonded network change moderately, reflect-
ing cooperative effects in the HBN due to the quantum description. The excitation
energies increase drastically from model A to model B (Table 6.6) as expected due
to the incorporation of the negatively charged counterion residues Asp85/75 and
Asp212/201. The spectral shift between bR and ppR is almost unaffected. Further
increasing of the QM region to model C (adding Arg82/72) leads to a slight increase
of the spectral shift from 0.03 eV for model B to 0.08 eV for model C.

The result for model C agrees with the results for the HBN models of the QM/MM
optimized and X-ray structures (Table 6.2), which show that the orientation of the
counterion residue Arg82/72 and more general the complex counterion is not solely
responsible for the spectral shift. The results, therefore, confirm recent experimental
results [408, 409] which also showed only a small effect of Arg82/72 on the absorption
maximum.
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Table 6.5: Selected geometrical parameters of the retinal binding site for QM/MM
minimized structures of varying QM zones a (Distances in Å; the two residue num-
bers specified refer to bR and ppR, respectively).

bR ppR
B C B C

RETNζ O(W402/402) 2.68 2.68 2.67 2.66
O(W402/402) Oδ2(Asp85/75) 2.69 2.69 2.68 2.67
O(W402/402) Oδ2(Asp212/201) 2.89 2.91 2.77 2.77

RETNζ Oδ1(Asp85/75) 3.44 3.47 3.58 3.65
RETNζ Oδ2(Asp85/75) 4.26 4.28 4.23 4.25
RETNζ Cγ(Asp85/75) 4.17 4.18 4.26 4.30
RETNζ Oδ1(Asp212/201) 3.77 3.76 4.12 4.12
RETNζ Oδ2(Asp212/201) 4.77 4.81 4.64 4.62
RETNζ Cγ(Asp212/201) 4.11 4.12 4.20 4.19

O(W402/402) Oδ1(Asp85/75) 3.55 3.55 3.66 3.67
O(W402/402) Oδ1(Asp212/201) 3.37 3.34 3.67 3.69
O(W401/401) Oδ2(Asp85/75) 2.71 2.71 2.70 2.69
O(W401/401) O(W406/400) 2.80 2.80 2.76 2.76
O(W406/400) Oδ2(Asp212/201) 2.71 2.72 2.75 2.73
O(W406/400) Nω/δ(Arg82/72) 2.78 2.74 2.90 2.81

RETNζ Cζ (Arg82/72) 10.03 9.92 9.87 9.86
RETC6 Cζ (Arg82/72) 11.59 11.46 10.90 10.76

a From QM calculations on retinal, Asp85/75, Asp212/201, water (model B); retinal, Asp85/75,

Asp212/201, Arg82/72, water (model C).

Table 6.6: Vertical excitation energies ∆ES1−S0
(in eV) for varying QM zones a using

the OM2 method.

model bR ppR ∆EppR-bR

A - vacuumb 2.22 2.24 0.02
B - vacuumb 2.70 2.73 0.03

C - vacuumb 3.03 3.11 0.08

a From QM calculations on the retinal (model A); retinal, Asp85/75, Asp212/201, water (model B);

retinal, Asp85/75, Asp212/201, Arg82/72, water (model C). b External point charges not included in

the QM calculation. Geometries from QM/MM optimization of the protein.
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Table 6.7: Calculated OM2/MRCI shifts of the vertical excitation energies
∆∆Emutant-wild type (in eV) and position for glycine-mutants of selected residues a.

bR/ppR bR ppR ∆EppR-bR position bp

counterion residues
Asp85/75 -0.39 -0.39 0.00 H-C +
Asp212/201 -0.37 -0.32 0.05 H-G +
Arg82/72 0.01 -0.02 -0.03 H-C +

water molecules in the HBNb

W401/W401 0.02 0.02 0.00 – +
W402/W402 -0.09 -0.08 -0.01 – +
W406/W400 0.03 0.02 0.01 – +

remaining charged residues
Glu194/Pro183 0.08 0.00 -0.08 H-F –
GluH204/Asp193 0.01 0.04 0.03 H-G –

conserved residues
Trp182/171 -0.01(8) -0.01(4) 0.00 H-F +
Tyr185/174 -0.02(5) -0.01(2) 0.01 H-F +
Trp189/178 0.02 0.01 -0.01 H-F +
Tyr57/51 0.02 0.02 0.00 H-B –
Tyr83/73 0.01(8) 0.00(4) -0.01 H-C +
Trp86/76 0.03 0.03 0.00 H-C +
Thr89/79 -0.03 -0.03 0.00 H-C +
Thr90/80 0.04 0.03 -0.01 H-C +

a The QM-region in OM2/MRCI consists of the chromophore. The position column indicates the

location of the mutated residue, i.e., H-C indicates this residue to be located at helix C (etc.); the bp

column specifies whether the residue is located in the binding pocket. b The partial charges of the

water molecules were deleted for the calculation of the shift.

6.5.4 Perturbation Analysis

To analyze the influence of the individual amino acids, each residue was suc-
cessively replaced by glycine and the excitation energy was recalculated using
OM2/MRCI without further minimization of the protein. All amino acids having a
notable influence (larger than 0.005 eV) on the excitation energy are discussed below.
These amino acids can be grouped into four categories, (i) the counterion residues
Asp85/75, Asp212/201, and the nearby Arg82/72, (ii) other charged residues lo-
cated at the extracellular side of the protein, (iii) conserved residues in the binding
pocket, and (iv) remaining neutral, nonconserved residues. The influence of the
water molecules in the extended HBN was determined by simply setting the re-
spective charges to zero. The results of this perturbation analysis are summarized
in Table 6.7.

Influence of the Counterion Residues and the Extended HBN. The counterion residues
Asp85/75 and Asp212/201 (in bR/ppR) cause large blue shifts of 0.3–0.4 eV. The
effect of Arg82/72 is small and opposite in bR (-0.01 eV) and ppR (0.02 eV). The
guanidinium group of Arg82/72 has a different orientation in the two proteins. It
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is oriented toward the chromophore in bR, forming a hydrogen bond with the ex-
tended HBN, whereas it is pointing toward the extracellular side in ppR, forming
a salt bridge with Asp193. The different orientation may cause Arg82/72 to affect
the excitation energy in opposite direction. This is in qualitative agreement with the
findings of Ren et al. [50]; however, since their calculations predict a much more pro-
nounced effect, they proposed Arg82/72 to be responsible for the complete spectral
shift.

The water molecules in the HBN seem to be of minor importance for the spectral
difference between bR and ppR (Table 6.7).

The replacement of all three charged residues (Asp85/75, Asp212/201, and
Arg82/72) plus the water molecules in their proximity causes a strong red shift of
-0.66 eV for bR and -0.73 eV for ppR, i.e., omitting the HBN reduces the spectral
shift between bR and ppR from 0.30 eV to 0.23 eV. The complete extended HBN
contributes therefore 0.07 eV to the total spectral shift. This is consistent with the
results in section 6.5.3 and confirms that the counterion residues account only for
part of the spectral shift.

Note that the effects of the counterion residues and water molecules in Table 6.7 are
not additive. Therefore, the sum of the individual effects differs from the results
obtained through replacement of the complete extended HBN.

Influence of Other Charged Residues. The effect of all solvent exposed amino acids on
the excitation energies is, in accordance with experimental results [341], small since
their charges are reduced due to the solvent screening modeled by the charge scaling
procedure.

Among the remaining charged residues, only the anions Glu194 in bR and Asp193
in ppR have a sizable influence (Table 6.7). Both residues red-shift the excitation
energy, by 0.08 eV (Glu194 in bR) and 0.04 eV (Asp193 in ppR), respectively. In
contrast to the counterion residues Asp212/201 and Asp85/75, they cause a red shift
of the excitation energy because both are closer by 3-4 Å to the β-ionone ring than
to the Schiff base nitrogen of the chromophore. They belong to a large HBN at the
extracellular side of the protein that connects the Schiff base region with Glu194 and
Glu204 in bR and with Asp193 in ppR (via several water molecules and Arg82/72).

The simultaneous replacement of the extended HBN and the charged groups
Glu194/Asp193 leads to a red shift of -0.59 eV in bR and of -0.68 eV in ppR. There-
fore, omitting the complex network of hydrogen bonded and charged residues at the
extracellular side of bR and ppR reduces the spectral shift between bR and ppR by
about 0.09 eV to a value of 0.21 eV. This is only slightly less than the value obtained
for the extended HBN alone (0.23 eV, see above).

Influence of Conserved Residues in the Binding Pocket. The conserved aromatic tyrosines
and tryptophanes have only a minor influence on the excitation energy and the
spectral shift (Table 6.7). Similar results were found by Ren et al. [50] for Trp86/76,
Trp182/171, and Tyr185/174. The two conserved threonines (Thr89/79, Thr90/80)
do not influence the spectral shift either, as their effect is the same in bR and ppR.

Replacing all residues of this group simultaneously leads to blue shifts of 0.07 eV for
bR and 0.05 eV for ppR, and hence to a differential shift of 0.02 eV. It should be noted
again, however, that these calculations neglect the effects of protein polarization and
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Table 6.8: Calculated OM2/MRCI shifts of the vertical excitation energies
∆∆Emutant-wild type (in eV) and position for glycine-mutants of polar residues a.

bR/ppR bR ppR ∆EppR-bR position bp exp.

Trp138/Phe127 0.01 0.00 -0.01 H-E + +
Ser141/Gly130 0.07 – -0.07 H-E + +
Thr142/Ala131 0.03 0.00 -0.03 H-E + +
Met145/Phe134 0.02 0.01 -0.01 H-E + +
Ile119/Met109 0.00 0.01 0.01 H-D + +
Ala215/Thr204 0.00 -0.07 -0.07 H-G + +
Met118/Val108 0.00(4) -0.00(1) -0.01 H-D + +

Thr121/Ala111 0.02 0.00 -0.02 H-D – -
Ser214/Val203 0.01 0.00 -0.01 H-G – -
Pro50/Ser44 0.00 0.01 0.01 H-B – -
Ser183/Ala172 0.01 0.00 -0.01 H-F – -
Thr55/Val49 0.00 0.00 0.00 H-B – -
Gly116/Thr106 – -0.01 -0.01 H-D – -

all 0.16 -0.04 -0.20 – – –
a The QM-region in OM2/MRCI consists of the chromophore. The position column indicates the

location of the mutated residue, i.e., H-C indicates this residue to be located at helix C (etc.); the bp

column specifies whether the respective residue is located in the binding pocket.

dispersion, which were estimated [50] to cause an additional differential red shift of
0.03 eV (see section 6.5.3).

Influence of Polar Residues in the Binding Pocket. This group consists of all residues
that have a sizable influence on the excitation energy and are neither charged nor
conserved residues. Several of these residues (see last column in Table 6.8) have also
been analyzed in experimental mutation studies [27, 325] which will be discussed in
detail in section 6.5.5.

Among the residues of this group, only the replacements Ala215/Thr204,
Ser141/Gly130, and Thr142/Ala131 lead to a substantial differential shift (Table 6.8).
The replacements Thr121/Ala111, Pro50/Ser44, and Ser214/Val203 cause minor but
noticeable differential shifts, even though they are further away from the chro-
mophore and do not belong to the binding pocket. For the remaining substitutions
the differential shift is less than 0.01 eV.

The simultaneous replacement of all polar residues (Table 6.8) leads to a blue shift
of 0.16 eV in bR and a red shift of -0.04 eV in ppR. Thus these residues contribute
0.20 eV to the overall spectral shift of 0.30 eV. A summation of all individual con-
tributions yields the same value (0.20 eV), indicating that cooperative effects play a
minor role in this case.
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6.5.5 Mutation Experiments in ppR

Several mutation studies, in particular those of Shimono and co-workers [27, 322–325],
have addressed the role of various amino acids in the spectral tuning between bR
and ppR. To compare the results of this work directly to these experiments, individ-
ual residues or groups of residues were mutated in ppR to their counterparts in bR.
After geometry optimization of either the mutated residue(s) or the whole protein,
the excitation energies were recalculated using OM2/MRCI (Table 6.9). Those of the
most important mutations were also determined at the SORCI level. The SORCI cal-
culations allow us to distinguish between the errors arising from the use of a more
approximate QM method (OM2/MRCI) and from the applied QM/MM scheme,
which neglects the polarization of the protein environment.

The results show (Table 6.9) that complete optimization of the protein after muta-
tion yields larger shifts than optimization of the mutated residue(s) only. The agree-
ment with the experimental shifts, even for the examined double, triple and mul-
tiple mutants, is fairly good using SORCI and the full relaxation scheme (ii), while
the OM2/MRCI shifts are generally somewhat overestimated.

In the following, the discussion will focus on the OM2/MRCI values to facili-
tate comparisons with the preceding OM2/MRCI-based perturbation analysis (sec-
tion 6.5.4).

Among the single mutations, Thr204Ala, Gly130Ser, Val108Met, Ala131Thr, and
Ile43Val ∗∗ lead to large effects. The largest impact is produced experimentally
as well as theoretically by the mutations Thr204Ala (-0.06 eV; exp. -0.04 eV) and
Gly130Ser (-0.06 eV; exp. -0.02 eV), whereas the other replacements (Val108Met,
Ala131Thr, Ile43Val) are less effective, each with an experimentally measured shift
of -0.015 eV (120 cm−1).

In general, the absolute and relative contributions of these residues to the spec-
tral shift have been predicted quite well by the perturbation analysis (Table 6.8)
which gives significant contributions for the replacements Thr204Ala, Gly130Ser,
and Ala131Thr (-0.07, -0.07, and -0.03 eV), and a minor one for Val108Met (-0.005 eV)
that is underestimated but has the correct sign. The substitution Ile43Val does not
contribute in the perturbation analysis because both residues are unpolar (and be-
cause the perturbation analysis does not include relaxation of the geometry).

The remaining five (Ile83Leu, Asn105AspH, Met109Ile, Phe127Trp, Phe134Met) mu-
tations do not show any significant shift, neither in the experiment nor in our cal-
culations, which is also in accord with the results from the perturbation analysis
(sec. 6.5.4).

In addition to the single replacements, double, triple, and multiple mu-
tants were also investigated. Of special importance is the triple mutant
Val108Met/Gly130Ser/Thr204Ala, whose three sites are conserved among the long-
wavelength rhodopsins hR, bR and sRI, but not in ppR, and are therefore expected to
be involved in the spectral tuning of archaeal rhodopsins. However, the calculated
shift (OM2/MRCI -0.14 eV, SORCI -0.11 eV) as well as the experimentally observed

∗∗The nomenclature was adopted from refs [27, 325] and corresponds to the mutation ppR→ bR.
The residue numbers refer to ppR.
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Table 6.9: Calculated shifts of the vertical excitation energies ∆∆Emutant-wild type (in eV) of various ppR mutants a calculated with

OM2/MRCI and SORCI b.
OM2/MRCI SORCI

exp.[27, 325] local relaxationc full relaxation local relaxationc full relaxation

Val108Met -0.015 0.01 -0.02 0.00 -0.05
Gly130Ser -0.02 -0.03 -0.06 -0.01 0.00
Thr204Ala -0.044 -0.07 -0.06 -0.05 -0.05
Gly130Ser/Thr204Ala -0.073 -0.11 -0.13 -0.07 -0.07
Val108Met/Gly130Ser -0.049 -0.02 -0.07 -0.01 -0.06
Val108Met/Thr204Ala -0.049 -0.06 -0.08 -0.04 -0.09
Val108Met/Gly130Ser/Thr204Ala -0.077 -0.09 -0.14 -0.05 -0.11
Ile43Val -0.015 0.00 -0.01
Ile83Leu -0.01 0.00 0.00
Asn105AspH 0.00 -0.00 0.01
Met109Ile 0.01 0.02 0.03
Ala131Thr -0.015 -0.01 -0.01
Phe127Trp 0.005 -0.00 0.01
Phe134Met -0.005 -0.01 0.00
bR/ppR -0.118 -0.13 -0.19 -0.07 -0.16

a The nomenclature was adopted from refs [27, 325]: the first residue label and the residue number refer to ppR, and the second residue label specifies the corre-

sponding amino acid of bR (ppR→ bR). b The QM-region consists of the chromophore. c Reminimization of the mutated residue only.
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Table 6.10: Calculated shifts of the N-H stretch vibration and bond length alternation
for bR, ppR and the bR/ppR mutant.

ν(NH)− νbR(NH) [cm−1] BLA [Å] ∆ES1−S0
[eV]

bR – 0.056 2.66
bR/ppR -29 0.059 2.77

ppR -25 0.065 2.96

shift (-0.08 eV) is only a fraction of the complete shift between bR and ppR (exp.
∼ 30 %).

A second important mutant is the multiple mutant bR/ppR, in which all ten differ-
ent residues of the binding pocket within 5 Å are substituted such that the binding
pocket of this mutant is identical to that of bR. Even so, the mutant has a spec-
tral shift of only -0.12 eV (∼ 40 %) experimentally. The calculations predict -0.19 eV
(∼ 60 %) for OM2/MRCI and -0.16 eV (∼ 50 %) for SORCI. Thus, the calculations re-
produce but overestimate the effect. The computed OM2/MRCI shift agrees nicely
with the value obtained in the perturbation analysis (Table 6.8) when the side chains
of all polar residues of the binding pocket are removed simultaneously (-0.20 eV).

Furthermore, the results are consistent with a study [324], in which the helices D,
E, and G were identified as the determining factors for color regulation accounting
for around 80 % of the spectral shift. Almost all residues with sizable impact on
the excitation energies (Table 6.8) found in the present study are located on these
helices.

6.5.6 Vibrational Analysis

Vibrational properties of rhodopsins have been widely used to elucidate vari-
ous issues in bR and ppR, e.g., structures and structural changes, the mechanism
of proton transport in bR and, in particular, the mechanism of the spectral tun-
ing [402, 407, 426, 434]. In this work, two aspects of the vibrational characteristics of the
chromophore backbone and of the Schiff base were studied for bR, ppR, and the
bR/ppR mutant.

The NH stretching mode of the Schiff base is of particular interest because it re-
flects the strength of the hydrogen bond of the Schiff base. By performing QM/MM
molecular dynamics simulations, the N-H stretching frequency was calculated in
bR, ppR and the bR/ppR mutant via the velocity autocorrelation function.

In going from bR to ppR, this frequency is found shifted to lower wavenumbers by
25 cm−1 (Table 6.10), indicating a stronger hydrogen bond of the Schiff base to W402
in ppR. The calculated shift compares well to the experimentally observed one of 32-
33 cm−1 [407] for the N-D stretching vibration of the deuterated Schiff base. For the
bR/ppR mutant, a similar frequency (∆ν = 4 cm−1) is found as for ppR (Table 6.10),
implying a similar hydrogen bond strength. This agrees well with experimental
results [323], which demonstrate that the Schiff base vibrations remain ppR-like while
the chromophore bands are altered from ppR-like to bR-like.



110
Chapter 6. Color Tuning in Archaeal Rhodopsins: Bacteriorhodopsin vs

Phoborhodopsin

0.056 0.058 0.06 0.062 0.064 0.066

bond length alternation

2.6

2.65

2.7

2.75

2.8

2.85

2.9

2.95

3

ex
ci

ta
tio

n 
en

er
gy

 [e
V

]

Figure 6.11: Correlation of bond length alternation and excitation energy for bR,
ppR and the bR/ppR mutant.

The vibrations of the chromophore backbone, in particular the C=C stretching
modes, are a sensitive probe for the electrostatic interaction of the retinal with
the protein environment, especially for the potential gradient along the polyene
chain [41, 42, 435, 436]. It is well-known that the C=C stretching frequency correlates
with the bond length alternation (BLA) [41, 435, 437], which increases from bR (0.056 Å)
via the bR/ppR mutant (0.059 Å) to ppR (0.065 Å). A similar increase is seen in the
calculated excitation energies (Table 6.10). A linear relationship between the BLA
and the excitation energies is found (Fig. 6.11), which is consistent with the experi-
mentally characterized linear relationship between C=C stretching frequencies and
the absorption maximum [41]. These results indicate that the electrostatic interaction
with the protein environment is very similar in the bR/ppR mutant and in bR which
share the same binding pocket.

6.5.7 Dynamics

To investigate the effects of structural fluctuations at room temperature on various
properties of the systems, in particular on the stability of the HBN, QM/MM molec-
ular dynamics simulations were performed for both proteins. As an approxima-
tion to the absorption spectra, histograms of the excitation energy (Fig. 6.12) along
the trajectories [55] were calculated. A more profound line shape analysis would be
preferable but is beyond the scope of the present study. Absorption maxima λmax of
2.65 and 2.97 eV were found for bR and ppR, respectively, using Gaussian fits, thus
reproducing the spectral shift between bR and ppR (0.32 eV; exp. 0.32 eV). The cal-
culated line width of 2097 cm−1 (0.26 eV) for bR is comparable to the experimental
one of 2860 cm−1 [233].

For the geometrical parameters of the extended HBN, fluctuations of about 0.2 Å
(Table 6.11) around the equilibrium values are found thus indicating a fairly rigid
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Figure 6.12: Calculated histograms for the excitation energy of the S0-S1 transition
for bR (red) and ppR (green).

structure of the HBN. This stability of the HBN and of its interaction with the chro-
mophore and counterion complex is a necessary requirement for applying a static
approach that draws conclusions from the properties of optimized QM/MM struc-
tures.

The dynamics runs allow further to analyze the influence of structural fluctuations
of the protein [438] on the excitation energy, by calculating the correlation coefficients
between various geometrical parameters and the excitation energy along the MD
trajectories. The results show a strong correlation (0.83) between the BLA and the
excitation energy (Fig. 6.13), again consistent with the linear relationship between
the excitation energy and the C=C stretching vibration of the chromophore [41] (Fig.
6.11) described in the preceding section.

The correlation of the excitation energy with individual distances between the Schiff
base and the counterion residues (e.g., Nζ-Cγ) is unexpectedly small (less than
0.1). The electrostatic potential generated by the partial charges on the counterion
residues at the position of the Schiff-base nitrogen provides a collective coordinate
that takes into account the correlated fluctuation of the counterion residues, which
are not described using only single decoupled distance measures. A noticeable cor-
relation (-0.3) is found between this potential and the excitation energy. Thus, the
(collective) distance of the counterions from the chromophore influences the excita-
tion energies, but this correlation is considerably weaker than that for the BLA.

6.6 Discussion

Several experimental [27, 324, 325] and theoretical investigations [50, 51] have addressed
the spectral shift between bR and ppR, examining the different mechanisms of color
tuning (i) - (iii) outlined in above. The calculations in this work allow for a distinc-
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Table 6.11: Selected geometrical parameters and their fluctuations of the retinal
binding site for QM/MM molecular dynamic simulations a. (Distances in Å; the
two residue numbers specified refer to bR and ppR, respectively; fluctuations in
parentheses)

bR ppR

RETNζ O(W402/402) 2.88 (0.12) 2.87 (0.13)
O(W402/402) Oδ2(Asp85/75) 2.62 (0.10) 2.63 (0.10)
O(W402/402) Oδ2(Asp212/201) 2.90 (0.23) 2.79 (0.16)

RETNζ Oδ1(Asp85/75) 3.81 (0.29) 3.73 (0.32)
RETNζ Oδ2(Asp85/75) 4.31 (0.30) 4.26 (0.35)
RETNζ Cγ(Asp85/75) 4.43 (0.24) 4.38 (0.29)
RETNζ Oδ1(Asp212/201) 4.07 (0.32) 4.43 (0.32)
RETNζ Oδ2(Asp212/201) 4.88 (0.26) 4.79 (0.26)
RETNζ Cγ(Asp212/201) 4.37 (0.23) 4.50 (0.25)

O(W402/402) Oδ1(Asp85/75) 3.70 (0.27) 3.65 (0.26)
O(W402/402) Oδ1(Asp212/201) 3.53 (0.25) 3.79 (0.26)
O(W401/401) Oδ2(Asp85/75) 2.65 (0.11) 2.63 (0.10)
O(W401/401) O(W406/400) 2.76 (0.13) 2.80 (0.15)
O(W406/400) Oδ2(Asp212/212) 2.64 (0.10) 2.75 (0.25)
O(W406/400) Nω/δ(Arg82/72) 2.80 (0.11) 3.04 (0.25)

RETNζ Cζ (Arg82/72) 10.42 (0.23) 10.33 (0.28)
RETC6 Cζ (Arg82/72) 11.72 (0.24) 10.95 (0.30)

a From QM calculations on the chromophore.
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Figure 6.13: Correlation of bond length alternation and excitation energy for bR.
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tion between these factors and a quantitative evaluation of their individual contri-
bution.

(i) The differences between the chromophore structures of bR and ppR are already small
in the crystal structures and nearly removed by the present QM/MM geometry op-
timizations, in agreement with previous theoretical studies [50, 51]. The remaining
difference concerns essentially only the BLA and gives rise to a difference in excita-
tion energies of 0.05 eV at the SORCI level of theory and 0.02 eV with OM2/MRCI,
which is only a small contribution to the shift of the absorption maximum ††. Even
when using the nonoptimized X-ray structures, the difference in the OM2/MRCI
excitation energies is not larger.

(ii) The polar and charged groups of the protein environment in bR and ppR interact differ-
ently with the charge density distribution on the chromophore in its ground and excited
state, thereby stabilizing or destabilizing the respective state and so modulating the
excitation energy. This polarization of the chromophore is reflected in the bond
length alternation along the polyene chain ‡‡ as well as in the change of the dipole
moment (with respect to vacuum). Both effects are seen in the present study. The
larger bond length alternation in ppR as well as the larger change of the dipole

moment due to the protein interaction (|µprotein
S0

− µvacuum
S0

|) indicate a stronger elec-
trostatic interaction with the protein in ppR compared to bR.

Furthermore, the vibrations of the chromophore backbone, in particular the C=C
stretching modes, probe the electrostatic interaction of the polarized chromophore
with the protein environment very sensitively [41, 42, 435, 436]. Using the bond length
alternation as a measure for the C=C stretching frequencies [41], the calculations
for bR, ppR, and the bR/ppR mutant (a multiple mutant in which the ten differ-
ent amino acids of the binding pocket of ppR are mutated to their corresponding
residues in bR) reproduce an experimentally observed linear correlation between
the C=C stretching frequencies and the absorption maximum [39, 41, 439] very well.
The comparison of bR, ppR, and the bR/ppR mutant demonstrates clearly that the
chromophore vibrations in bR/ppR are bR-like, in agreement with experiment [323].
This points to a very similar electrostatic interaction of the chromophore with the
protein in bR and this mutant, which means that this interaction is dominated by
the binding pocket.

In addition to these global aspects, the results of the perturbation analysis and mu-
tation experiments provide a detailed picture of the interaction of individual polar
and charged groups of the environment with the chromophore. In agreement with
experimental data, several sites (e.g., Thr204Ala, Gly130Ser, Val108Met, Ala131Thr)
located in the binding pocket have a significant impact, however, none of them is
solely responsible for the complete shift. Moreover, the perturbation analysis re-
veals a small but distinct influence of some sites (e.g., Ala111Thr, Ser44Pro), which
do not belong to the binding pocket and have not been experimentally studied yet.

Nevertheless, the interactions with polar groups account only for a fraction, albeit

††Using the chromophore structures obtained by QM/MM optimization of the whole protein, a
distinction between distortions induced by steric confinement and effects induced by electrostatic in-
teractions with the protein is not possible.

‡‡It has been shown that the bond length alternation of the chromophore increases in the presence
of a counterion close to the Schiff base [61, 410].
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a major fraction, of the observed spectral shift. The analysis of multiple mutants
emphasizes this fact. The bR/ppR mutant [27] shows experimentally only 44 % of
the spectral shift; our calculations yield ∼50 %, in good agreement with experiment.
These results confirm that none of the residues in the binding pocket is solely re-
sponsible for the spectral shift.

(iii) The interaction of the counterion residues with the chromophore strongly depends on
their distance [25, 39] from the Schiff base but also on other charged and polar groups
that are connected to the HBN.

Therefore, this often discussed mechanism of color tuning focuses on the structure
of the counterion complex and the three water molecules connecting the Schiff base
and the counterion residues (i.e., the extended HBN). The structural differences
between bR and ppR mainly concern the different orientation of the guanidinium
group of Arg82/72 and a distortion of the pentagonal cluster formed by the two
aspartic acids of the counterion complex and the three water molecules [426] in ppR.

The contribution of the extended HBN to the spectral shift between bR and ppR
have been estimated by including only the residues of the extended HBN as point
charges in the excited state calculations, excluding the remainder of the protein. For
this extended HBN model, a contribution of 23 % to the spectral shift is found. This
value agrees well with the results of the perturbation analysis.

Including further residues from the extracellular site (Glu194 for bR, Asp193 for
ppR) in the perturbation analysis yields a contribution of the complete hydrogen
bonded network at the extracellular side of ∼30 % to the spectral shift.

This value seems to be a lower bound because the QM/MM minimized structures
do not distort the pentagonal cluster in ppR to the extent that is found experimen-
tally. When calculating the excitation energy with partially optimized structures
(constrained to conserve the HBN positions from the crystal structure), a contribu-
tion of 40 % to the spectral shift is obtained for the counterion complex, instead
of 23 % with the fully optimized structures. Therefore considering the distortion
of the HBN and further residues from the extracellular site, the contribution of the
counterion complex to the spectral shift may be as high as 40 %.

The interaction of the counterion complex with the chromophore also affects the
vibrations of the Schiff base. For instance, the NH stretching mode of the Schiff
base reflects the strength of the hydrogen bond of the Schiff base to the counterion
complex. The calculations in this study yield a clearly increased frequency for bR
compared to ppR whereas it is essentially unchanged (even lower) in the bR/ppR
mutant. This suggests, in agreement with the experiment, a stronger hydrogen bond
of the Schiff base with the counterion complex in ppR which is hardly influenced by
the mutations in the binding pocket that are present in the bR/ppR mutant.

The stronger hydrogen bond in ppR was supposed to originate from small changes
in the HBN and related to the spectral blue shift in ppR [323, 402]. Results from X-
ray crystallography [332, 378] and the analysis of the O-D stretching vibrations of the
water molecules in the HBN [407, 426] support a distorted HBN structure in ppR.

Despite the rather similar structure of the HBN in our QM/MM optimized struc-
tures (sec. 6.5.2), a stronger hydrogen bond between the Schiff base and water W402
is observed. Different polarizations of the chromophore due to the protein environ-
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ments also reflected in the dipole moments (Table 6.2) could be a factor explaining
the result. A distortion of the HBN structure might be an additional factor, explain-
ing why the contribution of the counterion complex is underestimated in this work.

In summary, the results indicate that the interaction with the extended HBN and
with the binding pocket equally contribute to the spectral shift. Taking into account
the effect of the distorted HBN, the influence of the extended counterion region
(including Glu204 for bR and Asp193 for ppR) is estimated to cause about ∼40 %
of the spectral shift. The best estimate for the contribution of the binding pocket
amounts to about 40-50 %.

These results explain why the experimental absorption maximum of the bR/ppR
mutant is less shifted toward the bR value than expected [27]. Due to the mutations,
the binding pocket of this mutant is bR-like, whereas the counterion region remains
ppR-like. Thus the replacement of the amino acids within 5 Å of the chromophore
is not sufficient to transform ppR into bR with regard to electronic excitation.





Chapter 7
Summary

The simulation of bioenergetical processes such as proton transfer reactions or pho-
toexcitations is a challenging task even for modern simulation techniques. The goal
of this work was to investigate two interesting problems of molecular bioenergetics
– the water/proton selectivity in aquaporins and the color tuning in rhodopsins –
using multiple-length-scale approaches.

Development of a new Reaction Coordinate for PT and a Model Channel

A new reaction coordinate was introduced for characterizing the progress of long-
range PT. The new reaction coordinate eliminates the problems encountered by ear-
lier suggestions which were also analyzed here, works without assuming a priori the
pathway, and a generalization to three-dimensional transfer pathways is, in contrast
to earlier suggestions, easily possible as demonstrated in a joint publication [130].

The new coordinate can be used as the reaction coordinate for computing mean-
ingful potential of mean force for long-range PT, as shown for the PT in a model
channel and for other systems, such as carbonic anhydrase [130].

Further, the influence of electrostatics in long-range PT was also briefly investigated
with PT in the model channel embedded in different dielectric continuum environ-
ments. The results indicate that PT through a purely hydrophobic channel embed-
ded in a membrane encounters a significant barrier, unless polar interactions are
present in the channel to stabilize the hydronium ion.

Proton Blockage in GlpF

Employing a QM/MM/continuum electrostatics simulation protocol and the new
reaction coordinate, the proton blockage in the aquaporin GlpF was investigated.

The calculation of the free energy barrier impeding the PT through GlpF yields a
barrier of ∼25 kcal/mol which is sufficiently high to prevent PT through the pore.
A perturbation analysis determined the contribution of specific element to the free
energy barrier. The results indicate that the main contribution to the free energy bar-
rier is the desolvation penalty for transferring an excess proton from bulk solvent to
the single water file through the pore. Structural motifs such as the NPA motifs are
of minor importance but of course influence the barrier. The central topic is therefore
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the question about the importance of structural elements versus the reference state.
This topic is also reflected in the controversial effect of the Arg of the SF. Whereas the
energetical analysis in this work indicates a minor influence on the overall barrier,
another study [112] suggest a significant influence. However, in this study the ener-
getical influence is admixed with a change of the reference point caused by changed
desolvation effects.

Furthermore, the influence of polar groups in the pore on the stabilization of an
excess proton clarified that the real challenge is to design a channel with correct
polarity to allow proton or more generally ion conduction. As the results for GlpF
and the model channel demonstrated, the reverse, the construction of a channel that
prevents proton or ion conduction, is easy to achieve. Due to the desolvation penalty
of the excess proton or ion, a relatively hydrophobic channel with a diameter not to
large is sufficient.

Color Tuning in Archaeal Rhodopsins

As second application, the mechanism of color tuning in archaeal rhodopsins was
studied by comparing the optical properties of the light-driven proton pump bacte-
riorhodopsin (bR) and the light detector phoborhodopsin (ppR).

The calculated shift of the absorption maximum λmax of ppR relative to bR as well
as the magnitude of the bandwidth agree well with experimental results. Mutation
studies and the analysis of vibrational properties indicate that numerous sources
contribute to the spectral shift between bR and ppR. The two main and equally
important factors, which are responsible for about 90 % of the total shift, are the
different neutral amino acids in the binding pocket and the difference in the ex-
tended hydrogen bonded network at the extracellular side of the proteins. The rest
may be accounted for by geometrical differences between the chromophores and
the conserved, polarizable residues, i.e., by slight differences in their electrostatic
interaction, including protein polarization and differential dispersive interactions.

The Investigation of Bioenergetical Processes with Multiple-Length-Scale Ap-

proaches

Both applications and the simulation of the model channel demonstrated the abil-
ity of multiple-length-scale approaches to simulate various bioenergetical processes.
Their application is often indispensable to reduce the prohibitive computational cost
connected with their simulation.

For the model channel, the effect of environments with variable electrostatic prop-
erties on the PT energetics was successfully demonstrated. The application of the
employed QM/MM/continuum electrostatics simulation protocol is therefore jus-
tified for incorporating this aspect of heterogeneous environments found in biolog-
ical systems; and the basis for the following simulation of the proton blockage in
GlpF was established. The comparison of the QM/MM with full QM results further
showed that the usage of a QM/MM approach to simulate PT trough channels in a
complex dielectric environment is well-founded.

The simulation of the proton blockage in GlpF required the use of dynamical meth-
ods in order to properly describe the solvent reorganization during the PT. The
QM/MM/continuum electrostatics simulation protocol thereby turned out to be an
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attractive alternative to reduce the prohibitive computational cost connected with
the use of dynamical methods. More generally, it was shown that slab models in
conjunction with GSBP can be used to describe fundamental processes in (mem-
brane) proteins, saving computer time else needed for explicit representation and
nonetheless reproduce the crucial aspects of huge simulation setups.

The study of the color tuning in rhodopsins underlined that combining very efficient
(SCC-DFTB, OM2/MRCI) and very accurate (SORCI) methods in multiple-length-
scale approaches allows a comprehensive, qualitative investigation of the spectral
shift including the analysis of dynamical effects. The employed methodology even
correctly describes the subtle effects of point and multiple mutations. So the prop-
erties of bR, ppR, and the bR/ppR mutant in the Schiff base region, illustrated by
the N-H stretching vibration, as well as in the binding pocket, exemplified, e.g.,
by the experimentally observed linear correlation between the C=C stretching fre-
quencies of the chromophore and the absorption maximum [39, 41, 42], were correctly
described.

The good agreement between theoretical and experimental results for the color tun-
ing in archaeal rhodopsins and the water structure and proton blockage in GlpF
shows that modern quantum mechanical methods and multiple-length-scale ap-
proaches can not only reproduce but also interpret bioenergetical phenomena.
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