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Einleitung

Der Luftverkehr gehort zu den wichtigsten Verkehrstragern weltweit und hat groRen Einfluss
auf die wirtschaftliche, touristische und soziale Entwicklung von Landern und Regionen.
In den letzten Jahrzehnten ist seine Bedeutung iiberdurchschnittlich gewachsen, wie die
Statistiken der IATA (International Air Transport Association) zum Passagieraufkommen in
Abbildung 1.1 zeigen. Dabei ist allerdings in den letzten fiinf Jahren ein leichtes Abflachen der
Zuwachsraten durch Terroranschlige, Militarkonflikte und das liberregionale Ausbrechen von
Krankheiten zu beobachten. Nichtsdestotrotz wird fiir die Zukunft ein anhaltender Anstieg
des Passagier- und Frachtaufkommens im Luftverkehr erwartet.

Sinkende Wachstumsraten, hohe Treibstoffpreise und zunehmender Konkurrenzdruck gerade
von so genannten Billigfluglinien haben in den letzten Jahren viele Fluglinien in die Verlust-
zone getrieben (Abbildung 1.1). Erste Insolvenzen und Ubernahmen sind die Folge. Dabei
ist die Gewinnstruktur einer Fluggesellschaft von hohen, kaum beeinflussbaren Fixkosten fiir
die Durchfithrung von Fliigen bei gleichzeitig schwer prognostizierbaren Erldsen aus Ticket-
verkdufen gepragt.

Die vielversprechenste Strategie fiir eine Fluggesellschaft liegt in dieser Situation vor allem
darin, die Kosten des Flugbetriebs zu senken. Die Planung des Einsatzes der Ressourcen, in
erster Linie der Flugzeuge und der Crews, spielt dabei die zentrale Rolle bei der Frage der
Kosteneffizienz.

Die Planung bei einer Fluggesellschaft ist ein aufwendiger, mehrstufiger Prozess, der von
mehreren Expertenteams durchgefiihrt wird, die unterschiedlichste Aufgaben |6sen miissen.
Erste Planungen beginnen dabei bereits ein paar Jahre vor dem Beginn einer Flugplanpe-
riode (Sommer/Winter-Flugplan). Die Planungsteams profitieren bei ihrer Arbeit stark von
der Hilfe entscheidungsunterstiitzender Systeme (Decision Support Systems). Diese Systeme
bereiten die bendtigten Informationen auf, stellen sie strukturiert zur Verfligung und regeln
den Informationsaustausch zwischen den verschiedenen Planungsprozessen. Einen entschei-
denden Beitrag leisten die in diesen Systemen integrierten Optimierungskomponenten. Sie
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Abbildung 1.1: Oben: Beispiel fiir ein Internationales Flugnetzwerk; unten: Statistik zur An-
zahl der Passagierkilometer und zur Entwicklung der Gewinne und Verluste
in der Luftverkehrsbranche (Quelle: StarAlliance, IATA)

haben zum Ziel, kostengiinstige Losungen fiir komplexe Planungsszenarien, die von Experten
definiert werden, zu liefern. Auf dieser Grundlage kénnen Entscheidungen getroffen werden,
die den Ressourceneinsatz entscheidend verbessern.

Eine zentrale Bedeutung in diesem Prozess fillt der Flotteneinsatzplanung einer Fluggesell-
schaft zu. In der mittel- und kurzfristigen Planung muss dabei der Einsatz der Flugzeug-
flotten fiir einen gegebenen Flugplan festgelegt werden. Flugzeuge verursachen mit Abstand
die hochsten Fixkosten in der Bilanz einer Fluggesellschaft, sind deshalb eine knappe und
teure Ressource, und ihr effizienter Einsatz ist ausschlaggebend fiir den Erfolg des Unterneh-
mens. Durch die Flottenzuweisung werden zum Einen ein Grolteil der anfallenden Kosten,
insbesondere Treibstoff- und Crewkosten, festgelegt. Auf der anderen Seite begrenzen die
unterschiedlichen Sitzkapazitaten der Flotten die maximale Anzahl an Passagieren, die auf
Flugstrecken transportiert werden kdnnen, und definieren so die Transportkapazitdt des Flug-
netzes, die mit dem prognostizierten Transportbedarf abgestimmt sein muss. Dabei kommt
es in zunehmenden Male darauf an, bei der Planung eines Teilprozesses wesentliche Aspekte
nachgelagerter Prozesse zu beriicksichtigen, um eine hohere Effizienz der Gesamtplanung zu
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Abbildung 1.2: Ubersicht iiber den Prozess der Flugplanung

erreichen.

1.1 Prozess der Flugplanung

In diesem Abschnitt beschreiben wir kurz die Planungsaufgaben innerhalb einer Fluggesell-
schaft. Ein Uberblick ist in Abbildung 1.2 dargestellt. Die Grundlage fiir den Betrieb einer
Fluggesellschaft stellt die effiziente Planung und das Management des Flugnetzes dar. Die
daraus resultierende Transportleistung muss vom Marketing und Revenue Management den
Flugpassagieren angeboten und verkauft werden. SchlieRlich erfordert die Umsetzung eines
Flugplans auch den mdglichst optimalen Einsatz des Personals: Piloten, Flugbegleiter und
Bodenpersonal.

In jedem dieser Bereiche sind die unterschiedlichsten Planungen mit teils konkurrierenden
Zielsetzungen durchzufiihren. Erschwerend kommt hinzu, dass sich der Planungsprozess iiber
einen sehr langen Zeitraum von mehreren Jahren erstreckt, die Ziele wiahrenddessen variie-
ren und zwischen den einzelnen Planungsaufgaben teils starke Abhangigkeiten existieren.
Nichtsdestotrotz werden wegen der verschiedenen Planungshorizonte und der enormen Kom-
plexitadt der Einzelprobleme die Planungsaufgaben meist von separaten Abteilungen getrennt
voneinander durchgefiihrt. Allerdings gelangt man bei den Fluggesellschaften immer mehr zu



4 1 Einleitung

der Uberzeugung, dass vor allem durch ein abgestimmtes Vorgehen zwischen den einzelnen
Planungsteams eine effizientere Gesamtplanung moglich ist und damit weitere Kosteneinspa-
rungen realisiert werden kdnnen.

In der Langfristplanung, 3 - 1 Jahr vor dem Start des Flugbetriebs, kann die Maximierung
des Gewinns aus dem Betrieb des Flugnetzwerks als das wichtigste Ziel identifiziert werden.
In der Mittelfristplanung (1 Jahr - 6 Monate) geht es vor allem um eine mdoglichst optimale
Abstimmung zwischen dem Flugplan und den Ressourcen. In der Kurzfristplanung (6 Monate
- 4 Wochen) wird der Einsatz der Ressourcen kontinuierlich an die Marktnachfrage angepasst
und die entstehenden Kosten werden minimiert. In der Implementierungsphase (ab 4 Wochen
vor dem Start) und in der Kontrollphase (ab 2 Wochen) werden Ausfille und Sonderereignisse
unter der Vorgabe der Kostenminimierung behandelt.

Als Kommunikationswerkzeug zwischen den einzelnen Planungsabteilungen, aber auch fir
Flugpassagiere, Reisebiiros, Flugallianzpartner und Flughafen, werden wichtige Zwischener-
gebnisse der Planung in unterschiedlichsten Formen weitergegeben. Im unteren Bereich der

Abbildung 1.2 sind die Plane dargestellt, die im gewissen Sinne Meilensteine in diesem Prozess
bilden.

Der Budget-Plan wird 1 Jahr vor dem Start erstellt und definiert den finanziellen Rahmen
des Flugplans fiir alle Bereiche der Fluggesellschaft. Der IATA-Plan dient als Grundlage fiir
die halbjahrliche IATA-Konferenz (Slot-Konferenz), bei der Vertreter aller Fluggesellschaften
und der Flughédfen zusammenkommen, um iiber Verkehrs- und Landerechte (slots) zu ver-
handeln. Die Informationen im offiziellen Flugplan werden von Passagieren und Reisebiiros
fir ihre Reiseplanung benutzt. Der Crew-Plan wird 6 Wochen vor dem Start erstellt und
dient als Grundlage fiir die verbindliche Zuteilung der Ressourcen (Flugzeuge und Crews).
Anderungen kdnnen ab diesem Zeitpunkt nur mit relativ hohem Aufwand vorgenommen
werden. Der operative Flugplan (4 Wochen vor dem Start) wird zur Flugplanumsetzung be-
notigt. Kurzfristige Anpassungen sind immer notwendig und werden im Tagesverkehrsplan
den betroffenen Bereichen zur Verfiigung gestellt.

Im Folgenden gehen wir auf die einzelnen Planungsphasen und ihre Aufgaben fiir die Ge-
samtplanung ein.

Flottenplanung Die Neubeschaffung von Flugzeugen ist ein langwieriger Prozess. Anhand
der strategischen Ziele der Fluggesellschaft, wie zum Beispiel Wachstumsstrategie, an-
gestrebte Marktposition, Zustand der aktuellen Flugzeugflotte, und langfristiger Nach-
frageprognosen wird in der Flottenplanung die Struktur der zukiinftigen Flugzeugflotte
festgelegt. Als Ergebnis werden Flugzeuge neu geordert oder stillgelegt, die Flughafen-
struktur ausgebaut und neue Regionen als Flugziele ausgewahlt.

Netzwerkplanung Die Planung umfasst in dieser Phase die Definition der anzufliegen-
den Flughifen, die Anzahl der Fliige zwischen je zwei Flughéfen, die Wochentage
und genauen Zeiten der Fliige und die Verkniipfung von Fliigen auf groRen Flughafen
(Hub-Struktur). Die Szenarien werden von Planungsabteilungen ausgearbeitet und mit
Verfahren der Marktmodellierung bewertet.

Marktmodellierung Die Aufgabe der Marktmodellierung besteht darin, die Nachfrage
nach der Transportleistung der Fluggesellschaft vorherzusagen. Die Grundlage bildet
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eine Prognose der potentiellen Reisenden zwischen einzelnen Regionen oder Stadten
und wird anhand historischer Daten geschatzt. In Abhingigkeit von der Konkurrenzsi-
tuation und dem eigenen Flugnetz werden die Reisenden den eigenen Flugstrecken zu-
geordnet, das erwartete Transportaufkommen bewertet und die sich ergebenden Erldse
geschatzt. In dieser frithen Planungsphase stellt die Marktmodellierung das Hauptbe-
wertungswerkzeug fiir die Giite anderer Planungsprozesse dar.

Flottenzuweisung (Fleet Assignment) Durch das Zuweisen von Flugzeugtypen an die
einzelnen Fliige des Flugnetzes wird die Transportkapazitat der Fluggesellschaft festge-
legt. Die vorhandene Flotte wird moglichst kostenoptimal eingeplant, um die erwartete
Nachfrage zu bedienen. Flugzeugtypen unterscheiden sich in vielen Faktoren, wie zum
Beispiel in Kapazitat, Reichweite und Kostenstruktur. Zu beachten sind bei der Planung
diverse Restriktionen beziiglich der Flugzeuge, Flughafen, Wartungsanforderungen usw.
In der Mittelfristplanung wird auf der Basis einer reprdsentativen Standardperiode (ein
Tag oder eine Woche) geplant. In der Kurzfristplanung geht man auf eine konkrete
Zeitperiode (fully-dated) iiber.

Umlaufplanung der Flugzeuge (Aircraft Rotation) Hier werden die konkreten Flug-
zeuge den einzelnen Strecken zugewiesen und so auch die Reihenfolge, in der Fliige
nacheinander von einem Flugzeug bedient werden, festgelegt. Die resultierenden Flug-
zeugumlaufe miissen samtliche Wartungsregeln beriicksichtigen sowie die verbindungs-
abhangigen Erlose (through revenues) optimieren.

Preis- und Konditionenpolitik (Pricing) Das Ticket fiir einen Flug stellt kein einheitli-
ches Gut dar. Vielmehr werden unterschiedlichen Kundengruppen (Geschaftsreisende,
Freizeitreisende) differenzierte Produkte angeboten, mit unterschiedlichen Konditio-
nen, wie zum Beispiel Stornierungsmoglichkeiten und Mindestaufenthalten. Dariiber
hinaus sind Ticketpreise auch vom Zeitpunkt und Ort des Kaufs (Flughafen, Reise-
agentur, Internet) abhangig. Die Definition der Buchungsklassen und der zugehdrigen
Preise ist die Aufgabe des Pricings.

Ertragsmanagement (Revenue Management) Das Revenue Management steuert die
Sitzplatzverfiigbarkeit der vom Pricing festgelegten Buchungsklassen. Die betriebs-
wirtschaftlichen Eigenschaften eines Sitzes auf einer Flugstrecke sind: niedrige variable
und hohe fixe Kosten, keine Lagerfahigkeit, schwankende Nachfrage und Knappheit der
Ressource. In dieser Situation muss versucht werden, jeden Platz mit einem mdglichst
hohen Erlés zu verkaufen. Die zentrale Frage lautet: Ist es besser, einen Platz zum
jetzigen Zeitpunkt sicher mit geringen Erlosen zu verkaufen oder auf eine unsichere
Nachfrage in der Zukunft mit hoheren Erlésen zu warten?

Crew Pairing Die Erzeugung der Arbeitsplane fiir das fliegende Personal (Piloten und Flug-
begleiter) ist dhnlich wie die Flugzeugeinsatzplanung zweigeteilt. Zuerst werden im
Crew Pairing anonyme Arbeitspldne, die komplizierte Dienst- und Ruheregelungen re-
spektieren miissen, erstellt. Die resultierenden Arbeitsplane (pairings) miissen dabei
den Personalbedarf und die geforderten Qualifikationen der durchzufiihrenden Flige
abdecken und sind insbesondere von den eingesetzten Flugzeugtypen abhiangig. Ziel
ist es auch hier, moglichst kostengiinstige Arbeitsplane zu finden, indem beispielsweise
die Anzahl an Ubernachtungen klein gehalten wird.
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Crew Rostering Im Crew Rostering werden die konkreten Personen den vorher generier-
ten Arbeitsplanen zugewiesen, so dass fiir die jeweiligen Personen giiltige Dienstplane
entstehen. Dabei werden neben Abwesenheitszeiten (Urlaub, Schulungen, usw.) im-
mer haufiger auch personliche Praferenzen des fliegenden Personals bei der Planung
beriicksichtigt, um die allgemeine Personalzufriedenheit zu erhdhen.

Operations Control Beim Operations Control handelt es sich um einen Querschnittspro-
zess, der alle Bereiche einer Fluggesellschaft betrifft. Hauptaufgabe ist die Uberwa-
chung der Flugplanumsetzung und die Aufrechterhaltung des Flugbetriebs im Falle von
Stérungen (Verspatungen, Ausféllen, usw.). Dem Operations Manager stehen diverse
Handlungsalternativen zur Verfiigung, wie zum Beispiel das Verschieben von Flugstarts,
der Einsatz von Ersatzcrews oder das Streichen von Fliigen. Dabei kommt es haufig
zu Umplanungen, die alle Bereiche einer Fluggesellschaft betreffen. Die Auswirkungen
sollten fiir Passagiere moglichst gering sein, aber auch die Fluggesellschaft ist daran
interessiert, moglichst schnell wieder zum , Normalbetrieb” zuriickzukehren.

Literatur GUber Flugplanung

Die betriebswirtschaftlichen Aspekte des Luftverkehrs werden in den beiden Lehr- und Hand-
biichern von [Sterzenbach and Conrady, 2003] und [Maurer, 2003] ausfiihrlich dargestellt.

In [Barnhart et al., 2003] geben die Autoren einen Uberblick iiber viele der in der Flugplanung
auftretenden Optimierungsprobleme und identifizieren die groBen Herausforderungen fiir die
Zukunft in diesem Bereich. Auf alle in diesem Abschnitt beschriebenen Planungsprozesse
wird eingegangen und der aktuelle Stand der Forschung umrissen.

In [Yu and Thengvall, 2002] und [Yu and Yang, 1998] wird ebenfalls auf die verschiedenen
Optimierungsprobleme der Flugplanung eingegangen. Die grundlegenden Optimierungsmo-
delle werden vorgestellt und die aktuellen Lésungsmethoden beschrieben.

Der Einsatz computerunterstiitzter Entscheidungssysteme mit integrierten Optimierungskom-
ponenten in der Flugplanung wird in [Suhl, 1995] behandelt.

In [Klabjan, 2005] geht der Autor auf den Einsatz von Column-Generation-Techniken in der
Flugplanung, speziell in den Bereichen Crew-, Flotten- und Frachtplanung, ein.

In seiner Dissertation untersucht [Kliewer, 2005] den Prozess der Netzwerkplanung und gibt
einen allgemeinen Uberblick iiber die sonstigen Optimierungsprobleme bei Fluggesellschaften.

1.2 Ziele der Arbeit

Die Ziele der vorliegenden Arbeit liegen in einem tieferen Verstandnis der Flottenzuweisung
in der Flugplanung und in der Entwicklung von praxistauglichen Algorithmen zur Ldsung
solcher Optimierungsprobleme. Insbesondere geht es dabei um die Integration verschiedener
Planungsphasen wie dem Ertragsmanagement oder dem Operations Control mit der Flotten-
zuweisung.
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Daraus ergeben sich die folgenden Unterziele:

e Untersuchung der algorithmischen Komplexitit von Flottenzuweisungsproblemen mit
verschiedenen Auspragungen und Erweiterungen

e Entwicklung und Evaluierung von effizienten, exakten und heuristischen Ldsungsver-
fahren fiir das Grundproblem

e |dentifikation von Schwachstellen bzw. wiinschenswerten Erweiterungen des Grundmo-
dells, insbesondere im Hinblick auf die Beriicksichtigung von Anforderungen anderer
Planungsphasen

e Entwicklung neuer Algorithmen und Modelle fiir obige Erweiterungen

1.3 Aufbau der Arbeit

Nach der Einleitung wird in Kapitel 2 das zentrale Optimierungsproblem dieser Arbeit, die
Flottenzuweisung im Flugverkehr, formal eingefiihrt. Nach einer Literaturiibersicht zum Stand
der Forschung werden die Eingabedaten spezifiziert und zwei Varianten der Flottenzuweisung
anhand ganzzahliger linearer Programme (IPs) definiert. Die erste Variante arbeitet auf einem
zyklischen Planungszeitraum und wird hauptsachlich in der mittelfristigen Planung eingesetzt,
die zweite Variante arbeitet auf einem konkreten (azyklischen) Planungszeitraum und findet
ihre Anwendung in der kurzfristigen Planung.

Im Kapitel 3 behandeln wir die algorithmische Komplexitit von Flottenzuweisungsproblemen.
Zuerst wird das allgemeine Flottenzuweisungsproblem anhand von relevanten Merkmalen wie
zyklische/azyklische Variante, Flottenanzahl, operationelle Eigenschaften der Flotten usw.
klassifiziert und es werden die bekannten Ergebnisse in diesem Bereich vorgestellt. Es folgen
neue Erkenntnisse zu Erweiterungen von 1-Flotten-Zuweisungsproblemen und insbesondere
fur azyklische Flottenzuweisungsprobleme. Das Highlight stellt der in Abschnitt 3.4 prédsen-
tierte Beweis der strengen NP-Vollstandigkeit des Flottenzuweisungsproblems fiir bereits zwei
Flotten dar.

In Kapitel 4 werden verschiedene selbstentwickelte exakte und heuristische Lésungsverfah-
ren fiir das Flottenzuweisungsproblem vorgestellt. Nach einer Beschreibung von elementaren
Transformationen, die azyklische in zyklische Flottenzuweisungsprobleme konvertieren kon-
nen, und der Prasentation eines etablierten IP-Modells, des Time Space Networks, folgt die
Beschreibung von neuen Lokale Suche Heuristiken fiir das Flottenzuweisungsproblem, einem
Hill Climbing und einem Simulated Annealing Verfahren. Das Hauptaugenmerk wird dabei
auf die verwendete problemspezifische Nachbarschaft gelegt, die es erlaubt, schnell zuldssige
Nachbarlésungen zu finden. In den Abschnitten 4.5 und 4.6 werden wichtige praxisrelevante
Erweiterungen des Grundmodells eingefiihrt, die sich aus Anforderungen anderer Planungs-
prozesse ergeben, und wird beschrieben, wie sich die Lokale Suche Heuristiken daran anpassen
lassen und wie sich neue IP-Modelle, die Grundlage fiir exakte Lésungsverfahren sind, dafiir
entwerfen lassen. AnschlieBend beschreiben wir verschiedene Preprocessing-Techniken, um
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die Eingaben von Flottenzuweisungsproblemen aufzubereiten, ihre Zuldssigkeit abzuschat-
zen und die Eingabegrole zu verkleinern. Am Ende wird die Performance der vorgestellten
Verfahren und Techniken mittels Realdaten evaluiert.

Das stochastische Flottenzuweisungsproblem wird in Kapitel 5 eingefiihrt, motiviert und defi-
niert. Dabei handelt es sich um eine Erweiterung des azyklischen Flottenzuweisungsproblems,
bei der Fliige mit vorgegebenen Wahrscheinlichkeiten ,,gestort” werden, was dem Verhalten
bei der Umsetzung des Flugplans entspricht. Es ergibt sich ein mehrstufiges Entscheidungs-
problem unter Unsicherheit, von dem wir zeigen kdnnen, dass es PSPACE-vollstandig ist. Wir
beschreiben einen neuen Losungsansatz fiir derartige Probleme, der auf einer Modellierung
als spezielles 2-Personen-Spiel aufsetzt und eine heuristische Spielbaumbewertung verwendet.
AbschlieRende experimentelle Ergebnisse zeigen die Uberlegenheit des Ansatzes gegeniiber
deterministischen Verfahren im Stérungsmanagement/Operations Control.

In Kapitel 6 beschreiben wir verschiedene mogliche Integrationen der Phasen Marktmodel-
lierung bzw. Ertragsmanagement und Flottenzuweisung. Nach einer Vorstellung der beiden
Planungsphasen werden die Schwachstellen bei der klassischen Bewertung von Flottenzu-
weisungen identifiziert und das Potential einer integrierten Planung untersucht. Es werden
mehrere Integrationsstrategien vorgestellt, die verschiedene Unzulanglichkeiten der klassi-
schen Loésungsbewertung in der Flottenzuweisung beheben. Die durchgefiihrten Experimente
belegen das Potential dieser integrierten Planung.

Im Kapitel 7 werden die Ergebnisse der Arbeit zusammengefasst und ein Ausblick fiir die
weitere Forschung gegeben.

1.4 Ausgewahlte Publikationen

Die Ergebnisse dieser Arbeit wurden in folgenden Publikationen veréffentlicht:

Begutachtete Beitrage:

e Ehrhoff, J., Grothklags, S., and Lorenz, U. (2005). Parallelism for perturbation mana-
gement and robust plans. In Proc. 11th International Euro-Par Conference (EUROPAR
2005), volume 3648 of LNCS, pages 1265-1274, Lisbon, Portugal.

e Ehrhoff, J., Grothklags, S., and Lorenz, U. (2005). Das Reparaturspiel als Formalisie-
rung von Planung unter Zufallseinfliissen, angewendet in der Flugplanung. In Giinther,
H.-O., Mattfeld, D. C., and Suhl, L., editors, Supply Chain Management und Logistik:
Optimierung, Simulation, Decision Support, pages 337-358. Physica Verlag, Heidel-
berg.

e Grothklags, S. (2003). Fleet assignment with connection dependent ground times. In
Battista, G. D. and Zwick, U., editors, Proc. 11th Annual European Symposium on
Algorithms (ESA 2003), volume 2832 of LNCS, pages 667-678, Budapest, Hungary.
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e Ehrhoff, J., Grothklags, S., Halbsgut, J., Lorenz, U., and Sauerwald, T. (2003). Robust
plans and disruption management in aircraft scheduling with the help of game tree
search. In Proc. 43rd Annual Symposium of the Airline Group of the International
Federation of Operational Research Societies (AGIFORS 2003), Paris, France.

e Weber, K., Sun, J., Sun, Z., Kliewer, G., Grothklags, S., and Jung, N. (2003). Systems
integration for revenue-creating control processes. Journal of Revenue and Pricing
Management, 2:120-137.

e Grothklags, S., Kliewer, G., and Weber, K. (2002). Improving revenue by system in-
tegration and co-operative optimization. In Proc. 42nd Annual Symposium of the
Airline Group of the International Federation of Operational Research Societies (AGI-
FORS 2002), Honolulu, USA.

Sonstige Beitrage:

e Grothklags, S., Lorenz, U., and Sauerwald, T. (2006). On the computational complexity
of multi-stage decision making under uncertainty for aircraft scheduling. In Operations
Research (OR 2006), Karlsruhe, Germany.

e Grothklags, S., Lorenz, U., and Sauerwald, T. (2006). Stochastic airline fleet as-
signment is PSPACE-complete. In 5th Cologne-Twente Workshop on Graphs and
Combinatorial Optimization (CTW 2006), Lambrecht, Germany.

e Grothklags, S., Lorenz, U., and Sauerwald, T. (2004). Experiments with the repair
game. In Aviation Application Cluster at Institute for Operations Research and Mana-
gement Science (INFORMS), Denver, USA.

e Fahle, T., Feldmann, R., Gétz, S., Grothklags, S., and Monien, B. (2003). The aircraft
sequencing problem. In Klein, R., Six, H.-W., and Wegner, L. M., editors, Computer
Science in Perspective, volume 2598 of LNCS, pages 152-166. Springer.

e Gotz, S., Grothklags, S., Kliewer, G., and Tschoke, S. (1999). Solving the weekly
fleet assignment problem for large airlines. In Proceedings of the Third Metaheuristics
International Conference (MIC 1999), pages 241-246, Angra dos Reis, Brasil.

1.5 Notationen
In der Arbeit werden die folgenden Notationen verwendet:

e IN bezeichnet die Menge der natiirlichen Zahlen ohne die Null
e IN; bezeichnet die Menge der natiirlichen Zahlen inklusive der Null

e 7 bezeichnet die Menge der ganzen Zahlen
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R bezeichnet die Menge der reellen Zahlen
[k] :={0,1,...,k — 1} steht fir die Menge der ersten k Zahlen aus N, (k € IN)

@y, steht fiir den Additionsoperator auf der Restklasse [k], k € Z; d.h. fiir a,b € N,
gilt a®pb:=(a+b) mod k

Oy, steht fiir den Subtraktionsoperator auf der Restklasse [k], k € Z; d.h. fiir a,b € N,
gilt a ©pb:=(a—b) mod k

P steht fiir die Klasse von Entscheidungsproblemen, die sich in polynomieller Zeit von
deterministischen Turing-Maschinen |&sen lassen

NP steht fiir die Klasse von Entscheidungsproblemen, die sich in polynomieller Zeit
von nicht-deterministischen Turing-Maschinen |6sen lassen

PSPACE steht fiir die Klasse von Entscheidungsproblemen, die sich mit polynomiellem
Platz von Turing-Maschinen |6sen lassen

1.6 Grundlegende Literatur

In dieser Arbeit werden unterschiedliche algorithmische Konzepte und Optimierungsverfah-
ren vorgestellt und untersucht. Zum grundlegenden Verstandnis der benutzten Konzepte
der linearen (ganzzahligen) Optimierung, Flussalgorithmen, Lokale Suche Heuristiken, Spiel-
baumsuche, Komplexitatstheorie usw. verweisen wir auf die folgende Literatur:

R. K. Ahuja, T. L. Magnati, and J.B. Orlin. Network Flows: Theory, Algorithms, and
Applications. Prentice Hall, 1993.

T. H. Cormen, C. E. Leiserson, and R. L. Rivest. Introduction to Algorithms. The MIT
Press, 1990.

M. R. Garey and D. S. Johnson. Computers and Intractability: A Guide to the Theory
of NP-completeness. Freeman, 1979.

G. L. Nemhauser and L. A. Wolsey. Integer and Combinatorial Optimization. Wiley,
1988.

G. L. Nemhauser, A. H. G. Rinnooy Kan, M. J. Todd. Optimization. Elsevier Science,
1989.

C. H. Papadimitriou and K. Steiglitz. Combinatorial Optimization: Algorithms and
Complexity. Dover Publications, 1998.

L. A. Wolsey. Integer Programming. Wiley, 1998.



Das Flottenzuweisungsproblem

In diesem Kapitel definieren wir das zentrale Optimierungsproblem dieser Arbeit, das Flotten-
zuweisungsproblem. Zuerst geben wir eine Literaturiibersicht zum Stand der Forschung auf
diesem Gebiet. AnschlieBend fiihren wir das Flottenzuweisungsproblem ein, prasentieren seine
Eingabedaten und definieren mit Hilfe von IP-Modellen die zwei gebrauchlichen Varianten
des Flottenzuweisungsproblems, zyklische und azyklische.

2.1 Literaturubersicht

Das Problem der Flottenzuweisung im Flugverkehr beschéaftigt Forscher seit iiber 50 Jahren.
Die ersten Arbeiten stammen von [Ferguson and Dantzig, 1956]. Die von ihnen entwickelten
Modelle bildeten bereits die Zuweisung von Flugzeugen auf Fliige ab und erdffneten eine jahr-
zehntelange intensive Forschung auf diesem Gebiet. Frithe Ansatze fiir das Fleet Assignment
Problem (FAP) arbeiteten mit heuristischen Varianten des Frank-Wolfe Algorithmus und
nutzten die Netzwerk-Struktur des Problems aus [Soumis et al., 1980]. Im Ubersichtsartikel
von [Etschmaier and Mathaisel, 1984] werden die friihen Arbeiten beschrieben.

Die existierenden Arbeiten lassen sich grob in drei Bereiche unterteilen. Zum einen wird das
Flottenzuweisungsproblem in Form eines (gemischt-)ganzzahligen linearen Programms (IP)
modelliert und mit bekannten Verfahren aus der ganzzahligen linearen Optimierung gelGst.
Typischerweise kommt dabei ein Branch&Bound-Verfahren zum Einsatz, wobei in den Knoten
jeweils LP-Relaxierungen des Problems berechnet werden. Wir nennen diesen Bereich ,, exakte
Verfahren®, da sie zumindest potentiell in der Lage sind, optimale Flottenzuweisungen zu
berechnen, wenn auch hiufig die Branch&Bound-Suche heuristisch beschleunigt wird. Der
andere Bereich beschreibt heuristische Lésungsverfahren fiir die Flottenzuweisung, wobei
hier zumeinst Lokale Suche-Ansitze verfolgt werden. In letzter Zeit riicken verstarkt Aspekte

11
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der Erweiterung des Grundmodells bzw. der Integration mit anderen Planungsphasen in den
Fokus der Forschung.

Daneben haben [Gu et al., 1994] die Komplexitdt des FAP untersucht. Das Hauptergebnis
ihrer Arbeit ist, dass das Flottenzuweisungsproblem ab drei Flugzeugtypen NP-vollstindig
ist.

Exakte Verfahren Mit [Abara, 1989] erschien die erste Arbeit, die ein exaktes mathema-
tisches Modell in Form eines ganzzahligen linearen Programms fiir das Flottenzuweisungspro-
blem definierte. Abara formuliert das FAP als ein erweitertes Mehrgiiter-Flussproblem, dem
das so genannte Connection Network zugrunde liegt. Die entstehenden IP-Modelle lassen
sich fiir kleinere Instanzen mit Hilfe von Branch&Bound-gestiitzten IP-Ldsern exakt l6sen.

[Daskin and Panayotopoulos, 1989] verwenden einen auf Lagrange-Relaxation basierenden
Ansatz fiir das FAP, bei dem Routen, die von einem Hub ausgehen, mehrere Zwischen-
flugh&dfen besuchen und zum Hub zuriickkehren, Flugzeugtypen zugewiesen werden.

Das bis heute am haufigsten in der Praxis eingesetzte Modell zur Flottenzuweisung stammt
von [Hane et al., 1995]. Ahnlich wie Abara formulieren sie das FAP als ein erweitertes Mehr-
gliter-Flussproblem. Das zugrunde liegende Netzwerk, das Time Space Network, hat aber
den Vorteil, mit im Vergleich zum Connection Network erheblich weniger Kanten auszukom-
men, so dass auch grolle Instanzen gelost werden kdnnen. Im Rahmen des Branch&Bound
Algorithmus werden die LP-Probleme in jedem Knoten mit einem Interior-Point Algorithmus
oder einem Steepest-Edge Simplex-Algorithmus gelst. Einen sehr wichtigen Bestandteil bil-
den problemspezifische Reduktionsverfahren, wie zum Beispiel die Inselbildung oder die Wahl
der Branching-Variablen.

Das Time Space Network Modell bildete die Basis fiir viele Folgearbeiten im Bereich der Flot-
tenzuweisung. [Berge and Hopperstad, 1993] stellen verschiedene heuristische Preprocessing-
Techniken fir das Time Space Network Modell vor und modifizieren das Modell, um auf
Schwankungen der Passagiernachfrage kurzfristig reagieren zu kénnen. Das erste Mal wird
die Flottenzuweisung in [Desaulniers and Desrosiers, 1997] auf Wochenbasis durchgefiihrt.
Zuvor waren nur Tagesprobleme betrachtet worden.

Die wissenschaftlichen Erkenntnisse sind dabei auch sehr schnell von der Flugindustrie mit Er-
folg in die Praxis umgesetzt worden. Insbesondere durch den Einsatz kommerzieller IP-L&ser
wie zum Beispiel CPLEX konnten zuverldssige Optimierungssysteme fiir die Flottenzuwei-
sung etabliert werden. Die Ergebnisse von [Abara, 1989] wurden in Zusammenarbeit mit
American Airlines erreicht. [Hane et al., 1995] entwickelten ihre Modelle und Lésungsverfah-
ren fiir Delta Air Lines. [Subramanian et al., 1994] berichten tber ihre Erfahrungen mit den
groBen FAP-Modellen bei Delta Air Lines. Die Arbeiten bei USAir in diesem Bereich werden
in [Rushmeier and Kontogiorgis, 1997] dargestellt.

Die Diplomarbeit von [Nitschke, 1997] vergleicht mehrere exakte Verfahren fiir das Problem
der Flottenzuweisung.

Heuristische Verfahren Die oben erwdhnten exakten Verfahren kdnnen potentiell die
bearbeiteten Flottenzuweisungsprobleme optimal [6sen und liefern im Fall, dass sie vorzeitig
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beendet werden, um akzeptable Laufzeiten zu garantieren, zumindest eine belastbare Aussage
tiber die erzielte Lésungsqualitat in Form einer oberen Schranke auf den optimalen Gewinn.
Da im Flottenzuweisungsproblem gerade auf der ErlGsseite mit Schitzwerten gearbeitet wird,
reicht eine nahezu optimale Lésung in der Praxis aus.

Heuristische Ansitze verzichten generell darauf, den Beweis der Optimalitat zu fithren, und
lassen im Allgemeinen auch keine verlasslichen Aussagen iiber die erreichte Lésungsqualitat
zu. lhnen geht es vielmehr darum, in kurzer Zeit moglichst gute zuldssige Lésungen zu liefern.

Heuristische Verfahren fiir die Flottenzuweisung modifizieren zumeist existierende Zuweisun-
gen, um bessere Losungen zu finden. Von den bereits erwdhnten Arbeiten stellen zum Beispiel
[Berge and Hopperstad, 1993] Heuristiken, die mehrfach ein Minimum Cost Flow Problem
|6sen, oder die DELPRO-Methode, die die Zuweisung von zwei Flugsequenzen tauscht, vor.
Neuere Arbeiten, die ebenfalls fertige FAP-Losungen anpassen, sind [Jarrah et al., 2000],
[Talluri, 1996], [Sharma et al., 2000] und [Yan and Young, 1996].

[Radicke, 1994] beschreibt in seiner Dissertation verschiedene heuristische Algorithmen fiir
das FAP, die billigste Kreise in speziell konstruierten Graphen suchen und die Zuweisung
der Flugzeugtypen auf diesen Kreisen verdndern. Zunachst wird der Algorithmus fiir zwei
Flugzeugtypen vorgestellt und dann auf mehrere Flotten erweitert.

In Paderborn wurden im Rahmen von mehreren Projekten heuristische Verfahren fiir das FAP
entwickelt. In der Diplomarbeit von [Grothklags, 2000] sind Simulated Annealing Algorithmen
vorgestellt worden, die auf einer komplexen, aber effizienten Nachbarschaft aufbauen. Die
neueren Entwicklungen zu diesen Verfahren werden in Kapitel 4 vorgestellt.

Sosnowska prasentiert in [Sosnowska, 1999], [Sosnowska and Rolim, 2000] Simulated Anne-
aling und GRASP-Algorithmen, die auf kleineren Flugplanen getestet werden. Dabei kommen
Nachbarschaften dhnlich denen von Radicke zum Einsatz.

Erweiterungen In der Arbeit von [Rexing, 1997] werden die Abflugzeiten von Fliigen
nicht mehr als fest angenommen, sondern es werden alternative Abflugzeiten definiert. Die-
ser neue Freiheitsgrad erlaubt es, die Struktur eines Flugplans leicht zu verdndern, um bessere
Anschliisse fiir Flugzeuge zu ermdglichen. Die Festlegung der Startzeit eines Fluges ist klas-
sischerweise eigentlich Aufgabe der Netzwerkplanung.

In Kooperation mit dem Georgia Institute of Technology hat die amerikanische Firma SA-
BRE Inc., Marktfiihrer fiir Softwareldsungen bei Fluggesellschaften, ein so genanntes O&D
Fleet Assignment System entwickelt [Jacobs and Giinther, 2000], [Jacobs et al., 2000]. Das
mathematische Modell fiir das FAP, ein Time Space Network Modell, wird periodisch mit ap-
proximierten Werten fiir die erzielbaren Erlose auf Fliigen im Netzwerk aktualisiert. Es werden
allerdings keine Ergebnisse iiber die Laufzeiten oder die Qualitdt der berechneten Lésungen
verdffentlicht. Eine dhnliche Zielsetzung verfolgen wir mit unseren Arbeiten in Kapitel 6.

Die Dissertation von [Lohatepanont, 2002] beschreibt zwei Modelle fiir Itinerary Based Fleet
Assignment Probleme (IFAM). Im zweiten Modell wird zusatzlich noch der Netzwerkentwurf
integriert. IFAM Modelle versuchen die Gewinnberechnung zu verbessern, indem Passagier-
flisse im Flugnetzwerk nachgebildet werden und zur Erlésbestimmung herangezogen werden,
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um so genannte Netzwerkeffekte zu erfassen. Beide Modelle haben mit ihrer enormen Gro-
Re selbst fiir kleine Instanzen zu kdmpfen und kénnen nur durch den Einsatz aggressiver
heuristischer Preprocessing-Techniken Losungen liefern.

[Barnhart et al., 1998] stellen so genannte Flight String Modelle fir das Flottenzuweisungs-
problem vor, um einen wesentlichen Aspekt der Umlaufplanung, regelmiRige Wartungsereig-
nisse, in die Flottenzuweisung zu integrieren. Hier werden nicht mehr Flugzeuge an einzelne
Flige sondern an Flugsequenzen zugewiesen, die die geforderten Wartungsrestriktionen er-
fiilllen. Wegen der exponentiellen Anzahl an méglichen Flugsequenzen miissen diese in einem
Branch& Price-Prozess dynamisch generiert werden. Trotzdem lassen die langen Laufzeiten
nur die Bearbeitung kleiner bis mittlerer Instanzen zu.

Die Arbeit von [Shenoi, 1996] befasst sich mit der Integration der Flottenzuweisung mit
dem Crew Scheduling. [Cohn and Barnhart, 2003] und [Klabjan et al., 2002] beriicksichtigen
neben dem Crew Pairing auch noch die Umlaufplanung wahrend der Flottenzuweisung.

[Li et al., 2006] beschreiben in ihrer Arbeit eine Integration der Flottenzuweisung mit dem
Frachtrouting. Sie entwickeln ein integriertes IP-Modell, das sie mittels Benders-Dekomposi-
tion |6sen.

2.2 Problemdefinition

Beim Flottenzuweisungsproblem in der Flugplanung (airline fleet assignment problem; FAP)
muss flr einen vorgegebenen Flugplan bestimmt werden, welche der vorhandenen Flugzeug-
flotten (oder auch Flugzeugtypen) welchen Flug tbernehmen soll. Der Flugplan besteht
dabei aus einer Menge von so genannten Legs (Non-Stop-Fliige zwischen zwei Flughifen),
die jeweils durch ihren Start- und Zielflughafen sowie ihre Abflugzeit definiert sind.

Bei der Zuweisung eines Flugzeugtyps an ein Leg konnen eine ganze Reihe von Faktoren
einen Einfluss auf die Flottenauswahl haben:

e erwartetes Passagieraufkommen auf dem Leg
e Sitzplatzangebot eines Flugzeugtyps

e erwartete Erldse

e Treibstoffverbrauch

e bendtigte Crew-GroRe

e Flugdistanz des Legs

e maximale Reichweite eines Flugzeugtyps

e wichtige Anschlussfliige eines Legs

e maximale Geschwindigkeit eines Flugzeugtyps
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Wartungsmoglichkeiten am Start- bzw. Zielflughafen

Verfligbarkeit zum Flugzeugtyp passender Gates am Start- bzw. Zielflughafen

Larmschutzauflagen am Start- bzw. Zielflughafen

Lautstarke eines Flugzeugtyps

Die ersten fiinf Punkte haben einen direkten Einfluss auf den Gewinn, der sich mit einer
Zuweisung erzielen lasst, und werden deshalb typischerweise in Form einer zu optimierenden
Zielfunktion beriicksichtigt.

Die darauf folgenden Punkte beschreiben eher Beschrankungen an die Flotten, die einem Leg
zugewiesen werden diirfen. Es ist zum Beispiel offensichtlich, das ein Langstreckenflug nicht
von einem Flugzeug mit zu kurzer Reichweite geflogen werden darf. Hierbei handelt es sich
um eine unbedingt einzuhaltende Einschrankung. Andererseits geben wichtige Anschlussfliige
eine spatestmogliche Landezeit fir ein Leg vor, damit die Passagiere geniigend Zeit zum
Umsteigen haben. Zu langsame Flugzeugtypen kdnnen hier zwar prinzipiell eingesetzt, sollten
dann aber in der Zielfunktion zusitzlich bestraft werden.

Neben den bisher erwdhnten Aspekten werden an eine zulassige Lésung fiir das Flottenzuwei-
sungsproblem noch die Forderungen gestellt, dass jedes Leg des Flugplans von genau einer
Flugzeugflotte geflogen wird und dass die Lésung mit der verfiigbaren Anzahl an Flugzeugen
der einzelnen Flotten auskommt. Diese Bedingungen machen das Flottenzuweisungsproblem
im Allgemeinen NP-schwer (Kapitel 3).

Somit handelt es sich bei dem Flottenzuweisungsproblem in der Flugplanung um ein kombina-
torisch schweres Optimierungsproblem, das aus der Menge von zul3ssigen Flottenzuweisungen
diejenige auswéhlen soll, die den hdchsten Gesamtgewinn erzielt.

In dieser Arbeit unterscheiden wir zwischen zwei Varianten des Flottenzuweisungsproblems,
zyklischen und azyklischen.

Bei der zyklischen Flottenzuweisung wird der Planungszeitraum als zyklisch angesehen. Das
heilt, dass das Ende der Planungsperiode nahtlos an den Beginn der Planungsperiode an-
schlielt. Hier kann es zum Beispiel passieren, dass ein Leg, das zu einem Zeitpunkt nahe des
Endes der Planungsperiode startet, eine kleinere Lande- als Startzeit besitzt. Die zyklische
Flottenzuweisung kommt hauptséchlich in der Mittelfristplanung zum Einsatz.

Bei der azyklischen Flottenzuweisung kann der Planungszeitraum als unbeschrankt ange-
sehen werden. Eine Konsequenz daraus ist, dass die Landezeiten von Legs immer groRer
als ihre Startzeiten sind. Azyklische Flottenzuweisungsprobleme treten typischerweise in der
Kurzfristplanung und im Stdrungsmanagement auf.

In der Literatur ist bisher fast ausschlieRlich die zyklische Variante untersucht worden, obwohl
beide Varianten in der Praxis von groRer Bedeutung sind und teilweise Unterschiede in ihrer
algorithmischen Komplexitdt aufweisen (Kapitel 3).
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2.2.1 Eingabedaten

Definition 2.1 (Eingabeparameter). In ihrer allgemeinsten Form besteht eine Instanz des
Flottenzuweisungsproblems aus den folgenden Eingabedaten:

T € IN; Lange der Planungsperiode

F Menge der Flotten

Ny € IN Anzahl verfiigharer Flugzeuge von Flotte f € F

L Menge der Legs

S Menge der Flughéfen, die von Legs aus L benutzt werden

Fi C F mit F; # 0; Menge der Flotten, die Leg | € L fliegen kénnen

s € S; Startflughafen von Legl € L

sf € S; Zielflughaten von Legl € L

t;{ / € [T]; Startzeitpunkt von Leg | € L, wenn es von einem Flugzeug der
Flotte f € F; geflogen wird

by, s € IN; Blockzeit von Leg | € L, wenn es von einem Flugzeug der Flotte
f € F; geflogen wird

Gim.r € INo; Mindestbodenzeit (auf Flughafen s} ), wenn ein Flugzeug der Flotte
f € Fy im Anschluss an Leg | € L das Leg m € L fliegt

P Gewinnfunktion, die zu einem zuldssigen Fleet Assignment den resultie-
renden Gewinn berechnet

Die bendtigten Eingabedaten fiir ein zyklisches bzw. azyklisches Flottenzuweisungsproblem
unterscheiden sich praktisch nicht voneinander. Im azyklischen Fall kann die Periondenldnge
7T als unendlich angesehen werden, da hier die Lange der Planungsperiode implizit durch die
Start-, Block- und Mindestbodenzeiten der Legs definiert wird.

Die Menge F; gibt fiir jedes Leg an, welche Flugzeugtypen dem Leg zugewiesen werden
diirfen. Unter anderem kdnnen operationelle Restriktionen (Reichweite, Larmschutz, ...)
die Menge der moglichen Flotten fiir ein Leg einschranken. Da in einer zuldssigen Flotten-
zuweisung jedem Leg genau ein Flugzeugtyp zugewiesen werden muss, ist eine notwendige
Bedingung fiir die Existenz einer zuldssigen Losung, dass alle F; mindestens eine Flotte
enthalten.

Abhingig von der eingesetzten Flotte gibt tfff den Startzeitpunkt eines Legs an. Meistens
ist der Startzeitpunkt in der Praxis unabhidngig von der eingesetzten Flotte, da dieser auf
den internationalen Slot-Konferenzen zwischen den Fluggesellschaften weit vor der eigent-
lichen Flotteneinsatzplanung ausgehandelt wird. Ist der Startzeitpunkt unabhangig von der
eingesetzten Flotte, bezeichnen wir ihn auch einfach mit tfl.

by bezeichnet die Dauer eines Legs in Abhangigkeit von der eingesetzten Flotte. Diese Dauer
umfasst neben der eigentlichen Zeit, wihrend der sich das Flugzeug in der Luft befindet,
auch die Zeit auf dem Start- und Zielflughafen, die das Flugzeug zwischen Gate/Terminal
und Start- bzw. Landebahn bendtigt. b; ; wird in der Flugplanung Blockzeit genannt.?

1 Blocks sind die Bremsklstze, die wihrend der Standzeit eines Flugzeugs auf einem Flughafen um die
Bereifung gelegt werden, und die Blockzeit bezeichnet die Zeit, wihrend der ein Flugzeug unterwegs ist
(off-blocks).
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Vereinfachend wird in der Literatur teilweise angenommen, dass die Blockzeit unabhingig
von der verwendeten Flugzeugflotte ist. In einem solchen Fall bezeichnen wir die Blockzeit
auch einfach mit b;. Diese Annahme ist in der Praxis aber hdchstens bei Kurzstreckenfliigen
realistisch und kann dazu fiihren, dass bereits durch die Modellierung der erzielbare Gewinn
geschmilert wird.

Ein groBes Problem im Zusammenhang mit der Blockzeit stellt die Tatsache dar, dass es
sich bei der Blockzeit eigentlich nicht um eine feste, bekannte Zahl handelt. In Abhangigkeit
von der Verkehrsdichte, dem Wetter, usw. schwankt die tatsdchliche Blockzeit eines Legs
von Mal zu Mal, und die Blockzeit sollte eher als eine Zufallsverteilung aufgefasst werden.
In der traditionellen Flugplanung wird nichtsdestotrotz eine feste Dauer angenommen, z.B.
der Mittelwert oder eine Dauer, die in 70% der Fille ausreicht. Welche Konsequenzen sich
aus einer genaueren Berilicksichtigung von zufallsverteilten Blockzeiten ergeben, ist Thema
von Kapitel 5.

Nach der Landung von Leg [ auf dem Flughafen s? kann ein Flugzeug vom Typ f als
nichstes einen weiteren Flug m durchfiihren, der von eben diesem Flughafen startet (s¢ =
s). Allerdings kann es dies nicht direkt im Anschluss an seine Landezeit ¢} ; &7 by s tun,
sondern es muss erst eine gewisse Zeit am Terminal warten, damit die Passagiere aus- und
einsteigen konnen, das Gepack ent- und beladen werden kann, das Flugzeug neu betankt
werden kann, usw. Die Zeit, die fiir diese Handlungen mindestens eingeplant werden muss,
wird Mindestbodenzeit g;,, s genannt.

In der hier eingefiihrten allgemeinen Form handelt es sich bei g, ,,, ; um eine verbindungsab-
hangige Mindestbodenzeit, da sie, neben dem Flugzeugtyp, sowohl von dem landenden als
auch startenden Leg abhangt. Bisher ist in der Literatur fast ausschlieRlich der Fall betrachtet
worden, dass die Mindestbodenzeit nur von dem landenden Leg (oder, noch spezieller, dem
Flughafen) und dem Flugzeugtyp abhangig ist. Wir nennen diese Art von Mindestbodenzei-
ten flottenabhingig und bezeichnen sie mit g, ;. In diesem Fall kann die Mindestbodenzeit
ohne Beschriankung der Allgemeinheit der (ebenfalls flottenabhdngigen) Blockzeit tld,f zu-
geschlagen werden und in der weiteren Planung als Null bzw. nicht relevant angenommen
werden.

In der Praxis treten aber hiufig Fille auf, bei der die Mindestbodenzeit eben auch vom
Folgeleg abhangig ist. Zum Beispiel kann die Mindestbodenzeit zwischen zwei Langstrecken-
fligen um bis zu 30 Minuten ldnger sein als zwischen einem Langstreckenflug und einem
Kurzstreckenflug, da unter anderem mehr Gepack ent- und beladen werden muss. Die Zeit-
unterschiede sind in diesem Fall allerdings im Allgemeinen nicht besonders groR.

Gravierender fallen die Zeitunterschiede bei verbindungsabhingigen Mindestbodenzeiten in
folgendem Fall aus: Ein Flughafen besitzt separate Terminals fiir Inlands- und Auslandsflii-
ge. Das Auslandsterminal stellt zusatzliche Einrichtungen fiir Einreise- und Zollformalitaten
bereit. Wenn nun das Flugzeug eines ankommenden Auslandsflugs als nachstes einen In-
landsflug absolvieren soll, muss es vom Auslandsterminal zum Inlandsterminal mit Hilfe eines
Schleppers gezogen werden, was deutlich Giber eine Stunde dauern kann. Wiirde das Flugzeug
als nichstes einen weiteren Auslandflug durchfiihren, kénnte es am Auslandsterminal bleiben
und die Mindestbodenzeit ware entsprechend kiirzer.

Streng genommen handelt es sich bei verbindungsabhdngigen Mindestbodenzeiten um An-
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forderungen, die erst in der auf die Flottenzuweisung anschlieBenden Planungsphase der
Rotationsbildung beriicksichtigt werden miissten, da es nicht die Aufgabe der Flottenzuwei-
sung ist, die Folgebeziechungen von Legs festzulegen. Allerdings fiihrt eine Nichtberiicksichti-
gung von verbindungsabhingigen Mindestbodenzeiten wahrend der Flottenzuweisung unter
Umstdnden dazu, dass wihrend der Rotationsbildung keine zuldssigen Losungen gefunden
werden konnen. Mit verbindungsabhangigen Mindestbodenzeiten werden somit Teilaspekte
einer nachgelagerten Planungsaufgabe in die Flottenzuweisung integriert.

Die Bewertung einer zuldssigen Flottenzuweisung erfordert, wenn sie moglichst genau erfolgen
soll, in der Praxis eine aufwendige Berechnung. Kapitel 6 geht ndher darauf ein. Wir nehmen
hier erst einmal an, dass diese Berechnung von einer Funktion P durchgefiihrt wird, die als
Eingabe eine (beliebig kodierte) zuldssige Losung iibergeben bekommt und als Ergebnis den
Gewinn dieser Losung liefert.

Als vereinfachende N3herung wird traditionell in die Flottenzuweisung angenommen, dass der
Gewinn, den ein Leg [ abwirft, nur von der dem Leg | zugewiesenen Flotte f abhangt: Un-
terschiedliche Flugzeugtypen verursachen unterschiedliche Kosten, wenn sie ein Leg fliegen,
und kénnen unterschiedlich viele Passagiere mitnehmen und damit unterschiedlich viel Erlos
erwirtschaften. Sogenannte Netzwerkeffekte (siehe Kapitel 6) bleiben dabei unberiicksichtigt.

Eine etwas genauere Gewinnberechnung lasst sich durchfiihren, wenn man neben Leg-Flotten-
abhidngigen Gewinnen auch so genannte verbindungsabhangige Gewinne beriicksichtigt. Zum
Beispiel verursacht das weiter vorne erwadhnte Schleppen eines Flugzeugs von einem Auslands-
zu einem Inlandsterminal zusatzliche Kosten, die mit verbindungsabhingigen Gewinnen mo-
delliert werden kénnen. Ferner ist es so, dass sich die Attraktivitdt von Flugverbindungen
erhéht, wenn man bei einem Zwischenstopp das Flugzeug nicht wechseln muss. Es sollten
also bevorzugt solche Fliige nacheinander von einem Flugzeug bedient werden, die von vielen
Passagieren als Flugverbindung genutzt werden. Dies erhoht das Passagierautkommen und
erlaubt hohere Ticketpreise. Ahnlich wie bei den verbindungsabhingigen Bodenzeiten wer-
den verbindungsabhingige Gewinne traditionell eigentlich erst wihrend der Rotationsbildung
beriicksichtigt und optimiert.

Definition 2.2 (Alternative Eingabeparameter). Alternativ zu der Gewinnfunktion P kénnen
als Eingabedaten Leg-Flotten- und verbindungsabhingige Gewinne angegeben werden:

DLt € Z; Gewinn, den Leg | € L abwirft, wenn es von Flotte f € F bedient
wird

Pim,f € Z; (zusatzlicher) Gewinn, wenn ein Flugzeug der Flotte f € F nach-
einander die Legs | € L und m € L bedient

Die Eingabe einer Flottenzuweisungsinstanz lasst sich normalerweise mit O(|F|- |L£|) Zahlen
kodieren. Dies gilt offensichtlich, wenn keine verbindungsabhdngigen Mindestbodenzeiten und
Gewinne beriicksichtigt werden miissen. Verbindungsabhingige Angaben kdnnen im worst-
case O(|F|-|L]?) Zahlen erfordern. Allerdings lassen sie sich meistens sehr einfach effizienter
Kodieren.?

2 Zum Beispiel durch Weglassen von Null-Werten.
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2.2.2 Das zyklische Flottenzuweisungsproblem

Das zyklische Flottenzuweisungsproblem wird iiberwiegend in der mittelfristigen, strategi-
schen Planung eingesetzt, wo fiir einen reprasentativen Zeitraum (typischerweise ein Tag
oder eine Woche) der Flotteneinsatz geplant werden soll.

Eine zuldssige Losung muss hier auf ein beliebiges Vielfaches des Planungszeitraums aus-
gedehnt werden kdnnen, indem einfach entsprechend viele Losungskopien aneinandergereiht
werden. Dies ist gleichbedeutend mit der Forderung, dass in einer zuldssigen Losung fiir je-
de Flotte auf jedem Flughafen die Anzahl an von dieser Flotte bedienten startenden Legs
gleich der Anzahl an landenden Legs ist. Man sagt in diesem Zusammenhang auch, dass
die Flughafen beziiglich der Starts und Landungen jeder Flotte balanciert sein miissen. Eine
notwendige Bedingung fiir die Existenz einer solchen Losung ist offensichtlich, dass bereits
im Eingabeflugplan die Anzahl von startenden mit der Anzahl von landenden Legs auf jedem
Flughafen tibereinstimmt.

Eines der ersten Modelle, das fiir das zyklische Flottenzuweisungsproblem entwickelt wurde,
stammt von [Abara, 1989]. Es handelt sich um ein ganzzahliges lineares Programm (IP),
das als ein erweitertes ganzzahliges (Mehrgiiter-)Fluss-Problem angesehen werden kann. Das
zugrunde liegende gerichtete Flussnetzwerk G = (V, E), Connection Network genannt, ist
wie folgt definiert:

V={(H)|[leLAfEF}CLXF
E={(0F),m, )W), (m, f) eV Asi=sn},

wobei die Kantenkapazitdten alle 1 sind. Es gibt keine expliziten Quellen oder Senken im
Netzwerk.

Die Knoten des Netzwerks bestehen aus Leg-Flotten-Tupeln. Fiir jede erlaubte Zuweisung
einer Flotte an ein Leg existiert ein Knoten. Zwischen zwei Knoten existiert genau dann eine
Kante, wenn die zugehdrigen Legs [ und m nacheinander von einem Flugzeug bedient werden
konnen. Dafiir muss zum einen die Flotte beider Knoten gleich sein, da ein Flugzeug nicht
seine Flottenzugehorigkeit andern kann. Zum anderen muss der Zielflughafen von Leg [ mit
dem Startflughafen von Leg m iibereinstimmen. Das heilt, es sind keine Uberfiihrungsfliige
(ferry flights) zwischen verschiedenen Flughafen zugelassen. Nach dieser Konstruktion be-
steht das Connection Network aus |F| viele unabhangigen Teilnetzwerken, da nie Knoten,
die mit unterschiedlichen Flotten assoziiert sind, miteinander durch eine Kante verbunden
sind.

Es ist anzumerken, dass bei der Entscheidung, ob zwei Legs nacheinander von einem Flugzeug
bedient werden kdnnen, die Start- und Landezeiten keine Rolle spielen. Die Zyklizitdt der
Planungsperiode erlaubt es, dass ein Flugzeug nach seiner Landung jedes vom Landeflughafen
startende Leg erreichen kann, also insbesondere auch Legs, deren Startzeit vor der eigenen
Landezeit liegt.

Die Giiter, die im Connection Network verschickt werden kdnnen, reprasentieren die Flug-
zeuge der einzelnen Flotten. Ein Fluss von 1 auf einer Kante ((Z, f), (m, f)) steht fiir ein
Flugzeug der Flotte f, das erst Leg [ und anschlieRend Leg m bedient. Der Durchfluss durch
einen Knoten (I, f) gibt damit die Anzahl der Flugzeuge von Typ f an, die Leg [ bedienen.
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An einen Fluss im Connection Network, der eine zuldssige Flottenzuweisung reprasentiert,
werden die folgenden erweiterten Anforderungen gestellt:

Jedes Leg muss von genau einem Flugzeug bedient werden, das heilit, der Gesamtdurch-
fluss durch alle Knoten, die ein Leg [ reprasentieren, muss genau 1 sein. Hierdurch
werden die aus Graphensicht unabhingigen Teilnetzwerke des Connection Networks
miteinander gekoppelt.

Die Flusserhaltung in jedem Knoten garantiert, dass ein Flugzeug nach der Landung
immer ein passendes Anschlussleg besitzt. In Abwesenheit von Quellen und Senken
konnen so nur zirkuldre Fliisse im Netzwerk entstehen, und es ist garantiert, dass die
Flughifen je Flotte beziiglich Starts und Landungen balanciert sind.

Der Fluss muss mit der vorgegebenen Flugzeuganzahl je Flotte auskommen. Ein Weg,
die von einem Fluss bendtigte Flugzeuganzahl einer Flotte f zu bestimmen, ist, einen
Schnitt durch das Netzwerk ,zu einem festen Zeitpunkt ¢ zu legen und den Fluss tiber
diesen Schnitt zu bestimmen. ¢ kann im Prinzip beliebig innerhalb der Planungperiode
gewahlt werden. Besonders einfach ist es aber, den Periodenbeginn zu wahlen.

All diese Bedingungen lassen sich einfach in ein ganzzahliges lineares Programm iibersetzten.
Wir definieren dazu:

Al,f :{m€£|8§in:8?/\f€fm}
Menge der Legs, die von einem Flugzeug der Flotte f € F; direkt im
Anschluss an Leg | € L geflogen werden kdnnen

By s ={keL|si=siNfeEF}
Menge der Legs, die von einem Flugzeug der Flotte f € F; direkt vor Leg
| € L geflogen werden kdnnen

1 , falls t1 > 1o

plhita) = 0 , sonst
Indikatorfunktion, die angibt, ob das offene Intervall (¢;,%5) in der zykli-
schen Gruppe [7] den Wert Null (Periodenbeginn) enthilt oder nicht

L. f = tfff D7 b DT Giom, ¢
Ankunftszeit (ready time) genannter Zeitpunkt, ab dem ein Flugzeug von
Flotte f nach der Landung von Leg [ bereit ist, Leg m als néchstes zu
bedienen

Gl s = Gum.g + (th, s O1 1}, ;) tatsichliche Bodenzeit, wenn die Legs [ und m
nacheinander von einem Flugzeug der Flotte f bedient werden

Ay, = L%J + p(tf s, 12, )

Anzahl Flugzeuge von Flotte f, die bendtigt werden, wenn die Legs [ und
m nacheinander von Flotte f bedient werden

Die Mengen A, ; bzw. B, s reprasentieren die direkten Nachfolger bzw. Vorganger eines
Knotens (I, f) im Connection Netzwerk. A, s beschreibt, wie oft eine Kante zwischen den
Knoten (I, f) und (m, f) den Periodenbeginn ,schneidet” und entspricht damit der Anzahl
an Flugzeugen von Flotte f, die ein Fluss von 1 auf dieser Kante verbraucht. Es wird dabei
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angenommen, dass eine Kante ((I, f), (m, f)) den Zeitraum vom Start des Legs [ bis zum
Start des Folgelegs m reprasentiert.

Die Funktion p(t,, t,) bestimmt, wie oft das Intervall (¢,,t,) den Periodenanfang enthilt.® Da
die Dauer einer Kante im Connection Network (Blockzeit + Mindestbodenzeit + zusatzliche
Bodenzeit bis zum nachsten Abflug) groRer als die Periodendauer sein kann, ist es méglich,
dass eine Kante mehr als ein Flugzeug verbraucht. Der erste Term in der Definition von A ,,,
bestimmt, wie viele Flugzeuge allein durch die Block- und Bodenzeit verbraucht werden. Der
zweite Term bestimmt, ob zusatzlich noch zwischen dem Abflug von Leg [ und dem Weiterflug
mit Leg m ein Periodenbeginn liegt.

Bemerkung 2.3. Der Begriff Ankunftszeit fiirtj, . bezeichnet hier nicht den Zeitpunkt, zu
dem ein Flugzeug am Terminal ankommt, sondern den Zeitpunkt, ab dem es seinen nichsten
Flug absolvieren kann. Im Falle von verbindungsabhdngigen Mindestbodenzeiten hingt dieser
Zeitpunkt auch vom Folgeleg m ab.

Liegen keine verbindungsabhangigen Mindestbodenzeiten vor, schreiben wir fiir die Ankunfts-
zeit auch einfach ' ;.

Das Modell verwendet nur eine Klasse von Variablen, die den Fluss auf den Kanten des
Connection Networks reprasentieren:

Zm,r Boolsche Variable, die anzeigt, ob die Legs I und m unmittelbar nach-
einander von einem Flugzeug der Flotte f € F bedient werden sollen
(1m,r = 1) oder nicht (2, s = 0)

Das zyklische Flottenzuweisungsproblem ldsst sich damit wie folgt formulieren:

Modell 2.4 (Zyklisches Connection Network).
Maximiere P(x) (2.1)

unter den Nebenbedingungen

SN wmy=1 viel  (22)

feF mEAlJ
S weap— Y Tms=0 VieL feFR  (23)
kGBl,f mEAl’f
Z Z Al fTim < Ny VfeF (2.4)

leL:feF THGAl’f
Tym,r € {0,1} VieL, feF,meAy, (2.5)

Die Gleichungen (2.2) bestimmen fiir jedes Leg [ den Gesamtdurchfluss durch seine zuge-
hérigen Knoten im Connection Network und legen diesen Wert auf 1 fest. Damit wird, wie
vorne erwahnt, jedes Leg von genau einer Flotte bedient. Der Durchfluss durch einen Knoten
wird dabei einfach mit Hilfe seines Ausgangsflusses bestimmt.*

3 Dies kann entweder gar nicht der Fall sein (¢; < t5) oder einmal (t; > t5).
#Alternativ kann natiirlich auch der Eingangsfluss in einen Knoten verwendet werden.
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Die Gleichungen (2.3) sind die normalen Flusserhaltungsgleichungen. Da im Connection Net-
work keine Quellen und Senken existieren, ist die rechte Seite immer gleich Null. Hierdurch
wird sicher gestellt, dass sich die Flottenzuweisung eines Legs [ nicht wihrend des Flugs
andern kann: Wenn ein Flugzeug von Flotte f im Anschluss an Leg [ ein Leg m bedient
(Z1m,f = 1), so muss es vorher ein passendes Leg k bedient haben (x4, ; = 1).

Die Ungleichungen (2.4) beschranken fiir jede Flotte die Anzahl verwendeter Flugzeuge. Dazu
wird fiir jede Flotte der Gesamtfluss ,iiber einen Schnitt zum Zeitpunkt Null“ bestimmt.

Die Bedingungen (2.5) definieren die verwendeten Variablen als Boolsch. Wegen der im
Vergleich zu einem normalen Fluss-Problem zusitzlichen Bedingungen (2.2) und (2.4) kann
ansonsten nicht garantiert werden, dass ein ganzzahliger Fluss gefunden wird.

SchlieRlich legt die Zielfunktion (2.1) fest, dass wir unter allen zulassigen Flottenzuweisungen
eine mit maximalem Gewinn suchen.

Ist die Gewinnfunktion in Form von Leg-Flotten- und verbindungsabhingigen Gewinnen gege-
ben, kann die Zielfunktion (2.1) wie folgt ersetzt werden, und wir erhalten eine Formulierung
als ganzzahliges lineares Programm:

Maximiere Z Z Z (D1, + Pim,f)Tim,f (2.6)

ZGL fE]:l m,EAl’f

Aus der Variablenbelegung einer zuldssigen Lésung von Modell 2.4 l3sst sich praktisch direkt
die Zuweisung der Flotten an die einzelnen Legs ablesen und somit eine Ldsung fiir das
Flottenzuweisungsproblem bestimmen. Dariiber hinaus gibt das Modell zusitzlich explizit
an, in welcher Reihenfolge die Legs des Flugplans von den Flugzeugen der einzelnen Flotten
bedient werden sollen. Dies ist mehr als von einem klassischen Flottenzuweisungsproblem
verlangt wird und eigentlich Teil der nachgelagerten Planungsphase der Umlaufgenerierung.
Allerdings kdnnen so einfach verbindungsabhidngige Mindestbodenzeit und Gewinne bereits
wahrend der Flottenzuweisung beriicksichtigt werden.

Das Connection Network Modell 2.4 ist damit eine sehr ausdrucksstarke Methode, Flot-
tenzuweisungsprobleme zu modellieren und zu I6sen. Es hat allerdings einen gravierenden
Nachteil, der das Modell in der Praxis bereits fiir mittelgroBe Probleminstanzen unattraktiv
macht: Die entstehenden ganzzahligen linearen Programme enthalten zu viele Variablen und
kdnnen (zumindest mit StandardlGsern) selbst auf aktuellen Computern kaum geldst werden.

Beobachtung 2.5 (GréBe des Connection Network Modells). Eine Flottenzuweisungsin-
stanz mit Legmenge L und Flottenmenge F erzeugt ein Connection Network Modell mit
O(|F| - |L]?) vielen Variablen und O(|F| - |L|) Nebenbedingungen. Offensichtlich lisst sich
ein entsprechendes Modell in polynomieller Zeit erzeugen.

Beim Z3hlen der Nebenbedingungen haben wir die Variablendefinitionen 2.5 nicht mitberiick-
sichtigt, da diese in IP-Ldsern typischerweise nicht in Form von expliziten Nebenbedingungen
sondern als Attribut der Variablen beriicksichtigt werden.
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Problematisch ist hier, dass die Variablenanzahl quadratisch mit der Leganzahl wachsen kann.
Der schlimmste Fall tritt ein, wenn es einen Flughafen gibt, auf dem alle Legs entweder
starten oder landen. Ungliicklicherweise haben reale Flugnetzwerke gerade die Eigenschaft,
dass fast alle Legs von einem (bzw. einigen wenigen) Flughifen® starten bzw. dort landen.
Reale Probleminstanzen fiihren somit tatsdchlich zu einem Connection Network Modell mit
O(|F| - |L|*) vielen Variablen.

2.2.3 Das azyklische Flottenzuweisungsproblem

Das azyklische Flottenzuweisungsproblem kommt normalerweise in der kurzfristen, taktischen
Planung zum Einsatz und dient dazu, fiir einen konkreten Zeitraum eine Flottenzuweisung
zu berechnen. Man spricht in diesem Zusammenhang auch von einer fully-dated Planung.
Die Dauer der Planungsperiode kann je nach Einsatzzweck stark variieren, von einem halben
Tag im Stérungsmanagement bis hin zu 6 oder mehr Wochen in der Kurzfristplanung bei
sich @ndernden Flugplénen.

Im Gegensatz zur zyklischen Flottenzuweisung kann man bei der azyklischen Variante die
Planungsperiode als unbeschrankt ansehen, was zur Folge hat, dass fiir jedes Leg seine
Landezeit groRer ist als seine Startzeit und ein Flugzeug nach seiner Landung als nichstes
nur Legs bedienen kann, die spater starten.

Desweiteren wird die Forderung fallen gelassen, dass die Lsung eines azyklischen Flottenzu-
weisungsproblems beliebig oft hintereinander ausgefiihrt werden kann. Daher miissen weder
die Eingabedaten noch eine zuldssige Losung beziiglich der Starts und Landungen auf den
einzelnen Flughafen balanciert sein.

Die Anzahl verfiigbarer Flugzeuge je Flotte f kann beim azyklischen Flottenzuweisungspro-
blem wie bei der zyklischen Variante explizit mit dem Eingabeparameter N, vorgegeben
werden. In der Praxis gebrduchlicher sind allerdings Untervarianten, bei denen die Vertei-
lung der Flugzeuge der Flotten auf die einzelnen Flughifen zu Beginn und/oder zum Ende
der Planungsperiode vorgegeben werden. Die Gesamtanzahl verfiigbarer Flugzeuge je Flotte
ergibt sich dann implizit durch Aufsummieren iiber alle Flughafen.

Definition 2.6 (Alternative Eingabeparameter). Alternativ zu den Gesamtflugzeuganzahlen
Ny kénnen als Eingabedaten fiir das azyklische Flottenzuweisungsproblem die Verteilung der
Flugzeuge zu Beginn und/oder zum Ende der Planungsperiode angegeben werden:

N Sb ;€ No; Anzahl Flugzeuge von Flotte [, die zu Beginn der Planungsperiode
auf dem Flughaten s € S bereit stehen
N¢, € No; Anzahl Flugzeuge von Flotte f, die am Ende der Planungsperiode

" auf dem Flughafen s € S verfiigbar sein miissen

Das Connection Network Modell von [Abara, 1989] lasst sich einfach an die azyklische Va-
riante anpassen. Das wesentliche Teil G = (V| E) des zugrunde liegenden Flussnetzwerk ist

5 Solche Flughifen werden Hubs genannt.
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wie folgt definiert:

V={(LH|lELANfEF}CLXTF
E={(Lf),m, )| f),(m, [) €V Asi= st AN <to ),

wobei die Kantenkapazitdten wieder alle 1 sind. Je nach der Art und Weise, wie die verfiigba-
ren Flugzeuge je Flotte vorgegeben sind, muss dieses Teilnetzwerk noch passend um Quellen
und Senken erweitert werden. Wir gehen hier nicht ndher darauf ein; die Details lassen sich
aber aus der folgenden Beschreibung des resultierenden ganzzahligen linearen Programms
und seiner Untervarianten entnehmen.

Der Hauptunterschied (neben der Existenz von Quellen und Senken) zwischen dem zyklischen
und dem azyklischen Connection Networks liegt in der Definition der Kantenmenge E. Im
azyklischen Fall existiert eine Kante zwischen zwei Knoten (I, f) und (m, f) nur dann, wenn
zusatzlich zu den Bedingungen der zyklischen Variante die Ankunftszeit von Leg [ nicht hinter
der Startzeit von Leg m liegt, da ein Flugzeug eine solche Legfolge nicht bedienen kdnnte.

Eine Folge daraus ist, dass es sich beim dem Connection Network im azyklischen Fall um
einen gerichteten azyklischen Graphen (DAG) handelt, da Kanten als in die Zukunft gerichtet
angesehen werden kénnen. Ein Fluss in dem Netzwerk |3sst sich somit immer in eine Menge
von Pfaden aufteilen und jeder Pfad reprasentiert dabei die Folge von Legs, die ein Flugzeug
nacheinander bedienen muss. Ferner liefert die Anzahl der Pfade damit auch die insgesamt
bendtigte Flugzeuganzahl.

Fiir das lineare Programm des azyklischen Flottenzuweisungsproblems definieren wir nun:
Ay ={meLl|sh =spNfeFnnt,  <th }U{x}
Menge der Legs, die von einem Flugzeug der Flotte f € F; direkt im
Anschluss an Leg | € L geflogen werden kénnen
By ={keLl|sp=s]NfeFunty, , <tl}U{x}

Menge der Legs, die von einem Flugzeug der Flotte f € F; direkt vor Leg
[ € L geflogen werden kdnnen

Hierbei ist x ¢ L die Bezeichnung fiir ein Hilfsleg, das anzeigt, dass ein Leg kein direktes
Vorganger- bzw. Nachfolgerleg besitzt.

Das azyklische Flottenzuweisungsproblem ldsst sich damit wie folgt formulieren:

Modell 2.7 (Azyklisches Connection Network).

Maximiere P(x) (2.7)
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unter den Nebenbedingungen

S apny=1 vieLl (2.8)

fer mEAl’f
S weiy— Y Tmy=0 VieLl feR (2.9)
kEBl’f mEAl,f
> wmap <Ny VfeF (2.10)
lel:feF
Ty m, € {0,1} Vie L, feF,me Ay (2.11)
zep € {0,1} VieLl, feF (2.12)

Das Modell unterscheidet sich kaum von dem zyklischen Connection Network Modell 2.4. Die
Mengen A; ; und B; ; der mglichen Vorginger und Nachfolger eines Legs sind entsprechend
der azyklischen Struktur des Fluss-Netzwerks angepasst worden. Es existieren zusatzliche
Variablen z,; s bzw. xl7*7f6, die Fluss von einer Quelle bzw. zu einer Senke transportieren
konnen. Ein Fluss von 1 fiir solch eine Variable zeigt an, dass das zugehdrige Leg [ das erste
bzw. das letzte Leg ist, dass von einem Flugzeug der Flotte f bedient wird. Entsprechend
wird durch die Ungleichungen (2.10) die Flugzeuganzahl je Flotte f dadurch begrenzt, dass
die Anzahl der Legs bestimmt wird, die als letztes von einem Flugzeug der Flotte f bedient
werden.

Die Zielfunktion (2.7) lasst sich wie im zyklischen Fall linearisieren, falls nur Leg-Flotten- und
verbindungsabhangige Gewinne in der Eingabe gegeben sind. Somit Idsst sich dann das azy-
klische Flottenzuweisungsproblem ebenfalls mittels eines ganzzahligen linearen Programms
beschreiben. Allerdings wichst auch hier die Variablenanzahl quadratisch mit der Leganzahl.

Modell 2.7 beschreibt den Fall, dass in der Eingabe die Flugzeuganzahlen je Flotte gegeben
sind. Sind alternativ die Verteilungen der Flugzeuge zu Periodenbeginn und zum Periodenende
vorgegeben, ersetzt man die Ungleichungen (2.10) durch

wg 5 + Z x*J’f:st VseS, feF (2.13)
leL:feF nsi=s

wert Y. @y =N, VseS,feF (2.14)
leL:feFiNs}=s

ws, 5 € Ny Vse S, feF (2.15)

Die Gleichungen (2.13) bestimmen fiir jeden Flughafen s, wie viele Flugzeuge der Flotte f
dort ihre Arbeit aufnehmen, und setzen diesen Wert mit der vorgegebenen Anzahl gleich.
Entsprechendes leisten die Gleichungen (2.14) fiir die Flugzeuge einer Flotte f, die ihren
Dienst auf Flughafen s beenden. Die zusdtzlichen Variablen w; ; unterstiitzen den Fall, dass
Flugzeuge auf einem Flughafen wahrend der gesamten Planungsperiode warten und wéah-
renddessen kein einziges Leg bedienen.

Sind in der Eingabe die Verteilungen entweder nur zu Periodenbeginn oder am Periodenende
vorgegeben, ldsst man im Modell die Gleichungen der nicht spezifizierten Grenze einfach weg.

® Die Variablen z; . ; werden im Modell von den Bedingungen (2.11) definiert.
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Komplexitat

Die Flottenzuweisung gehért zu den besonders schweren Optimierungsproblemen. Selbst stark
eingeschrankte Unterproblemklassen sind bereits streng NP-vollstandig. Zuerst teilen wir da-
her in diesem Kapitel das Flottenzuweisungsproblem anhand relevanter Charakteristika in
verschiedene Unterproblemklassen auf. Wir stellen die bisher bekannten Ergebnisse vor, die
sich allesamt nur mit der zyklischen Flottenzuweisung beschiaftigen. Dann untersuchen wir
den Ein-Flotten-Fall genauer und zeigen, dass sich das Problem auch mit zusatzlichen An-
forderungen wie verbindungsabhingigen Mindestbodenzeiten zumeist noch effizient 16sen
lasst. Den Hauptteil bildet die anschlieBende Reduktion von SAT auf den Zwei-Flotten-Fall,
die zeigt, dass bereits die meisten Flottenzuweisungsprobleme mit zwei Flotten streng NP-
vollstandig und nicht approximierbar sind. AbschlieBend untersuchen wir speziell die azykli-
schen Problemklassen genauer. Es stellt sich heraus, das manche azyklischen Flottenzuwei-
sungsprobleme einfacher zu I8sen sind als ihre zyklischen Entsprechungen. Nichtsdestotrotz
ist aber das Optimierungsproblem der azyklischen Flottenzuweisung fiir mehr als zwei Flotten
wie im zyklischen Fall streng NP-vollstandig.

In diesem Kapitel werden wir Komplexitdtsergebnisse zu Entscheidungs- und Optimierungs-
problemen vorstellen. Fiir Komplexitatsaussagen tiber Optimierungsprobleme gilt dabei:

Bemerkung 3.1. Wenn von einem Optimierungsproblem gesagt wird, dass es zu NP gehért
bzw. NP-vollstandig ist, meinen wir, dass das korrespondierende Entscheidungsproblem zu
NP gehért bzw. NP-vollstindig ist.

Dabei lautet beispielsweise das korrespondierende Entscheidungsproblem zu einem Maximie-
rungsproblem

Finde 2" € L mit f(z*) = mafo(x)
S

wie folgt:
Existiert ein z € L mit f(z) > F7?

27
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3.1 Problemklassen

Fiir die Komplexitatbetrachtungen in diesem Kapitel bendtigen wir eine detaillierte Unter-
scheidung von verschiedenen Entscheidungs- und Optimierungsproblemen, die im Rahmen
der Flottenzuweisung auftreten kdnnen. Dabei spielen unter anderem die Flottenanzahl und
die operationellen Eigenschaften der Flotten eine zentrale Rolle. Wir definieren deshalb:

Definition 3.2. FAP(p,t, f,s|,e]) steht fiir die Problemklasse von Flottenzuweisungspro-
blemen mit den folgenden Attributen:

e p € {Feas,Inf,Opt} definiert das zu betrachtende Optimierungs- oder Entschei-
dungsproblem.

— Feas steht fiir das Entscheidungsproblem, ob eine zuldssige Ldsung existiert oder
nicht.

— Inf steht fiir ein Optimierungsproblem, bei dem es keine Beschrinkung fiir die
Flugzeuganzahl der Flotten gibt.

— SchlieBlich steht Opt fiir das Optimierungsproblem mit beschrinkter Flugzeugan-
zahl.

o t € {Cy, Ac, Ac0, Acl, Ac2} legt fest, ob es sich um ein zyklisches (t = Cy) oder
azyklisches (t = Ac) Flottenzuweisungsproblem handelt. Bei azyklischen Varianten
unterscheiden wir bei Bedarf ferner, ob die Verteilung der Flugzeuge der einzelnen
Flotten zum Periodenbeginn bzw. -ende gar nicht spezifiziert ist (t = Ac0), an einer der
Grenzen (t = Acl) oder an beiden Grenzen (t = Ac2). Ac stellt somit die Vereinigung
der Fille AcO, Acl und Ac2 dar.

o f = |F| € N steht fiir die Anzahl der verschiedenen Flotten.
e s € {Fq,Or, Ar} definiert die operationellen Eigenschaften der Flotten.

— Eq steht dafiir, dass alle Flotten alle Legs in gleicher Zeit fliegen kénnen.

— Or steht dafiir, dass alle Flotten alle Legs fliegen kénnen und es eine Ordnung
Jis-- ., fiz auf den Flotten (Geschwindigkeit) gibt, so dass fiir alle | € L gilt:
1< ] = bl,fi < bl,fj

— Ar steht fiir den allgemeinsten Fall, bei dem fiir jedes Leg unabhingig die er-
laubten Flotten und deren Flugzeiten festgelegt sind.

e Optional kénnen als letzte Attribute weitere Eigenschaften definiert werden.

— e = Cdt besagt, dass verbindungsabhingige Mindestbodenzeiten auftreten diir-
fen. Wird Cdt nicht angegeben, wird ohne Beschrinkung der Allgemeinheit an-
genommen, dass alle Mindestbodenzeiten Null sind.?

! Etwaige Mindestbodenzeiten lassen sich in diesem Fall den Blockzeiten zuschlagen (siehe Seite 17).
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— e = Cdp besagt, dass verbindungsabhingige Gewinne definiert sein diirfen. Wird
C'dp nicht angegeben, wird angenommen, dass in der Zielfunktion nur Leg-
Flotten-abhdngige Gewinne auftreten.

— e = Big besagt, dass Block- und Mindestbodenzeiten gréBer als die Lange der
Planungsperiode sein diirfen. Wird Big nicht angegeben, wird angenommen, dass
die Blockzeit plus die anschlieBende Mindestbodenzeit eines jeden Legs kleiner als
die Lange der Planungsperiode ist.

In allen Fallen gehen wir davon aus, dass die Startzeiten der Legs unabhingig von der
verwendeten Flotte sind und dass die zu optimierende Gewinnfunktion die Form der linearen
Zielfunktion (2.6) besitzt.

Nicht alle moglichen Attributkombinationen fiihren zu sinnvollen Problemklassen. So macht
es fir eine Problemklasse mit p = Inf keinen Sinn, die azyklischen Untervarianten Acl
und Ac2 zu betrachten, da diese implizit die Flugzeuganzahl vorgeben. Desweiteren macht
fur azyklische Problemklassen die Angabe von ¢ = Big keinen Sinn, da bei azyklischen
Flottenzuweisungsproblemen die Periodenlinge als unbeschrankt angesehen werden kann.
SchlieBlich ist bei Problemklassen mit nur einer Flotte (f = 1) das Attribut s bedeutungslos.

Satz 3.3. Alle oben definierten Problemklassen des Flottenzuweisungsproblems FAP(x) ge-
héren zu NP.

Beweis. Alle Probleminstanzklassen FAP(x) lassen sich offensichtlich mit Hilfe von ganzzah-
ligen linearen Programmen gemall der Modelle 2.4 und 2.7 modellieren. Fiir p = Feas ist
die Zielfunktion irrelevant, und fiir p = Inf kdnnen die Ungleichungen (2.4) bzw. (2.10) im
jeweiligen Modell entfallen.

Nach Beobachtung 2.5 lassen sich somit Instanzen der Klassen FAP(x) in polynomieller Zeit
auf das Problem der ganzzahligen linearen Programmierung reduzieren, das bekanntermalen
NP-vollstindig ist [Borosh and Treybis, 1976], [Karp, 1972] und damit in NP liegt. O

Bemerkung 3.4. Die Klassen FAP(Feas,*) und FAP(Inf,«) sind in der entsprechenden
Klasse FAP(Opt,*) in dem Sinne enthalten, dass ein Algorithmus fiir FAP(Opt, x) auch
alle Probleme aus FAP(Feas,*) und FAP(Inf,x) in gleicher Zeit I6sen kann. Umgekehrt
iibertragen sich NP-Vollstandigkeitsaussagen iiber Klassen FAP(Feas, x) oder FAP(Inf, x)
direkt auf die entsprechende FAP(Opt, x)-Klasse.

3.2 Bekannte Ergebnisse

Es existieren nur wenige Arbeiten, die sich mit der algorithmischen Komplexitdt des Flotten-
zuweisungsproblems beschéftigen, und es existieren nur Arbeiten zum zyklischen Flottenzu-
weisungsproblem.



30 3 Komplexitét

3.2.1 Ergebnisse von Gu et al.

Die meisten bekannten Ergebnisse stammen aus der Arbeit von [Gu et al., 1994]. Darin wird
die Komplexitat der zyklischen Klassen FAP(p, Cy, f, Eq) firr p € {Feas,Inf} und f € IN
untersucht. Es handelt sich dabei um die Problemklassen mit den restriktivsten Einschran-
kungen an die operationellen Eigenschaften der Flotten und an die Gewinnfunktion.

Satz 3.5. Fiirp € {Feas,Inf} gilt:

1. Instanzen der Klassen FAP(p, Cy, 1, Eq) kénnen in polynomieller Zeit gelbst werden.
2. Instanzen der Klasse FAP(Inf,Cy,2, Eq) kénnen in polynomieller Zeit gelbst werden.
3. Die Klassen FAP(p,Cy, f, Eq) sind fiir f > 3 streng NP-vollstindig.

N&heres zu 1. folgt in Abschnitt 3.3.1. Instanzen aus FAP(Inf,Cy,2, Eq) lassen sich auf
Single(!)-Commodity-Min-Cost-Flow-Probleme reduzieren und dann mit bekannten polyno-
miellen Algorithmen I6sen [Ahuja et al., 1993]. Die Komplexitat der Klassen FAP(Feas, C'y,
2, Eq) und FAP(Opt, Cy, 2, Eq) ist unbekannt. Auf die Klassen aus 3. lassen sich ganzzahlige
Zwei-Giiter-Flussprobleme reduzieren, die, wie in [Even et al., 1976] bewiesen, bekannterma-
Ren NP-vollstindig sind. Ahnliche Reduktionen verwenden wir in Abschnitt 3.5 fiir azyklische
Flottenzuweisungsprobleme.

Dariiber hinaus wird in [Gu et al., 1994] gezeigt, dass bereits die Klasse FAP(Feas, Cy, 1, Eq)
streng NP-vollstandig ist, wenn man von zul3ssigen Losungen zusatzlich verlangt, dass alle
Flugzeuge der Flotte eine gemeinsame Rundtour absolvieren miissen.

Eine wichtige Konsequenz aus den Ergebnissen von [Gu et al., 1994] ist:

Folgerung 3.6. Das zyklische Flottenzuweisungsproblem FAP(Opt,C'y, ) ist fiir mehr als
zwei Flotten streng NP-vollstandig. Desweiteren ist es nicht in polynomieller Zeit approxi-
mierbar, falls P # NP ist.

Beweis. Da die Klassen FAP(p, C'y, f, Fq) die meisten Einschrdnkungen an eine Flotten-
zuweisungsinstanz beziiglich Flotteneigenschaften und Gewinnfunktion stellen, kénnen all-
gemeinere Probleme nicht einfacher sein. Nach Bemerkung 3.4 ibertragt sich die stren-
ge NP-Vollstandigkeit von FAP(Feas,*) und FAP(Inf,*) auf FAP(Opt,x). Die Nicht-
Approximierbarkeit ist eine direkte Konsequenz aus der Tatsache, dass bereits FAP(Feas, Cy,
3, Eq) NP-vollstindig ist. O

3.2.2 Ergebnisse von Radicke

Die einzige weitere Arbeit, in der sich Ergebnisse zur Komplexitdt der Flottenzuweisung
finden, ist die Dissertation von [Radicke, 1994]. Fiir den zyklischen Zwei-Flotten-Fall zeigt
er:

Satz 3.7.
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1. Die Klasse FAP(Opt, Cy,2, Ar) ist streng NP-vollstandig.

2. Die Klasse FAP(Feas,Cy,2, Eq, Big) ist NP-vollstandig.

Punkt 1. wird durch eine Reduktion von SAT bewiesen. Hierbei miissen die beiden Flotten
sowohl unterschiedliche Blockzeiten fiir einzelne Legs besitzen kdnnen als auch manche Legs
nur von einer der beiden Flotten bedient werden diirfen. Eine neue, allgemeinere Redukti-
on, die starkere Einschrankungen an die Flotten erlaubt, sowohl fiir zyklische als auch fiir
azyklische Flottenzuweisungsprobleme geeignet ist und die strenge NP-Vollstandigkeit der
FAP(Feas, *)-Variante zeigt, wird in Abschnitt 3.4 vorgestellt.

In einer kurzen Nebenbemerkung erwdhnt Radicke, dass sich Punkt 2. durch eine Reduktion
vom Subset-Sum-Problem beweisen lasst. In der Literatur werden hiufig die FAP(x, Big)-
Problemklassen nicht als Flottenzuweisungsprobleme im engeren Sinne angesehen, da sie aus
Praxissicht unrealistisch sind.

3.3 Der Ein-Flotten-Fall

Bei nur einer Flotte f ist das Flottenzuweisungsproblem dahingehend trivial, dass klar ist,
das jedem Leg eben diese eine Flotte zugewiesen werden muss. Ohne verbindungsabhin-
gige Gewinne ist damit auch der erzielbare Gewinn leicht durch }~,_.p; ;s in linearer Zeit
berechenbar. Somit bleibt im Ein-Flotten-Fall (ohne verbindungsabhingige Gewinne) nur die
Frage zu kldren, ob es iiberhaupt eine zuldssige Losung gibt.

Die Hauptaufgabe besteht folglich darin zu iiberpriifen, ob die vorgegebene Flugzeugan-
zahl eingehalten wird. Wir bestimmen hier die Anzahl benétigter Flugzeuge dhnlich wie im
Connection Network Modell, indem wir zdhlen, wo sich am Periodenanfang wie viele Flug-
zeuge befinden.

3.3.1 Ohne verbindungsabhangige Mindestbodenzeiten

Fiir Flottenzuweisungsprobleme ohne verbindungsabhingige Mindestbodenzeiten l&sst sich
bei gegebener Flottenzuweisung die Anzahl der auf einem Flughafen bendtigten Flugzeuge
mit Hilfe der so genannten Wartefunktion effizient bestimmen. Sei dazu

z L —F
die vorgegebene Flottenzuweisung
nd!(t) :|{l€£]z(l)zf/\sfzs/\t%ﬁt}!
die Anzahl an Starts auf Flughafen s von Flotte f im Intervall [0, ]
nal (t) :|{l€£|z(l):f/\sfzs/\tﬁfgt}‘
die Anzahl an Landungen auf Flughafen s von Flotte f im Intervall [0, ]
nl(t) =nal(t) —ndl(t)
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Definition 3.8 (Wartefunktion). Zu einer vorgegebenen Flottenzuweisung = ist die War-
tefunktion W/ : [T] — N, fiir einen Flughafen s € S und eine Flotte f € F wie folgt
definiert:

wobei

Ist.

Nach [Gu et al., 1994] gilt:

Satz 3.9. Fiir eine gegebene zuldssige Zuweisung = eines Flottenzuweisungsproblems ohne
verbindungsabhdngige Mindestbodenzeiten miissen zum Periodenbeginn auf einem Flughafen
s von Flotte f mindestens 7i{ Flugzeuge warten, damit alle Starts und Landungen auf die-
sem Flughaten wahrend der Planungsperiode ausgefiihrt werden kénnen. Ferner reicht diese
Anzahl auch aus.

W/ (t) beschreibt dann fiir jeden Zeitpunkt t € [T| der Planungsperiode, wie viele Flugzeuge
von Flotte f zum Zeitpunkt t auf Flughafen s warten.

Bemerkung 3.10. Nach Definition ist der Wertebereich der Wartefunktion nicht-negativ
und nimmt wéhrend der Planungsperiode mindestens einmal den Wert Null an.

Ein Flughafen s ist beziiglich der Starts und Landungen einer Flotte f genau dann balanciert,
wenn n! (T — 1) = 0 gilt. Also muss eine zuldssige Lsung eines zyklischen Zuweisungspro-
blems n (T —1) = 0, oder dquivalent W (T —1) = nf, fiir alle Flugh&fen s und alle Flotten
f erfiillen.

In zyklischen Flottenzuweisungsproblemen kdnnen sich zum Periodenbeginn bereits einige
Flugzeuge in der Luft befinden. Wie bei der Definition des zyklischen Connection Networks
in Abschnitt 2.2.2 ldsst sich deren Anzahl wie folgt bestimmen:

Satz 3.11. Bei einer zuldssigen Zuweisung z eines zyklischen Flottenzuweisungsproblems
ohne verbindungsabhangige Mindestbodenzeiten befinden sich zu Periodenbeginn von Flot-

te f
N by + gus a
ny = Z {T +P(t;l,f> Lt)
lelL:z(l)=f

viele Flugzeuge in der Luft.

Daraus folgt nun:

Satz 3.12. Instanzen der Klassen FAP(Opt,t, 1, Ar[, Big]) mitt € {Cy, Ac} lassen sich in
Zeit O(|L|log |L]) I&sen.
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Beweis. Die einzig mogliche Zuweisung ist, jedes Leg mit der einen verfiigbaren Flotte f zu
bedienen. Deren Gewinn >, _. pi.; kann in Zeit O(|L|) berechnet werden.

Es verbleibt zu iberpriifen, ob die Zuweisung zulissig ist, das heilt, die geforderte Flug-
zeuganzahl einhilt und, im zyklischen Fall, balanciert ist. Dazu bestimmen wir mittels der
Wartefunktionen die zum Periodenbeginn benétigten Flugzeuge auf den Flughafen. Man legt
ein Array mit den Start- (s{,t{;) und Landeereignissen (sf',t{;) aller Legs [ an und sor-
tiert dieses lexikographisch nach Flughafen und Zeit. Ein anschlieBender linearer Scan liefert
alle n/-Werte und iiberpriift, falls nétig (+ = Cy), ob die einzelnen Flughifen beziiglich
Starts und Landungen balanciert sind. All dies Iasst sich offensichtlich in Zeit O(|L]|log|L])
durchfiihren.

Im zyklischen Fall befinden sich zusdtzlich noch 7y Flugzeuge in der Luft, was in Zeit O(|L])
berechnet werden kann.

Alle Werte aufsummiert ergeben die insgesamt von der Zuweisung bendtigte Anzahl Flug-
zeuge von Flotte f, die mit der vorgegebenen Anzahl verglichen wird. Fiir den Fall, dass bei
azyklischen Problemen die Verteilungen der Flugzeuge auf den Flugh&fen zu Periodenbeginn
und/oder zum Periodenende vorgegeben sind (¢ € {Acl, Ac2}), lasst sich die Zulassigkeit
direkt an den n/- und W/ (7 — 1)- Werten ablesen. O

Bemerkung 3.13. Neben der Uberpriifung, ob eine gegebene Zuweisung = fiir ein Flotten-
zuweisungsproblem ohne verbindungsabhingige Mindestbodenzeiten zuldssig ist, lassen sich
auch zu z passende Flugzeugumliufe in Zeit O(|L|log |L]|) bestimmen. Dabei wird dann wie
im Connection Network Modell jedem Leg | ein Nachfolgeleg m zugewiesen, das als ndchstes
von dem Flugzeug, das | geflogen hat, bedient wird. Ein einfaches FIFO-Verfahren auf den
sortierten Start-/Landeereignissen reicht dafiir aus [Gertsbach and Gurevich, 1977].

3.3.2 Mit verbindungsabhangigen Mindestbodenzeiten

Bei Flottenzuweisungsproblemen mit verbindungsabh&ngigen Mindestbodenzeiten lassen sich
die Flugzeuganzahlen nicht mehr so einfach mit der Wartefunktion bestimmen. Hier miissen
zumeist Matching-Probleme auf bipartiten Graphen gel6st werden.

Satz 3.14. Instanzen der zyklischen Klassen FAP(Opt, Cy, 1, Ar, Cdt|, Big|) lassen sich in
Zeit O(|L]?) Iésen.

Beweis. Das zyklische Connection Network Modell 2.4 sieht fiir die Klasse FAP(Opt, Cy, 1,
Ar,Cdt|, Big|) wie folgt aus:

Maximiere Z Z DLl m, f (3.1)

leL mEAl,f
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unter den Nebenbedingungen

>ty =1 VieL (3.2)
meAlyf
Z Thlf — Z Tym,p =0 Vie L (3.3)
kGBl’f mGAlyf
Z Z Al fTm,p < Ny (3.4)
lel mEAlyf
Tim,f € {0, 1} Vie L,m e Al,f (35)

Einsetzen von (3.2) in (3.1) liefert

Maximiere Z Z PLFTIm,f = sz,f Z Tim,f = sz,f

leL meA lel meEA ¢ lel

und zeigt, dass alle zuldssigen Lésungen den selben Gewinn erwirtschaften und die Zielfunk-
tion ignoriert werden kann.

Einsetzen von (3.2) in (3.3) und Beriicksichtigen von Gleichung (3.4) als Zielfunktion liefert
das Modell:

Minimiere >~ Y~ Ay i, s (3.6)

lel mGALVf
unter den Nebenbedingungen
> Ty =1 viecl (3.7)
'I?LGAZ"f
Z Trlf = 1 Vie L (38)
kEBl’f
Tim,f € {0, 1} Vie L,me Al,f (39)

Offensichtlich existiert nun genau dann eine zulissige Zuweisung fiir das Ursprungsproblem,
wenn das transformierte Modell eine Lésung mit Zielfunktionswert kleiner gleich N besitzt.
Bei dem transformierten Modell handelt es sich aber um ein normales Assignment Problem?
mit 2|£| Knoten und O(|£]?) Kanten, dass sich in Zeit O(|£|?) 18sen ldsst [Kuhn, 1955]. [

Satz 3.15. Die zyklische Klasse FAP(Opt,Cy, 1, Ar, Cdt, C'dp, Big) ist NP-vollstindig.

Beweis. Wir reduzieren das ganzzahlige Rucksackproblem

Maximiere » " viz; (3.10)

i€[n]

2 oder auch bipartites gewichtetes Matching-Problem
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unter den Nebenbedingungen

> wia <W (3.11)

1€[n]

z; € {0,1} Vi € [n] (3.12)

auf die Klasse FAP(Opt, Cy, 1, Ar,Cdt, C'dp, Big). Das ganzzahlige Rucksackproblem ge-
hért zu den klassischen NP-vollstandigen Optimierungsproblemen [Karp, 1972].

Die Flottenzuweisungsinstanz besteht aus einer Flotte f mit W + 2n Flugzeugen und 4n
Legs. Die Planungsperiode erstreckt sich iiber drei Zeiteinheiten (7 = 3). Zu jedem Gut
i € [n] des Rucksacks gehdren die Legs I}, 17, I? und [}. Die Legs verkehren zwischen den

n + 1 vielen Flughafen [n + 1], wobei fir Gut i € [n] gilt:
Slci; zsézs%zsﬁzn
sph :sﬁ:s%:s?ﬁ;:i
th=th=0
th=th =1
bp =bp =0bs =bas=1

i3,y = Wi- T
Dl r = Vi
Alle Gibrigen Gewinne und Mindestbodenzeiten sind Null.

Jede zulassige Flottenzuweisung muss zum Periodenbeginn (mindestens) 2n Flugzeuge auf
Flughafen n zur Verfiigung stellen, da als erstes 2n Legs zum Zeitpunkt Null von dort
starten. Die Legs selber verbrauchen keine Flugzeuge, da sie nicht iiber das Periodenende
hinaus operieren. Fiir Flughafen i gibt es nur zwei Moglichkeiten, wie Flugzeuge die dort
startenden und landenden Legs bedienen kdnnen:

e Ein Flugzeug fliegt nacheinander die Legs I} und I3, ein anderes nacheinander die Legs
12 und [#. Das bringt einen Gewinn von v;, verbraucht aber | %L | = w; Flugzeuge.

e Ein Flugzeug fliegt nacheinander die Legs [} und [, ein anderes nacheinander die Legs
I? und [3. Das bringt keine Gewinn, verbraucht aber auch keine Flugzeuge auf Flughafen
1.

Mit Flughafen i ldsst sich also direkt die Entscheidung modellieren, ob Gut 7 in den Rucksack
aufgenommen werden soll oder nicht.

Damit existiert genau dann eine Losung des Rucksackproblems mit Wert v*, wenn das kon-
struierte Flottenzuweisungsproblem eine Lésung mit Gewinn v* besitzt. [

Satz 3.16. Instanzen der azyklischen Klasse FAP(Opt, Ac, 1, Ar,Cdt) lassen sich in Zeit
O(|L]*?) Issen.
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Beweis. Da der erzielbare Gewinn jeder zuldssigen Losung wie im Beweis zu Satz 3.12 gleich
ist, miissen wir wieder nur testen, ob wir mit der vorgegebenen FlottengroRe auskommen.

Wie wir in Abschnitt 2.2.3 dargelegt haben, ldsst sich die Anzahl benétigter Flugzeuge einer
gegebenen Flottenzuweisung im azyklischen Fall dadurch ermitteln, dass auf den einzelnen
Flughafen gezahlt wird, wie viele Flugzeuge dort jeweils ihren Dienst beenden. Dafiir ist es
notig, neben der eigentlichen Flottenzuweisung zu jedem Leg [ sein etwaiges Nachfolgeleg
m zu kennen, das heillt das Leg, mit dem das Flugzeug, das Leg [ geflogen hat, seine
Reise fortsetzt. Legs ohne Nachfolgeleg sind gleichbedeutend mit einem Flugzeug, das auf
dem entsprechenden Zielflughafen seinen Einsatz beendet. Entsprechend zeigt ein Leg ohne
Vorgédngerleg an, dass ein Flugzeug auf dem entsprechenden Startflughafen seinen Dienst
aufnimmt.

Das Problem, zu einer gegebenen Flottenzuweisung z eine flugzeugminimale Verkniipfung
der Legs zu finden, l3sst sich als bipartites Matching-Problem formulieren. Jedes Leg [ wird
dabei durch zwei Knoten [ und ¢ reprisentiert, die fiir die Landung bzw. den Start des Legs
stehen. Zwischen einem Landeknoten [® und einem Startknoten m? existiert genau dann
eine Kante, wenn die betroffenen Legs nacheinander von einem Flugzeug bedient werden
kénnen, das heiRt, wenn z(I) = z(m), si = sp, und ¢}, < tl . gilt. Der so konstruierte
Graph ist offensichtlich bipartit und besteht aus |£| Knoten je Partition und O(|£|?) Kanten.
Ein maximales Matching fiir diesen Graphen l3sst sich somit in Zeit O(|£]*®) bestimmen
[Even and Tarjan, 1975], [Hopcroft and Karp, 1973] und die Anzahl Landeknoten, die von
keiner Kante {iberdeckt werden, entspricht der Anzahl bendtigter Flugzeuge.

Fir den Fall, dass die Verteilungen der Flugzeuge auf den Flughifen zu Periodenbeginn
und/oder zum Periodenende vorgegeben sind, wertet man die Anzahl nicht iiberdeckter
Lande- bzw. Start-Knoten flughafenweise aus und vergleicht diese mit den vorgegebenen
Verteilungen. O

Satz 3.17. Instanzen der azyklischen Klasse FAP(Opt, Ac, 1, Ar,Cdt, Cdp) lassen sich in
Zeit O(|L|?) Iésen.

Beweis. Ahnlich wie im Beweis zu Satz 3.16 transformieren wir eine Flottenzuweisungsinstanz
in ein Matching-Problem, diesmal allerdings ein gewichtetes bipartites Matching-Problem
(Assignment Problem). Die Grundkonstruktion ist die selbe wie im Beweis zu Satz 3.16. Eine
Kante zwischen den Knoten [ und m? bekommt dabei das Gewicht p; ,, ; zugewiesen. Damit
wird durch das Matching der verbindungsabhingige Teil des Gesamtgewinns maximiert.3

Um nun noch die Anzahl verfiigbarer Flugzeuge einzuhalten und da beim Assignment Problem
nur vollstindige Matchings eine Losung darstellen, werden Ny zusdtzliche Lande- und Ny
zusatzliche Startknoten dem Netzwerk hinzugefiigt. Jeder der zusatzlichen Landeknoten ist
mit allen Startknoten (auch den zusdtzlichen) iiber eine Kante verbunden. Entsprechend sind
die zusatzlichen Startknoten mit allen Landeknoten verbunden. Die zusétzlichen Lande- bzw.
Startknoten représentieren explizit den Dienstbeginn bzw. -ende eines Flugzeugs.

Fiir groBe Ny ist obige Konstruktion nicht in polynomieller Zeit durchfiihrbar. Allerdings
kénnen wir ohne Beschrankung der Allgemeinheit Ny durch |£| begrenzen, da insgesamt

3 Der Leg-Flotten-abhingige Teil des Gewinns ist fiir jede Ldsung wieder gleich.
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hochstens |L£| Flugzeuge liberhaupt einen Flug durchfihren kdnnen. Somit besteht obiger
Graph aus hdchstens 2|£| Knoten je Partition und O(]£|?) Kanten. Kanten zwischen den
zusatzlichen Knoten sind notwendig, damit ein Teil der Flugzeuge komplett untatig bleiben
kann.

Fir den Fall, dass die Verteilungen der Flugzeuge auf den Flughifen zu Periodenbeginn
und/oder zum Periodenende vorgegeben sind, fiigt man (im Falle des Periodenbeginns) an-
statt der N, zusétzlichen Landeknoten Ngf zusatzliche Landeknoten fiir jeden Flughafen
s ein. Die zuséatzlichen Landeknoten eines Flughafens s werden dabei nur mit Startknoten
verbunden, deren Leg von s startet. Analog verfahrt man fiir das Periodenende.

Es ist leicht zu zeigen, dass jedes vollstandige Matching auf diesem Graphen mit einer zul&ssi-
gen Flottenzuweisung korrespondiert und dass ein gewichtmaximales vollstindiges Matching
eine gewinnmaximale Flottenzuweisung reprasentiert. Ein gewichtmaximales vollstandiges
Matching kann in Zeit O(]£|*) bestimmt werden [Kuhn, 1955]. O

3.4 Der Zwei-Flotten-Fall

In diesem Abschnitt prasentieren wir ein neues Vollstandigkeitsergebnis: Zu entscheiden,
ob ein Flottenzuweisungsproblem, egal ob zyklisch oder azyklisch, eine zuldssige Ldsung
besitzt, ist bereits fiir zwei Flotten streng NP-vollstandig. Bisher war dies nur fiir drei Flotten
bekannt. Allerdings miissen wir fiir unsere Reduktion erlauben, dass die eingesetzten Flotten
unterschiedliche Geschwindigkeiten besitzen.

Satz 3.18. Die Klassen FAP(Feas,t, f,Or) mit t € {Cy, Ac} und f > 2 sind streng
NP-vollstindig.

Wir beweisen diesen Satz, indem wir SAT auf die FAP(Feas, 2, f, Or)-Klasse reduzieren.
SAT war das erste Problem, fiir das gezeigt wurde, dass es NP-vollstandig ist [Cook, 1971].
Dazu bilden wir die Arbeitsweise einfacher Boolscher Schaltkreise mit Hilfe spezieller Flugha-
fenkonstrukte nach, die wir vor dem eigentlichen Beweis zunichst vorstellen. Legs zwischen
Flughafenkonstrukten iibernehmen die Rolle von elektrischen Leitungen. Alle Flughafenkon-
strukte sind beziiglich ihrer Starts- und Landungen balanciert, so dass sie sowohl fiir zyklische
als auch azyklische Flottenzuweisungsprobleme eingesetzt werden kdnnen.

Fiir die gesamte Reduktion nehmen wir an:

e Es kommen zwei Flotten zum Einsatz. Eine reprasentiert den Wahrheitswert Wahr
und wird im Folgenden mit T bezeichnet. Die andere représentiert den Wahrheitswert
Falsch und wird mit F' bezeichnet.

e Flotte T ist die schnellere der beiden Flotten und kann jedes Leg zwei Zeiteinheiten
schneller fliegen als Flotte F'. Wir geben daher im Folgenden nur fiir Flotte T die
Blockzeiten bzw. Ankunftszeiten von Legs an. Die entsprechenden Zeiten fiir Flotte F
ergeben sich direkt daraus.

e Die Startzeiten aller Legs sind unabhangig von der verwendeten Flotte.
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Flughafen Blockdarstellung
q1
AN
AN
AN
q2 N ™ D1
N N
Zeit h > P
N ™ D2
N
N \
N\,
\\ D1
p2

ankommende Legs  abfliegende Legs

Abbildung 3.1: Flughafenkonstrukt Paar P(t)

e Alle Mindestbodenzeiten sind Null.

Die nun folgenden Flughafenkonstrukte sind nur Ausschnitte eines vollstandigen Flugplans.
Sie definieren die Starts und Landungen von Legs auf einem oder mehreren Flugh&fen. Dabei
werden die beteiligten Legs haufig nicht vollstandig spezifiziert, das heillt, dass zum Bei-
spiel fiir ein von einem Flughafenkonstrukt startenden Leg zwar die Startzeit definiert wird,
nicht aber die Blockzeit/Ankunftszeit und der Zielflughafen. Erst die spatere Verkniipfung
der Flughafenkonstrukte miteinander spezifiziert die Legs vollstandig und definiert einen voll-
standigen Flugplan. Die Flughafenkonstrukte sind parametrisiert, um die exakten Start- und
Landezeiten der beteiligten Legs variieren zu kdnnen.

Wir werden im Anschluss an die Definition eines jeden Flughafenkonstrukts seine zentralen
Eigenschaften im Hinblick auf die folgende Reduktion beweisen. Die korrekte Funktionsweise
eines Flughafenkonstrukts ist dabei nur dann gewahrleistet, wenn zu Beginn der Planungspe-
riode keinerlei Flugzeuge auf dem Flughafen/den Flughifen des Konstrukts verfiigbar sind.
Diese Voraussetzung wird von der Reduktion sichergestellt.

Definition 3.19 (Paar P(t)). Ein Paar P(t) besteht aus einem Flughafen mit zwei ankom-
menden Legs q1 und qs und zwei abfliegenden Legs p1 und p,. Die Start- und Landezeiten
sind dabei wie folgt definiert:

te o=t

tep=t+2
th o =t+2
th =t+3

Man beachte, dass dadurch implizit t§ . =t +2und ¢, =1 + 4 sind.

Abbildung 3.1 zeigt auf der linken Seite eine schematische Darstellung eines Paares. Die senk-
rechte Linie in der Mitte symbolisiert den Flughafen. Die Pfeile auf der rechten Seite stehen
fir abfliegende Legs, wobei die Pfeilenden den Startzeitpunkt auf dem Flughafen markieren.
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Die Zeitachse verlauft dabei von oben nach unten. Die ankommenden Legs auf einen Flugha-
fen werden auf der linken Seite dargestellt. Die Pfeilspitzen markieren hier die Ankunftszeit.
Da die Ankunftszeit eines Legs von der eingesetzten Flotte abhangig ist, wird jedes ankom-
mende Leg durch zwei Pfeile mit gemeinsamem Endpunkt dargestellt: Der durchgehende
Pfeil markiert die Ankunftszeit, wenn das Leg von Flotte 7" bedient wird, und der gestrichel-
te Pfeil die Ankunftszeit mit Flotte . Der Ubersichtlichkeit halber werden Ereignisse, die
eigentlich gleichzeitig auf einem Flughafen stattfinden, in einer schematischen Darstellung
manchmal entzerrt. Dies hat dann aber keinen Einfluss auf die korrekte Funktionsweise eines
Flughafenkonstrukts.

Jedes Flughafenkonstrukt hat eine logische Funktion, die bei der Reduktion einer SAT-Formel
zum Einsatz kommt. Zur Beschreibung dieser logischen Funktion sind nicht immer alle Legs
eines Flughafenkonstrukts relevant. Daher existiert zu jedem Flughafenkonstrukt eine ab-
strakte Blockdarstellung, die nur die fiir die logische Funktion notwendigen Legs ohne Zeit-
bezug darstellt. Die Blockdarstellung eines Paares findet sich in der rechten Halfte von
Abbildung 3.1. Hier zeigt sich, dass die Hauptaufgabe eines Paares die Bereitstellung von
zwei , Ausgangsleitungen” ist. Dabei gilt:

Lemma 3.20. Wenn fiir ein Paar P(t) zu Beginn der Planungsperiode keine Flugzeuge auf
dem Paar-Flughafen warten, kann P(t) nur genau dann Teil einer zuldssigen Flottenzuweisung
z sein, wenn z(qy) = T ist. Wird ferner das Leg g, des Paares von Flotte F' bedient, miissen in
einer zuldssigen Flottenzuweisung entweder z(p1) = T'ANz(p2) = F oder z(p1) = FAz(p2) =
T sein.

Beweis. Wenn z(qz) = F ware, wiirde Leg ¢y erst zum Zeitpunkt t+4 landen. Im azyklischen
Fall stiinden dann aber fiir die beiden abfliegenden Legs p; und p, nur das Flugzeug des Legs
¢1 als Vorganger zur Verfiigung und eines der beiden Legs kdnnte nicht bedient werden.
Im zyklischen Fall misste das Flugzeug von ¢, iiber das Periodenende hinaus auf seinen
nachsten Flug warten, wiirde also ein wartendes Flugzeug zu Periodenbeginn verursachen.
Folglich muss z(q2) = T sein.

Damit stehen fiir die Legs p; und p, je ein Flugzeug der Flotten 7" und F' zur Verfligung und
die beiden einzigen zuldssigen Zuweisungen an p; und ps sind z(p;) = T A z(p2) = F oder
Z(p1> :F/\Z(pg) =T. ]

Die logische Funktion eines Paares ist es damit, zwei Legs mit komplementérer Flottenzu-
weisung bereitzustellen.

Definition 3.21 (Oder O,(t)). Ein Oder O,(t) (n € IN) besteht aus einem Flughafen
mit n ankommenden Legs iy,...,1, und n abfliegenden Legs hy, ..., h,. Die Start- und
Landezeiten sind dabei wie folgt definiert:

t(LlJ,T:t VjE{l,...,n}

d
thlzt

th, =t+2 Vje{2,...,n}
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Abbildung 3.2: Flughafenkonstrukt Oder O,,(t)

Lemma 3.22. Wenn fiir ein Oder O, (t) zu Beginn der Planungsperiode keine Flugzeuge
auf dem Oder-Flughafen warten, kann O,,(t) nur genau dann Teil einer zuldssigen Flotten-
zuweisung z sein, wenn ein Leg i; (j € {1,...,n}) mit z(i;) =T existiert.

Beweis. Werden alle ankommenden Legs i; von Flotte F' bedient, landen sie alle nach dem
Start von Leg hi. hy kdnnte also entweder nicht bedient werden oder ein Flugzeug wiirde zu
Periodenbeginn auf dem Oder-Flughafen warten miissen.

Umgekehrt reicht ein Leg ¢; mit 2(i;) = T aus, um das abfliegende Leg hy zu erreichen.
Alle iibrigen Legs hj starten nach der Ankunft der restlichen i;, unabhangig von deren
Flottenzuweisung. O

Abbildung 3.2 zeigt einen schematischen Oder-Flughafen und dessen Blockdarstellung.

Definition 3.23 (Duplikator Dy(t)). Ein Duplikator Dy (t) besteht aus einem Flughafen mit
drei ankommenden Legs i, x1 und x5 und drei abfliegenden Legs hy, ..., hs. Die Start- und
Landezeiten sind dabei wie folgt definiert:

e p=t+4
tlp=1+5
e p=t+6
th =t+5
th =t+6
tho=t+38

Zusatzlich enthalt der Duplikator noch zwei Paare Py (t) und P»(t). Das abfliegende Leg p,
von Paar P;(t) ist dabei identisch mit Leg x; und das abfliegende Leg p, von Paar P;(t)
wird im Duplikator o; genannt (j € {1,2}).

Abbildung 3.3 zeigt ein schematisches Duplikator-Konstrukt und dessen Blockdarstellung.
Man beachte, dass die Legs x; im Duplikator vollstdndig spezifiziert sind und echt positive
Blockzeiten besitzen. Die logische Funktion eines Duplikators ist, die Flottenzuweisung seines
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Abbildung 3.3: Flughafenkonstrukt Duplikator D, (t)

Legs ¢ auf die Legs 01 und o, zu lbertragen. Dabei darf er bei einer Zuweisung z(i) = T
fehlerhaft arbeiten, wichtig ist nur, dass in diesem Fall z(0;) = z(02) = T mdglich ist.

Lemma 3.24. Wenn fiir einen Duplikator Dy (t) zu Beginn der Planungsperiode keine Flug-
zeuge auf dem Duplikator-Flughafen warten und fiir seine Paare die Voraussetzungen von
Lemma 3.20 gelten, dann gilt:

1. Do(t) kann nur dann Teil einer zuldssigen Zuweisung z mit z(i) = F sein, wenn
z(01) = z(0z) = F gilt.
2. Aus Sicht des Operators D;(t) gibt es eine zuldssige Zuweisung z mit z(i) = z(01) =
2(09) =T.
Bewers.
1. Wenn z(i) = F ist, landet Leg i nach den Starts von Leg h; und hy. Daher muss
2(x1) = z(x2) = T gelten. Nach Lemma 3.20 gilt dann aber z(01) = z(02) = F.

2. Die Zuweisung z(i) = z(hy) = z(01) = 2(02) = T und z(z1) = z(z2) = z(hy) =
z(hg) = F ist aus Sicht des Duplikators zuldssig und erfiillt die Voraussetzungen des
Lemmas.

Fiir unsere Reduktion bendtigen wir Duplikatoren mit mehr als zwei ,, Ausgangsleitungen”.

Definition 3.25 (Duplikator D, (t)). Ein Duplikator D, (t) (n > 2) besteht aus n — 1
Duplikatoren Dy(t), die wie in Abbildung 3.3 fiir D,(t) gezeigt kaskadiert werden.
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Man beachte, dass alle Ds-Duplikatoren in solch einer Kaskadierung zum selben Zeitpunkt ¢
starten” und dass die dadurch vollsténdig spezifizierten Legs zwischen den Dy-Duplikatoren
allesamt echt positive Blockzeiten besitzen. Wie man leicht sieht, gilt Lemma 3.24 auch fir
allgemeine Duplikatoren D, (t).

Wir kennen nun alle Zutaten, um eine SAT-Instanz in ein Flottenzuweisungsproblem zu
transformieren.

Definition 3.26 (Transformation einer SAT-Instanz B in einen Flottenzuweisungsinstanz
FA(B)). Sei B = \;cc V., lij eine Boolsche Formel in konjunktiver Normalform, wobei
C' die Menge der Klauseln, c¢; € IN die Ldnge von Klausel i € C und l; ; das j-te Literal von
Klausel i € C ist. V sei die Menge der Variablen in B, und |l| bezeichne die Haufigkeit von
Literal | in B.

Wir transformieren B wie folgt in eine Flottenzuweisungsinstanz F'A(B):

e Fiir jede Variable v € V' generieren wir ein Paar P,(1). Die beiden Ausgange von P,(1)
werden dabei mit den Literalen v und v markiert.

e Fiir jedes Literal | mit |l| > 1 generieren wir einen Dy (1)-Duplikator, dessen Eingangs-
leg i mit dem mit | markierten Ausgangsleg eines Variablen-Paares gleichgesetzt wird.
Alle Ausgange des Duplikators werden mit | markiert.

o Fiir jede Klausel i € C' generieren wir ein Oder O.,(4) und verkniipfen seine c; Ein-
gangslegs mit zu den Literalen l;; korrespondierenden, noch nicht vollstindig spezifi-
zierten Ausgangslegs von Literal-Duplikatoren bzw. Variablen-Paaren. Die mit einem
Literal | markierten Ausgangslegs von Duplikatoren bzw. Paaren reichen nach Kon-
struktion aus, um die Eingange aller Klausel-Oders zu verkniipfen.

e Nicht alle Legs sind dadurch bis jetzt voll spezifiziert worden. Legs ohne spezifizierten
Startflughafen (und Abflugzeit) sind nach Konstruktion ausnahmslos die Eingange von
Paaren. Sei N die Anzahl dieser Paare. Die 2NN Eingangslegs der Paare starten alle
zum Zeitpunkt Null auf einem zusitzlichen Flughafen XY Z.

o Alle jetzt noch nicht vollstindig spezifizierten Legs (ausnahmslos Ausgangslegs) landen
zum Zeitpunkt 9 auf Flughafen XY Z, wenn sie von Flotte T' bedient werden. (Die
Landezeit fiir Flotte F' ist damit 11.)

o Wir stellen insgesamt je N Flugzuge von Flotte T und F zur Verfiigung. Wenn wir
fir die azyklischen Untervarianten Acl bzw. Ac2 die Flugzeugverteilung zum Peri-
odenanfang und/oder -ende spezifizieren miissen, sagen wir, dass sich die Flugzeuge
aller Flotten zum Periodenanfang bzw. zum Periodenende auf dem Flughafen XY Z
authalten sollen.

e Die Periodenlinge im zyklischen Fall betrdgt T = 12.

Die Paaranzahl N setzt sich aus den Variablen-Paaren und den Paaren in den Literal-
Duplikatoren zusammen. Da ein Duplikator D,,(t) aus 2(n — 1) Paaren besteht gilt:

N=[V[+ > 2-1

I Literal:|l|>2
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Abbildung 3.4: Die Boolsche Formel (x VgV z) A (g V Z) transformiert in eine Flottenzuwei-
sungsinstanz

Da alle Flughafen-Konstrukte balanciert sind, muss das auch fiir den Flughafen XY Z gelten,
das heilt, auf XY Z enden auch insgesamt 2NV Legs.

Man priift leicht nach, dass durch die Konstruktion in Definition 3.26 eine formal korrekte
Flottenzuweisungsinstanz F'A(B) erzeugt wird. Insbesondere sind sdmtliche (implizit durch
die Start- und Landezeiten definierten) Blockzeiten echt positiv.

Abbildung 3.4 zeigt das Ergebnis obiger Transformation fiir die Boolsche Formel (z vV gy Vv
2) A (g V Z) in Blockdarstellung.

Beweis von Satz 3.18. Wir reduzieren SAT auf FAP(Feas,t, f, Or) und verwenden dazu die
Transformation aus Definition 3.26. Die Transformation l&sst sich offensichtlich in polynomi-
eller Zeit ausfiihren und der Betrag samtlicher in der Flottenzuweisungsinstanz auftretenden
Zahlen ist polynomiell in der InstanzgréRe beschrankt.

Fiir jede zuldssige Zuweisung einer Flottenzuweisungsinstanz F'A(B) gilt nach Konstruktion:

e Da zu Periodenbeginn von Flughafen XY Z insgesamt 2N Legs starten und uns ins-
gesamt nur 2N Flugzeuge zur Verfiigung stehen, miissen sich alle Flugzeuge zu Peri-
odenbeginn auf Flughafen XY Z aufhalten.

e Da spiter auf Flughafen XY Z insgesamt 2N Legs enden, befinden sich zum Peri-
odenende alle Flugzeuge wieder auf Flughafen XY Z.

e Ferner kann sich zu Periodenbeginn auf keinem anderen Flughafen ein Flugzeug auf-
halten.

e Nach Lemma 3.20 miissen daher die ¢go-Legs aller N Paare von Flotte 7" bedient werden.
Da die ¢;-Legs aller Paare von Flughafen XY Z starten, bleiben fiir die ¢;-Legs der
Paare nur Flugzeuge der Flotte F' iibrig.
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e Dabher erfiillt jede zuldssige Zuweisung die Voraussetzungen der Lemmata 3.20, 3.22
und 3.24.

e Vorgegebene Verteilungen der Flugzeuge der beiden Flotten (Untervarianten Acl und
Ac2) werden implizit erfillt.

Es verbleibt zu zeigen, dass eine Boolsche Formel B genau dann erfiillbar ist, wenn die
Flottenzuweisungsinstanz F'A(B) eine zuldssige Losung besitzt.

= Sei b: V — {F,T} eine erfiillende Variablenbelegung der Formel B. Den Eingangslegs
aller Paare wird gemaB obiger Beschreibung eine Flotte zugewiesen. Allen mit Literal v
markierten Legs in F'A(B) wird die Flotte b(v) zugewiesen und allen mit o markierten Legs
wird die Flotte b(v) zugewiesen (v € V). Damit werden den Ausgédngen der Variablen-Paare
komplementére Flotten zugewiesen und die Flottenbelegung der i- und o;-Legs eines jeden
Duplikators ist identisch. Da b erfiillend ist, besitzt ferner jedes Oder-Flughafenkonstrukt
mindestens ein Eingangsleg mit Flottenzuweisung T'. Somit lassen sich nach den Lemmata
3.20, 3.22 und 3.24 allen verbleibenden Legs Flotten derart zuweisen, dass insgesamt eine
zulassige Zuweisung entsteht.

< Sei z eine zuldssige Zuweisung fiir F"A(B). Daraus konstruieren wir eine Variablenbelegung
b fir die Formel B, indem wir b(v) die Flotte zuweisen, die das mit Literal v markierte
Ausgangsleg des Variablen-Paares P,(1) zugewiesen bekommen hat. b ist dann eine erfiillende
Variablenbelegung fiir Formel B.

Annahme: b ist nicht erfiillend.

Dann gibt es eine Klausel i in B, deren Literale allesamt F’ liefern. Da z aber zulassig ist, muss
nach Lemma 3.22 eines der Eingangslegs des zu i gehdrenden Oder-Flughafenkonstrukts von
Flotte T bedient werden. Dieses Leg bezeichnen wir mit L, und es sei mit Literal [ markiert.
v sei die Variable des Literals /.

L kann zwei verschiedene Arten von Startflughafen besitzen. Der Startflughafen von L kann
zum Variablen-Paar P,(1) gehdren. Ansonsten gehért der Starflughafen von L zum Duplikator
Dy (1). Das Eingangsleg i dieses Duplikators muss dann ebenfalls von Flotte 7' bedient
werden, da ansonsten nach Lemma 3.24 alle Ausgdnge des Duplikators F' sein miissen. Auch
i ist mit Literal [ markiert und der Startflughafen von i gehdrt zum Variablen-Paar P,(1).

Also wird das mit [ markierte Ausgangsleg des Variablen-Paares P, (1) von Flotte 7" bedient.
Ist [ = v, ist nach Definition b(v) = T und Klausel i von B ware erfiillt. Ist [ = v, wird
nach Lemma 3.20 das Ausgangsleg von P,(1), das mit v markiert ist, von Flotte F’ bedient.
Also ist b(v) = F und Klausel i von B wire auch in diesem Fall erfiillt. Dies liefert den
gewiinschten Widerspruch. O

Folgerung 3.27. Die Klassen FAP(Opt,t, f,Or) mit t € {Cy, Ac} und f > 2 sind streng
NP-vollstiandig und nicht in polynomieller Zeit approximierbar, falls P # NP gilt.

Beweis. Die Argumentation verlduft wie im Beweis zu Folgerung 3.6. O
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Die Reduktion in diesem Kapitel funktioniert nur dann, wenn die Flugzeugflotten verschiedene
Geschwindigkeiten besitzen. Erlaubt man verbindungsabhdngige Gewinne, kann man aber ein
vergleichbares Ergebnis auch fiir gleich schnelle Flotten zeigen:

Folgerung 3.28. Die Klassen FAP(Opt,t, f, Eq,Cdp) mit t € {Cy, Ac} und f > 2 sind
streng NP-vollstandig.

Beweis. Die Reduktion verlauft wie im Beweis zu Satz 3.18. Flotte F' ist nun aber genauso
schnell wie Flotte T'. Dadurch mégliche, zusatzliche Verbindungen fiir Flotte F' werden mit
verbindungsabhdngigen Gewinnen von —1 bestraft. Alle ibrigen Gewinne sind Null.

Wie man leicht sieht, gilt dann, dass eine Boolsche Formel B genau dann erfiillbar ist, wenn
es eine Flottenzuweisung mit einem Gewinn von (mindestens) Null gibt. O

3.5 Weitere azyklischen Ergebnisse

Hier prasentieren wir Komplexitatsaussagen fiir azyklische Flottenzuweisungsprobleme, wobei
wir an die Flotten die gleichen restriktiven Anforderungen wie [Gu et al., 1994] stellen.

Satz 3.29. Instanzen der Klasse FAP(Feas, AcQ, f, Eq) mit f > 1 lassen sich in Zeit
O(|L]|log |L| + |F|) l6sen.

Beweis. Dieses Problem lasst sich fiir f > 1 direkt auf FAP(Feas, Ac0, 1, Eq) reduzieren.
Da sich die einer Flotte zugewiesenen Legs im azyklischen Fall in Flugzeugumlaufe aufteilen
lassen, die jeweils genau ein Flugzeug bendtigen, und da die Flugzeuge aller Flotten in der
Klasse FAP(Feas, AcO, f, Eq) aus operationeller Sicht identisch sind, lassen sich die Umladufe
einer Ein-Flotten-Losung beliebig auf mehrere Flotten aufteilen, solange insgesamt geniigend
Flugzeuge zur Verfiigung stehen.

Das Bestimmen der Gesamtflugzeuganzahl iiber alle Flotten benétigt Zeit O(|F|) und der
Ein-Flotten-Fall ist in Zeit O(|L|log|L]|) entscheidbar (siehe Satz 3.12). O

Satz 3.30. Instanzen der Klasse FAP(Feas,Acl, f, Eq) mit f > 1 lassen sich in Zeit
O(|L|log |L| + |F| - |S|) lésen.

Beweis. Auch dieses Problem Idsst sich mit derselben Begriindung wie im Beweis zu Satz 3.29
fur f > 1 direkt auf FAP(Feas, Acl, 1, Eq) reduzieren. Das Bestimmen der Gesamtflugzeu-
ganzahl pro Flughafen iiber alle Flotten bendtigt Zeit O(|F| - |S|). O

Die Argumentation der vorherigen beiden Beweise lasst sich nicht auf die Klasse FAP(Feas,
Ac2, f, Eq) ubertragen, da man hierfiir bei der Generierung eines Flugzeugumlaufs explizit
den Start- und Zielflughafen vorgeben kdnnen miisste. Dies ist sehr wahrscheinlich schwierig,
denn es gilt:

Satz 3.31. Die Klasse FAP(Feas, Ac2, f, Eq) mit f > 3 ist streng NP-vollstindig.
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Der Beweis beruht auf einer Reduktion von dem gerichteten ganzzahligen Zwei-Giiter-Fluss-
problem mit Kantenkapazitdten von 1. Das Problem lasst sich wie folgt definieren:

Definition 3.32 (Das gerichtete ganzzahlige Zwei-Giiter-Flussproblem mit Kantenkapzita-
ten von 1).

Gegeben: Ein gerichteter Graph G = (V. E), zwei Knotenpaare (s1,t1), (sa2,t2) € V? und
zwei Transportbedarfe Ry, Ry € IN.

Existieren in G Ry Wege von s nach t; und Ry, Wege von sy nach ty, die kantendisjunkt
sind?

In [Even et al., 1976] wurde gezeigt:

Satz 3.33. Das gerichtete ganzzahlige Zwei-Giiter-Flussproblem mit Kantenkapazitaten von

1 ist streng NP-vollstandig. Dies gilt sogar, wenn der Graph azyklisch ist.

Beweis von Satz 3.31. Das Zwei-Giiter-Flussproblem sei durch den gerichteten azyklischen
Graphen G = (V, E), die Knotenpaare (s1,t1), (s2,t2) € V? und Ry, Ry € IN gegeben. Die
Knotenmenge V' = {vy,...,v,} sei topologisch sortiert. in(v;) sei der Eingangsgrad von
Knoten v; € V' und out(v;) sein Ausgangsgrad.

Wir konstruieren aus G wie folgt einen Flugplan:

e Jeder Knoten des Graphen v; € V' wird zu einem Flughafen.

e Jede Kante (v;,v;) € E wird zu einem Leg mit Startflughafen v; und Zielflughafen v;.
e Alle Legs, die von Flughafen v; starten, besitzen Startzeit i.

e Die Blockzeit aller Legs ist 1.

e Alle Mindestbodenzeiten sind Null.

Wegen der topologischen Sortierung der Knoten (und der Blockzeiten von 1) ist sichergestellt,
dass alle Legs, die auf einem Flughafen v; landen, eine Ankunftszeit kleiner gleich i besitzen
und damit alle von v; startenden Legs erreichen kdnnen. Also korrespondiert jeder Weg von s
nach t in G eineindeutig mit einem Flugzeugumlauf im Flugplan, der auf Flughafen s beginnt,
auf Flughafen ¢t endet und der die den Kanten des Wegs entsprechenden Legs bedient.

Wir benétigen drei Flotten fi, fo und f3, die wie folgt auf die Flughifen verteilt werden:

Nfl,fl =1
Nf s =Ry
N? . =Ry
tz,fz = Ity
Nf’fg = max{—d(v),0} YoeV

Ny ;. = max{d(v),0} YoeV
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Alle nicht spezifizierten Nf7f— und N¢ ;-Werte sind Null und d(v) ist wie folgt definiert:
d(v) = in(v) — out(v) + Nf,),fl —Ngp + Nqi’,b - Ny 4,

Die Flotte f3 ist notwendig, da eine zul3ssige Flottenzuweisung allen Legs eine Flotte zuweisen
muss. Flotte f5 dient ausschlieRlich dazu, Legs, die weder von f; noch von f5 benutzt werden,
,aufzubrauchen”.

Offensichtlich l3sst sich eine Zwei-Giiter-Flussprobleminstanz in polynomieller Zeit in obiges
Flottenzuweisungsproblem transformieren, und der Betrag der dabei auftretenden Zahlen ist
polynomiell durch die EingabegrdBe beschrankt, solange dies auch fiir Ry und R gilt.

Es verbleibt noch zu zeigen, dass es genau dann die geforderten kantendisjunkten Wege in
G gibt, wenn das konstruierte Flottenzuweisungsproblem eine zuldssige Lésung besitzt.

<. In einer zuldssigen Losung des Flottenzuweisungsproblems gibt es R; Flugzeugumlaufe
(von Flotte f1), die auf Flughafen s; beginnen und auf Flughafen t; enden, da nur auf Flug-
hafen s; zu Beginn Flugzeuge der Flotte f; verfiigbar sind und am Periodenende sich alle
diese Flugzeuge auf Flughafen ¢; aufhalten. Entsprechend gibt es Ry Umliufe (von Flotte
f2), die auf Flughafen sy beginnen und auf Flughafen ¢, enden. Da Legs in einer zulds-
sigen Flottenzuweisung nicht mehr als einmal von einem Flugzeug bedient werden diirfen,
entsprechen diese Umldufe kantendisjunkten Wegen im Ursprungsgraphen G.

=-. Wir konstruieren zu einem kantendisjunkten Wegesystem fiir G wie folgt eine Ldsung
des Flottenzuweisungsproblems:

e Die Kanten, die zu Wegen zwischen s; und ¢; gehoren, werden von Flotte f; bedient.
e Die Kanten, die zu Wegen zwischen s, und ¢y gehdren, werden von Flotte f> bedient.

e Alle Kanten, denen dann noch keine Flotte zugewiesen wurde, werden von Flotte f3
bedient.

Damit wird jeder Kante genau eine Flotte zugewiesen. Wegen der Korrespondenz von Wegen
in G und Flugzeugumldufen im Flugplan ist diese Zuweisung fiir die Flotten f; und f5 zul3ssig,
das heilt, sie hilt die vorgegebene Flugzeugverteilung fiir die Flotten f; und f; ein.

Fiir einen beliebigen Flughafen v sei nun a; bzw. d; die Anzahl an Legs, die auf Flughafen v
landen bzw. starten und von Flotte f; bedient werden (i € {1,2,3}). Die Flottenzuweisung
ist nun auch beziiglich Flotte f5 zul3ssig, wenn gilt:

e Falls a3 > d3, beenden a3 — d3 Flugzeuge von Flotte f5 ihren Dienst auf Flughafen
v. d3 ankommende Flugzeuge von Flotte f3 bedienen als ndchstes die ds abfliegenden
Legs. Dies ist gleichbedeutend damit, dass ij’fg =0und Ny, = a3 —ds gilt.

e Falls a3 = d3, bedienen alle ankommenden Flugzeuge von Flotte f5 als nadchstes die
ds abfliegenden Legs, oder kiirzer N} , =0 und N¢ , = 0.

e Falls a3 < d3, muss entsprechend Ng’fg = d3 — a3 und Ngy=0 gelten.
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Zusammenfassend ist damit die Zuweisung beziiglich Flotte f3 dann zul3ssig, wenn gilt:

ag —dz = Ny ;. — NP , = max{d(v), 0} — max{—d(v),0} = d(v)

3 v,
Da unsere Flottenzuweisung fiir die Flotten f; und f; zulissig ist, gilt fur i € {1,2}:

a; + Nf,fi =di+ Niifz‘

Daraus folgt nun die Zul3ssigkeit der Flottenzuweisung auch fiir Flotte f5:

az —ds = (in(v) — a; — ag) — (out(v) — dy — ds)
=in(v) —out(v) + dy — a; + dy — as

= in(v) —out(v) + Ny ;, — N§; + NJ, — Ni )

= d(v)

]

Satz 3.34. Die Klasse FAP(Opt, Ac, f, Eq) mit f > 3 ist streng NP-vollstindig. Dies gilt
bereits fiir Gewinne aus {0,1}.

Beweis. Fiir die azyklische Untervariante Ac2 folgt das Ergebnis direkt aus Satz 3.31. Fiir
die Varianten AcO und Acl erweitern wir die Konstruktion aus dem Beweis von Satz 3.31.
Wir konnen dabei ohne Beschrankung der Allgemeinheit annehmen, dass R; < |E| und
Ry < |E] gilt, da ansonsten klar ist, dass nicht ausreichend viele kantendisjunkte Wege
existieren kdnnen.*

Wir erweitern den Flugplan aus dem Beweis von Satz 3.31 wie folgt:

e es gibt zwei neue Flughifen s* und t*.

e Von s* starten R; Legs zu Flughafen s;. Die Legs starten zum Zeitpunkt Null. Wenn
die Legs von Flotte f; bedient werden, erwirtschaften sie einen Gewinn von 1.

e Von s* starten Ry Legs zu Flughafen s,. Die Legs starten zum Zeitpunkt Null. Wenn
die Legs von Flotte f; bedient werden, erwirtschaften sie einen Gewinn von 1.

e Von Flughafen t; fliegen R; Legs zum Flughafen ¢*. Die Legs starten zum Zeitpunkt
n. Wenn die Legs von Flotte f; bedient werden, erwirtschaften sie einen Gewinn von
1.

e Von Flughafen ¢, fliegen Ry Legs zum Flughafen ¢*. Die Legs starten zum Zeitpunkt
n. Wenn die Legs von Flotte f> bedient werden, erwirtschaften sie einen Gewinn von
1.

e Alle iibrigen Gewinne sind Null.

* Falls s; = t; ist, kann es trotzt R; > | E| eine zuldssige Lésung geben. Allerdings haben wir es dann mit
einem in polynomieller Zeit entscheidbaren Ein-Giiter-Fluss-Problem zu tun.
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e Wir stellen R; Flugzeuge von Flotte fi, Ry Flugzeuge von Flotte f; und |E| Flugzeuge
von Flotte f3 zur Verfiigung.

Damit gilt weiterhin, das jedes ankommende Leg auf einem Flughafen jedes dort startende
Leg erreichen kann. Der maximal erzielbare Gewinn ist offensichtlich 2R; + 2R, und wird
genau dann erreicht, wenn die neuen Legs von s* nach s; bzw. von t; nach ¢t* von Flotte f;
bedient werden (i € {1,2}). Dafiir miissen alle Flugzeuge der Flotten f; und f, ihren Dienst
auf Flughafen s* aufnehmen und auf Flughafen t* beenden. Fiir eine Lésung mit Gewinn
2R + 2R, erzwingen wir so implizit, dass die Flugzeugumlaufe von f; und f, den gesuchten
kantendisjunkten Wegen in G entsprechen. Die verfiigbaren Flugzeuge von Flotte f3 reichen
aus, um jedes nicht von f; oder f, bendtigte Leg zu bedienen.

Analog zum Beweis von Satz 3.31 kann man dann zeigen, dass genau dann die geforderten
kantendisjunkten Wege in GG existieren, wenn es eine zuldssige Flottenzuweisung mit einem
Gewinn von (mindestens) 2R; + 2R, gibt. O

Satz 3.35. Instanzen der Klasse FAP(Inf, AcO, f, Ar,Cdt) mit f > 1 lassen sich in Zeit
O(|L]| - |F|) losen.

Beweis. Da uns unbeschrankt viele Flugzeuge von jeder Flotte zur Verfligung stehen, kénnen
wir jedes Leg von einem eigenen Flugzeug fliegen lassen. In Zeit O(|L] - |F|) kann man fiir
jedes Leg die profitabelste der fiir das Leg zugelassenen Flotten ermitteln. Die Existenz von
verbindungsabhiangigen Mindestbodenzeiten spielt folglich keine Rolle. O

3.6 Zusammenfassung

Die wichtigsten Ergebnisse dieses Kapitels sind in den Tabellen 3.1 bis 3.4 zusammengefasst.
»NP-v." steht dabei fiir ,,NP-vollstandig” und ,s. NP-v." fiir ,streng NP-vollstindig”. Fiir
Eintrdge mit einem 7" ist unbekannt, ob sich die Probleme in polynomieller Zeit 16sen
lassen. Es ist aber nach Satz 3.3 klar, dass alle Probleme zur Klasse NP gehdren.

Fir FAP(Opt, *)-Problemklassen, deren FAP(Feas, *)-Varianten bereits NP-vollstandig sind,
gilt, dass sie nicht in polynomieller Zeit approximierbar sind, falls P # NP ist (Satz 3.6 und
3.27). Dies ist fiir fast alle Problemklassen mit mehr als zwei Flotten der Fall.

Die bekannten Ergebnisse aus Abschnitt 3.2 finden sich allesamt in Tabelle 3.2. Der Beitrag
dieser Arbeit ldsst sich in drei Bereiche untergliedern:

e Neue Ergebnisse zur NP-Vollstandigkeit fiir Flottenzuweisungsprobleme mit zwei Flot-
ten

e Vergleich der bekannten Ergebnisse fir das zyklische Flottenzuweisungsproblem mit
entsprechenden azyklischen Varianten

e Auswirkung von Modellerweiterungen wie verbindungsabhingigen Mindestbodenzeiten
und Gewinnen
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e H t="=Cy ‘ t=Ac

[Big] O(£[log |£]) | O(|£][log |£])

Cdt[, Big] O(IL[%) O(I£]*?)

Cdt,Cdp 7 O(|L]?)
NP-v. fiir e = Big

Tabelle 3.1: Algorithmische Komplexitdt des Flottenzuweisungsproblems mit einer Flotte
FAP(Opt,t, 1, Ar,e)

p | f=1 | f=2 | f>3
Feas | O(|L|log|L]) ? s. NP-v.
NP-v. fiir e = Big
Inf | O(|L]log|L]) | P (min cost flow) |s. NP-v.
Opt || O(|L|1log |L]) ? s. NP-v.
NP-v. fiir e = Big
s. NP-v. fir e = Cdp

Tabelle 3.2: Algorithmische Komplexitdt des zyklischen Flottenzuweisungsproblems fiir gleich
schnelle Flotten FAP(p, Cy, f, Eq)

P t = Ac0, Acl t=Ac2
f=1 | f=2 | f=3 f=1 | f=2 | f=>3
Feas O(|L|log |L| + |L| - |F]) O(|L]log|L]) \ ? \ s. NP-v.
Inf O(|L| - |F]) nicht definiert
Opt || O(|L|log |L]) 7 s. NP-v. | O(|L|log |L]) ? s. NP-v.
s. NP-v. fiir s. NP-v. fiir
e=Cdp e =Cdp

Tabelle 3.3: Algorithmische Komplexitdt des azyklischen Flottenzuweisungsproblems fiir
gleich schnelle Flotten FAP(p,t, f, Eq)

P t="=Cy t=Ac
f=2] f=3 | f=2|f>3
Feas s. NP-v. s. NP-v.
Inf P \ s. NP-v. O(|L] - |F|)
Opt s. NP-v. s. NP-v.

Tabelle 3.4: Algorithmische Komplexitat des Flottenzuweisungsproblems fiir Flotten mit un-
terschiedlichen Geschwindigkeiten FAP(p, ¢, f, Or)
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Die Reduktion in Abschnitt 3.4 zeigt, dass das Zulassigkeitsproblem bereits fiir zwei Flotten
streng NP-vollstandig ist, wenn man Flotten mit unterschiedlichen Geschwindigkeiten erlaubt.
Dies gilt sowohl fiir zyklische als auch azyklische Flottenzuweisungsprobleme. Daraus folgt
direkt die strenge NP-Vollstandigkeit fiir Optimierungsprobleme mit zwei gleich schnellen
Flotten und verbindungsabhdngigen Gewinnen. Damit kann man sagen, dass das Problem der
zyklischen bzw. azyklischen Flottenzuweisung bereits fiir zwei Flotten streng NP-vollstindig
und nicht approximierbar ist (Tabelle 3.4).

Beim Vergleich der Ergebnisse zwischen zyklischen und azyklischen Problemen fallt auf, dass
azyklische Probleme manchmal leichter zu |6sen sind. Wahrend zum Beispiel die Klasse
FAP(Opt,Cy, 1, Ar,Cdt, Cdp, Big) NP-vollstandig, ist lasst die azyklische Variante in Zeit
O(|L]?) Iésen (Tabelle 3.1). Entsprechendes gilt fiir die Problemklassen FAP(Feas, Cy, f,
Eq) und FAP(Inf,Cy, f, Eq) mit mindestens drei Flotten. Allerdings zeigt sich hier, dass
sich auch die azyklischen Varianten in ihrer Komplexitdt unterscheiden kénnen, denn die
Klasse FAP(Feas, Ac2, f, Fq) ist im Gegensatz zu den Ac0O- und Acl-Varianten streng NP-
vollstandig (Tabelle 3.3).

Die jetzt noch offenen Punkte betreffen fast ausschlieBlich Klassen mit zwei Flotten, die
tiber dieselben operationellen Eigenschaften verfiigen. Bereits kleine Erweiterungen wie ver-
bindungsabhingige Gewinne oder sehr lange Blockzeiten fiihren dazu, das die Probleme
NP-vollstandig werden. Aber es ist unklar, ob das auch fiir die nicht-erweiterten Klassen
gilt. Schlielich stellt sich fiir die Klassen FAP(Opt, AcO, f, Eq) und FAP(Opt, Acl, f, Eq)
die Frage, ob die Probleme in irgend einer Form in polynomieller Zeit approximierbar sind.
Dies sind die einzigen Opt-Klassen, fiir die das korrespondierende Zuldssigkeitsproblem in
polynomieller Zeit gelost werden kann (Tabelle 3.3).
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Losungsverfahren

In diesem Kapitel stellen wir verschiedene neu entwickelte exakte und heuristische Lésungsver-
fahren fiir das Flottenzuweisungsproblem vor, die sowohl fir die zyklische als auch azyklische
Variante geeignet sind. Wir starten mit einer Beschreibung von einfachen Transformationen,
mit denen sich azyklische in zyklische Flottenzuweisungsprobleme umwandeln lassen. Als
ndchstes prasentieren wir das von [Hane et al., 1995] eingefiihrte Time Space Network Mo-
dell, eine IP-Formulierung des Flottenzuweisungsproblems, mit der sich auch grole Instanzen
|6sen lassen. Dieses Modell bildet die Basis fiir unsere exakten Lésungsverfahren.

In den Abschnitten 4.3 und 4.4 folgt die Beschreibung unserer Lokale Suche Verfahren, die
einen Hill Climbing- bzw. Simulated Annealing-Ansatz verfolgen. Das zentrale Thema ist
die dabei zum Einsatz kommende problemspezifische Nachbarschaft fiir das Flottenzuwei-
sungsproblem. AnschlieBend zeigen wir, wie zwei fiir die Praxis wichtige Erweiterungen fiir
das Flottenzuweisungsproblem, verbindungsabhingige Mindestbodenzeiten/Gewinne und die
so genannte Homogenitat einer Zuweisung, beriicksichtigt werden kénnen. Wir modifizieren
dafiir unsere Heuristiken und présentieren neue IP-Formulierungen.

Es folgt die Beschreibung von Preprocessing-Techniken, mit deren Hilfe sich zum einen vorab
die Zul3ssigkeit einer Instanz abschétzen ldsst und die zum anderen die EingabegréBe einer
Instanz verkleinern kdnnen. Insbesondere die exakten Ansitze profitieren davon. Als letz-
tes evaluieren wir die in diesem Kapitel vorgestellten Losungsverfahren, Erweiterungen und
Preprocessing-Techniken mittels realer Instanzen, die aus den Planungsabteilungen verschie-
dener Fluggesellschaften stammen.

4.1 Elementare Transformationen

Die in Kapitel 2 definierten zyklischen und azyklischen Flottenzuweisungsprobleme sind sehr
allgemein gehalten. Sie unterstiitzen Spezialitdten wie

53



54 4 Losungsverfahren

zyklische und verschiedene azyklische Varianten

eingeschrankte Auswahl an moglichen Flotten fiir ein Leg

flottenabhangige Block- und Startzeiten

verbindungsabhdngige Mindestbodenzeiten und Gewinne

Block- und Mindestbodenzeiten, die langer als die Planungsperiode sind

In diesem Kapitel werden wir noch weitere praxisrelevante Erweiterungen vorstellen.

Ein in der Praxis einsetzbares Losungsverfahren fiir die Flottenzuweisung muss nicht not-
wendigerweise alle diese Spezialitdten unterstiitzen, da sie, abhiangig vom Verfahren, nicht
oder nur sehr schwer zu implementieren sind. Das Flottenzuweisungsproblem mit den meisten
Einschrankungen, das noch als solches anerkannt wird, ist die Klasse FAP(Opt, C'y, f, Eq)
aus Kapitel 3. Keine der oben angegebenen Spezialitdten wird von ihr direkt unterstiitzt.

Flottenzuweisungsprobleme mit manchen Spezialitdten lassen sich allerdings trotzdem durch
ein Verfahren l6sen, das diese Spezialitaten eigentlich gar nicht unterstiitzt. Ein einfaches Bei-
spiel dafiir ist die eingeschrankte Auswahl an moglichen Flotten fiir ein Leg. Unterstiitzt ein
Lésungsverfahren dies nicht, kénnen trotzdem Instanzen mit dieser Spezialitat gelst werden,
indem nicht-zul3ssige Zuweisungen mit hohen Strafkosten belegt werden. Optimal arbeiten-
de Losungsverfahren werden solche Zuweisungen dann nicht verwenden. Werden eigentlich
nicht unterstiitzte Spezialitdten wie in diesem Beispiel liber die Zielfunktion modelliert, kann
es allerdings bei Heuristiken dazu fiihren, dass diese eine eigentlich unzuldssige Lésung pro-
duzieren. Ferner ist es hdufig so, dass einen direkte Unterstiitzung von Spezialitaten, sofern
moglich, zu deutlich effizienteren Algorithmen fiihrt.

Wie der nun folgende Satz zeigt, reicht es aus, ein Losungsverfahren fiir das zyklische Flot-
tenzuweisungsproblem zu besitzen. Die azyklischen Varianten Acl und Ac2 lassen sich sehr
effizient auf den zyklischen Fall reduzieren. Moglich ist dies auch fir die azyklische Variante
Ac0. Allerdings bendtigt man hier eine zusatzliche Flotte.

Satz 4.1. Es gilt:

1. FAP(Opt, Ac2, f,*) =, FAP(Opt, Acl, f, ) <, FAP(Opt, AcO, f,*)
2. FAP(Opt, Ac2, f,x) =, FAP(Opt, Acl, f,*) <, FAP(Opt,Cy, f,*)

3. FAP(Opt, Ac0, f,*) <, FAP(Opt,Cy, f + 1,%)
.<," steht dabei fiir ,(einfach) in polynomieller Zeit reduzierbar”.

Beweis. Wir werden in diesem Beweis hiufig Legs verwenden, die nur von einer Auswahl
der Flotten bedient werden konnen. Unterstiitzt die betrachtete Problemklasse dies nicht
direkt, l3sst sich dies, wie weiter oben beschrieben, iiber die Zielfunktion simulieren. Fiir eine
azyklische Flottenzuweisungsinstanz sei 1" die spateste Ankunftszeit aller Legs.
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FAP(Opt, Ac2, f,*) <, FAP(Opt, Acl, f, *):

Wir fiihren einen zusatzlichen Flughafen XY Z ein. Fiir jeden Flughafen s und jede Flotte f
starten von Flughafen s zum Zeitpunkt T insgesamt N¢ , Legs zum Flughafen XY Z, die nur
von Flotte f bedient werden diirfen. Die Blockzeit aller dieser Legs sei 1. Wir kdnnen nun
die Flugzeugverteilung zum Periodenende weglassen, da nach Konstruktion sichergestellt ist,
dass sich nun am Periodenende alle Flugzeuge auf Flughafen XY Z befinden miissen und

vorher in der passenden Anzahl N¢ , von den jeweiligen Flughdfen gekommen sind.

FAP(Opt, Acl, f,*) <, FAP(Opt, Ac2, f, x):

Wir beschreiben hier nur den Fall, dass fiir eine Instanz aus FAP(Opt, Acl, f, %) die Vertei-
lung der Flugzeuge zu Periodenbeginn vorgegeben ist. Der Fall, bei dem die Verteilung am
Periodenende vorgegeben ist, verlauft dhnlich.

Mit der Verteilung der Flugzeuge zu Periodenbeginn ist fiir eine Instanz auch bekannt, wie
viele Flugzeuge sich am Ende der Planungsperiode auf jedem Flughafen befinden.! Auf einem
Flughafen s mit D, startenden und A, ankommenden Legs miissen sich bei einer zuldssigen
Flottenzuweisung am Periodenende

b
E,=Y N!;+A,—D,
fer

Flugzeuge auf Flughafen s aufhalten.

Wir fiihren nun einen neuen Flughafen XY Z ein. Von jedem Flughafen s starten zum
Zeitpunkt T insgesamt E neue Legs zum Flughafen XY Z mit Blockzeit 1. Damit wird
offensichtlich sichergestellt, dass eine zuldssige Zuweisung der transformierten Instanz die
Flugzeuge aller Flotten zum Periodenende auf Flughafen XY Z versammelt, und wir kdnnen
die Verteilung der Flugzeuge zum Periodenende angeben:

Niyzy =D Ny
seES
FAP(Opt, Acl, f,x) <, FAP(Opt, AcO, f, *):

Wir verfahren hier analog zu dem Fall FAP(Opt, Ac2, f, %) <, FAP(Opt, Acl, f,*), um die
Verteilung der Flugzeuge am Periodenende zu eliminieren. Die Gesamtflugzeuganzahl der
einzelnen Flotten berechnet sich wie folgt:

Np=) Ny
seS
FAP(Opt, Ac2, f,*) <, FAP(Opt, Cy, f, *):

Wir eliminieren die Verteilung der Flugzeuge zu Periodenbeginn und zum Periodenende wie im
Fall FAP(Opt, Ac2, f,x) <, FAP(Opt, Acl, f,*) und benutzen in beiden Fallen den selben
zusatzlichen Flughafen XY Z. Die Gesamtflugzeuganzahl der einzelnen Flotten berechnet

1 Nur die Gesamtanzahl iiber alle Flotte ist bekannt!
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sich durch Ny = > o N¢ ;. Jeder Flughafen ist nun balanciert und auf Flughafen XY Z
miissen sich sowohl zum Periodenbeginn als auch zum Periodenende alle Flugzeuge aufhalten.
Damit ist jede zuldssige Losung auch automatisch zyklisch und wir kdnnen die Periodenliange
7T der zyklischen Instanz auf T + 2 festsetzen.

FAP(Opt, AcO, f,*) <, FAP(Opt, Cy, f + 1, %):

Das Problem hier ist, dass wir fiir die einzelnen Flughafen nicht wissen, wie viele Flugzeuge
dort insgesamt zum Periodenanfang bzw. -ende warten. Die zyklische Instanz muss in der
Lage sein, geniigend Flugzeuge auf allen Flughdfen zur Verfiigung zu stellen, ohne genau zu
wissen wie viele das sind.

Dazu fiihren wir wieder einen zusitzlichen Flughafen XY 7 ein, von dem fiir jeden Flughafen
s zu Periodenbeginn D, Legs nach s aufbrechen. Zum Periodenende kommen von jedem
Flughafen s A, Legs nach XY Z zuriick. D, und A, bezeichnen dabei wieder die Anzahl
an Starts bzw. Landungen, die auf Flughafen s stattfinden. Im worst-case bendtigt jedes
startenden Leg ein eigenes Flugzeug, so dass die so zur Verfiigung gestellten neuen Legs
ausreichen, um geniigend Flugzeuge auf jedem Flughafen zur Verfiigung zu stellen. Damit
starten und landen auf XY Z jeweils |£| Legs und alle Flughdfen sind balanciert.

Nicht alle neuen Legs kénnen aber von den verfiigbaren Flugzeugen gleichzeitig bedient wer-
den. Daher fiihren wir eine zusatzliche Flotte mit | £| vielen Flugzeugen ein, die ausschlieRlich
die neu hinzugefiigten Legs bedienen kann. Eigentlich nicht benétigte neue Legs werden von
der neuen Flotte bedient, die ansonsten den restlichen Flugplan nicht weiter beeinflussen
kann.

Es ist nun nicht schwer zu zeigen, dass die transformierte zyklische Instanz genau dann
eine Losung mit Gewinn G besitzt, wenn dies auch fiir die azyklische Ursprungsinstanz zu-
trifft. Dabei sind die Flottenzuweisungen der beiden Losungen beziiglich des urspriinglichen
Flugplans identisch. ]

Bemerkung 4.2. Nach den Ergebnissen aus Kapitel 3 ist klar, dass FAP(Opt,t, f,*) =,
FAP(Opt,t', f', ') firt,t' € {Cy, Ac, Ac0, Acl, Ac2} und f, f' > 3 gilt, da all diese Klassen
NP-vollstindig sind. Allerdings sind die dafiir notwendigen Reduktionen sehr wahrscheinlich
nicht so einfach wie die aus Satz 4.1.

4.2 Time Space Network

Liegt fiir eine Problemklasse P eine Formulierung als (gemischt-ganzzahliges) lineares Pro-
gramm vor, liefern die etablierten Lésungsverfahren der linearen bzw. ganzzahligen linearen
Programmierung direkt ein exaktes Losungsverfahren fiir P. In Kapitel 2 haben wir das
Flottenzuweisungsproblem mittels ganzzahliger linearer Programme (Modelle 2.4 und 2.7)
definiert, so dass wir damit prinzipiell bereits ein Loésungsverfahren fiir das Flottenzuwei-
sungsproblem angegeben haben. Allerdings haben wir bereits in Kapitel 2 angemerkt, dass
sich diese Modelle wegen ihrer Grole in der Praxis nicht bewahrt haben.

Fiir eine etwas eingeschranktere Klasse von Flottenzuweisungsproblemen definieren wir in
diesem Abschnitt nun ein weiteres gemischt-ganzzahliges lineares Modell. Dabei darf das
Flottenzuweisungsproblem
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e keine verbindungsabhingigen Mindestbodenzeiten und

e keine verbindungsabhingigen Gewinne

beinhalten. Daraus folgt, dass die Ankunftszeit eines Legs nur von der Flotte abhingig ist,
die dieses Leg bedient (und nicht auch noch vom Folgeleg). In Abschnitt 4.5 stellen wir ein
von uns neu entwickeltes Modell vor, das auch verbindungsabhédngige Mindestbodenzeiten
und verbindungsabhdngige Gewinne unterstiitzt.

Das im Folgenden beschriebene Modell, das so genannte Time Space Network Modell, ist in
[Hane et al., 1995] fiir zyklische Flottenzuweisungsprobleme eingefiihrt worden und kann als
das in der Praxis am haufigsten eingesetzte Verfahren zur Flottenzuweisung im Flugverkehr
angesehen werden. Wie bei den Connection Network Modellen aus Kapitel 2 handelt es sich
bei dem Time Space Network Modell um die IP-Formulierung eines erweiterten ganzzahligen
(Mehrgiiter-)Flussproblems.

4.2.1 Zyklisches Modell

Das dem Modell zugrunde liegende gerichtete Flussnetzwerk G = (V, E'), Time Space Net-
work genannt, besteht aus folgenden Knoten:

V={(s{.ft};) eSXFx[TI|leLAf€EF}U
{(s}. fi 1) €eSXFX[TI|IE€LAfEF}

Bei V' handelt es sich um die Menge aller méglichen Flugereignisse, die in einer Flottenzu-
weisung auftreten kdnnen. Ein Flugereignis (s, f,t) € S x F x [T] beschreibt dabei den
Zeitpunkt ¢ eines moglichen Starts oder einer moglichen Ankunft auf Flughafen s von einem
Flugzeug der Flotte f.

Zu einem Ereignis v € V' definieren wir wie folgt die zu diesem Ereignis gehdrenden ankom-
menden (£2) und abfliegenden (£¢) Leg-Flotten-Kombinationen:

Lo = {(l,f) ELXF|v= (sf,f,tﬁf)}
L= {(l,f) ELXF|v= (sfl,f,tfff)}

Wir partitionieren die Knotenmenge in Teilmengen von Ereignissen, die auf dem selben Flug-
hafen s € S fiir die selbe Flotte f € F stattfinden:

Vg =V {s} x{f} x[T]

Seien {vp, ..., v,—1} = Vs s die Knoten von V; ; aufsteigend sortiert nach den Ereigniszeit-
punkten. Wir definieren zu jedem Knoten v = v; € V ; seinen Vorgdnger v~ = v(i_1) mod n €
V;,¢ und seinen Nachfolger v* = v(;11) moan € Vss. Ferner bezeichnen wir mit vg}n = 7
das friihste Ereignis in V; ; und mit v = v, das spateste Ereignis.
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Flughafen Periodenende schneidende Kante Periodenende

------ Flugkante -----
(Leg)

V Bodenkanté

Abbildung 4.1: Ausschnitt aus einem Time Space Network (fiir eine Flotte f). Die fetten
Kanten markieren einen moglichen Flugzeugumlauf.

Die Kantenmenge F des Time Space Networks

E={((s{, 1), (s, frtip)) [ L€ LA f e Fi}U
{(v,v")|veV}

besteht aus zwei Arten von Kanten. Die erste Art wird Flugkanten genannt, und verbindet das
Startereignis eines Legs [, wenn es von Flotte f bedient wird, mit seinem Ankunftsereignis.
Die zweite Art von Kanten sind die Bodenkanten, die die Ereignisse jeder V; ;-Teilmenge
zyklisch miteinander verbinden.

Abbildung 4.1 zeigt den Ausschnitt eines Time Space Networks fiir eine Flotte f. Fiir jede
weitere Flotte kommt ein dhnliches Netzwerk zum Gesamtnetzwerk hinzu. Wegen unter-
schiedlicher Start- und Blockzeiten und etwaigen Flotteneinschrankungen an Legs kdnnen
sich die Teilnetzwerke der einzelnen Flotten topologisch durchaus voneinander unterschei-
den.

Die Giiter, die im Time Space Network verschickt werden kdnnen, reprasentieren die Flugzeu-
ge der einzelnen Flotten. Ein Fluss von 1 auf einer Flugkante symbolisiert, dass das zugehdrige
Leg von der zugehérigen Flotte bedient wird. Bodenkanten iiberfiihren auf einem Flughafen
ankommende Flugzeuge zu ihrem ndchsten Abflugereignis. Da sich auf einem Flughafen zu
einem Zeitpunkt mehrere Flugzeuge aufhalten diirfen, ist die Kapazitdt der Bodenkanten
unbeschrankt.

Eine Konsequenz daraus ist, dass ein Time Space Network Modell keine Verkniipfung zwi-
schen ankommenden und abfliegenden Legs berechnet. Wenn iiber eine Bodenkante ein Fluss
von zwei flieRt und am Endknoten ein Flugzeug den Flughafen verldsst, legt das Time Space
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Network Modell nicht fest, welches der beiden Flugzeuge starten soll. Bodenkanten anony-
misieren daher auf einem Flughafen ankommende Flugzeuge.

Die Anzahl der durch einen Fluss im Time Space Network verbrauchten Flugzeuge bestimmen
wir wie im Fall des Connection Networks, indem wir den Gesamtfluss je Flotte iiber einen
Schnitt zum Periodenbeginn messen. Dazu definieren wir fiir jede Flotte f € F

vt = Jloy
seS

als die Menge der friihsten Ereignisse einer Flotte. Bodenkanten zu Vorgédngern dieser Ereig-
nisse fiihren tiber den Schnitt am Periodenanfang. Ferner verbraucht ein Leg [ € £, wenn es
von Flotte f € F; bedient wird, dhnlich wie im Connection Network

b+ + u
Ay = {—l,f Tgth + p(t;i,fatl,f)

viele Flugzeuge.

Das Modell verwendet zwei Klassen von Variablen, die den Fluss auf den Kanten des Time
Space Networks reprasentieren:

Yy Boolsche Variable, die anzeigt, ob das Leg [ von einem Flugzeug der Flotte
f € F bedient werden soll (y, s = 1) oder nicht (y, s = 0)

Zpo+ Anzahl zwischen den Ereignissen v = (s, f,t) und v auf dem Flughafen
s wartenden Flugzeuge von Flotte f

Das zyklische Flottenzuweisungsproblem ldsst sich damit wie folgt formulieren:

Modell 4.3 (Zyklisches Time Space Network).

Maximiere Z Z YUNINi (41)

€L fEF;
unter den Nebenbedingungen
> uy=1 Vier (4.2)
fer
Z Yif — Z Yif + Zy=w T Rypt = 0 YveV (43)
(L.Hecs (L.fecd
D Ayt Y aew SN VfeF (4.4)
lel:feF verA
.y €{0,1} VieL, fekF (4.5)
2yt € Ny YoeV (4.6)

Die Zielfunktion (4.1) maximiert den Gesamtgewinn der Flottenzuweisung. Die Gleichun-
gen (4.2) garantieren, dass jedes Leg von genau einer Flotte bedient wird. Hieriiber werden
die aus Graphensicht unabhdngigen Teilnetzwerke je Flotte miteinander gekoppelt. Die Glei-
chungen (4.3) sind die normalen Flusserhaltungsgleichungen fiir jedes Ereignis.
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Die Ungleichungen (4.4) beschrénken fiir jede Flotte die Anzahl verwendeter Flugzeuge. Dazu
wird fiir jede Flotte der Gesamtfluss ,iber einen Schnitt zum Zeitpunkt Null” bestimmt.
Dieser setzt sich aus den sich zu diesem Zeitpunkt in der Luft befindlichen Flugzeugen
(erste Summe) und den auf den einzelnen Flughifen wartenden Flugzeugen (zweite Summe)
zusammen.

Die Bedingungen (4.5) definieren die verwendeten Flugkanten-Variablen als Boolsch und die
Bedingungen (4.6) definieren die Bodenkanten-Variablen als nicht-negativ. Alternativ zu den
Bedingungen (4.6) reicht es dabei, die Bodenkanten-Variablen als

Zowt >0 Yo eV (4.7)

zu definieren, da etwaige fraktionale Anteile nur Teil eines zyklischen fraktionalen Flusses
auf den Bodenkanten eines Flughafens sein kdnnen. Ein solcher Teilfluss verbraucht aber
nur entsprechend viele Flugzeuge und stért die eigentliche Flottenzuweisung an Legs nicht
weiter.

Die Menge der Flugereignisse V' hat eine GroRe kleiner gleich 2|L|-|F|, da jedes Leg-Flotten-
Paar zu zwei Ereignissen gehort. Entsprechend viele Bodenkanten gibt es. In Abschnitt 4.7.2
werden wir zeigen, dass sich diese Anzahl durch ein einfaches Preprocessing immer mindestens
zu |L] - |F| machen lasst. Daraus folgt:

Beobachtung 4.4 (GroRe des Time Space Network Modells). Eine Flottenzuweisungsin-
stanz mit Legmenge L und Flottenmenge F erzeugt ein Time Space Network Modell mit

O(|F| - |L|) vielen Variablen und O(|F| - |L|) Nebenbedingungen. Offensichtlich lasst sich
ein entsprechendes Modell in polynomieller Zeit erzeugen.

Der groRe Vorteil des Time Space Network Modells im Vergleich zum Connection Network
Modell ist, dass seine Variablenanzahl nur linear mit der Leg- und Flottenanzahl wachst. Dies
macht das Modell selbst fiir groRe Instanzen mit tausenden von Legs I6sbar.

4.2.2 Azyklisches Modell

Das Time Space Network Modell von [Hane et al., 1995] Iasst sich einfach an das azyklische
Flottenzuweisungsproblem anpassen:

e Die Knotenmenge im zugrunde liegenden Flussnetzwerk bleibt unverdndert.

e Aus der Kantenmenge werden all die Bodenkanten entfernt, die den Periodenbeginn
enthalten, das heift, alle Kanten (v#,v") (s € S, f € F).

e Der Vorganger des frithsten Ereignisses eines jeden Flughafens wird auf das Hilfsereignis
* gesetzt: (vI'f')” = *

e Der Nachfolger des spatesten Ereignisses eines jeden Flughafens wird ebenfalls auf das
Hilfsereignis * gesetzt: (vI")" = *

Das azyklische Time Space Network Modell Idsst sich damit wie folgt formulieren:
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Modell 4.5 (Azyklisches Time Space Network).

Maximiere Z Z DLfYLf (4.8)

IeL feF
unter den Nebenbedingungen

=1 VieLl (4.9)

feF
Z Yif — Z Yir + zp-p — Zypt =0 YveV (4.10)

(L.)eLy (L.fecs

>z <Ny VfeF (4.11)

UGVfA
Yf € {0, 1} Vie L, feF (4.12)
2yt € No YoeV (4.13)
Zen € INo Yu € U VfA (4.14)

fer

Das zyklische und das azyklische Time Space Network Modell unterscheiden sich praktisch
nur in den Ungleichungen (4.11). Im azyklischen Modell wird hier einfach nur der Fluss in je-
den Flughafen aufsummiert, da sich im azyklischen Fall zum Periodenbeginn keine Flugzeuge
in der Luft befinden kénnen.

Durch eine passende Fixierung der z,,- bzw. z, .-Variablen lassen sich alternativ zu den
Ungleichungen (4.11) die Flugzeugverteilungen der Flotten auf den einzelnen Flughifen zu
Periodenbeginn bzw. zum Periodenende vorgeben.

4.3 Lokale Suche Heuristiken

In diesem Abschnitt prasentieren wir von uns entwickelte Lokale Suche Heuristiken fiir das
Flottenzuweisungsproblem: ein Hill Climbing Verfahren und ein Simulated Annealing Verfah-
ren. Beide Algorithmen verwenden dabei dieselbe Nachbarschaft.

Die Verfahren werden seit einigen Jahren von mehr als zehn internationalen Fluggesellschaften
fur ihre Flotteneinsatzplanung verwendet. Dabei haben sie sich auch in der Praxis bewshrt,
indem sie zuverlassig profitable Flottenzuweisungen in kurzer Zeit berechnen konnten.

Die in Abschnitt 4.3.1 beschriebene Nachbarschaft spielt dabei die zentrale Rolle fiir die
Heuristiken. Im Vergleich zu vielen anderen Optimierungsproblemen ist es beim Flottenzu-
weisungsproblem bereits schwierig,? iiberhaupt eine zulissige Lésung zu finden. Auch das fiir
eine Lokale Suche Heuristik essentielle Andern einer existierenden L&sung fiihrt beim Flot-
tenzuweisungsproblem leicht dazu, dass die neue L&sung unzuldssig wird. Daher ist die hier
zum Einsatz kommenden Nachbarschaft recht komplex, vor allem im Vergleich zu anderen

2 genauer gesagt NP-vollstindig, siehe Kapitel 3
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Optimierungsproblemen wie dem Traveling Salesman Problem, aber dennoch effizient. Unse-
re Nachbarschaft garantiert, dass eine zuldssige Losung beim Nachbarschaftsiibergang nicht
unzuldssig wird, und ist auf der anderen Seite ausdrucksvoll genug, um den L&sungsraum
effektiv durchsuchen zu kdnnen.

Wie auch schon das in Abschnitt 4.2 vorgestellte Time Space Network Modell unterstiitzen
unsere Heuristiken nicht alle Besonderheiten des in Kapitel 2 definierten Flottenzuweisungs-
problems. Es darf

keine verbindungsabhangigen Mindestbodenzeiten,

keine verbindungsabhingigen Gewinne,

keine flottenabhangigen Startzeiten und

keine Block- und Mindestbodenzeiten, die langer als die Planungsperiode sind,

beinhalten. Flottenabhdngige Startzeiten und lange Block- und Mindestbodenzeiten treten
bei Flottenzuweisungsproblemen in der Praxis sehr selten auf. Damit kdnnen die hier be-
schriebenen Heuristiken aus Praxissicht dieselben Probleminstanzen optimieren, wie das Ti-
me Space Network Modell aus Abschnitt 4.2. Wie man die Heuristiken erweitert, um verbin-
dungsabhdngige Mindestbodenzeiten zu unterstiitzen, beschreiben wir in Abschnitt 4.5.

Eine wichtige Einschrankung unserer Heuristiken ist, dass
e ecine zulassige Flottenzuweisung fiir die Eingabeinstanz

bekannt sein muss.® Je nach Anwendungsfall ist diese Einschriankung unproblematisch bis
nicht-akzeptabel. In der strategischen Planung wird halbjihrlich die grobe Flotteneinsatzpla-
nung fiir die ndchste Saison durchgefiihrt. Dabei dndern sich die Flugplane fiir die betrach-
teten Standardplanungsperioden typischerweise von Mal zu Mal kaum. In diesem Fall kann
man also auf die Lésung der vorherigen Planungsperiode zuriickgreifen. Auf der anderen Sei-
te muss im Stérungsmanagement auf unvorhergesehene Situationen reagiert werden, die die
aktuelle Planung tber den Haufen werfen. Hier ist hdufig keine zuldssige Lésung bekannt, da
die Hauptaufgabe des Stérungsmanagements gerade das Wiederherstellen eines zul3ssigen
Plans ist.

Ein groler Vorteil von Heuristiken im Allgemeinen ist, dass sie meistens nicht darauf ange-
wiesen sind, dass sich die zu I6sende Problemstellung gut linearisieren l3sst, also in Form von
linearen Ungleichungen und einer linearen Zielfunktion ausdriicken Idsst. In Abschnitt 4.6 und
Kapitel 6 siecht man, dass hier unsere Heuristiken linearen Programmen iiberlegen sind.

Wir beschreiben im Folgenden nur die Vorgehensweise fiir zyklische Flottenzuweisungsproble-
me. Die Verfahren sind aber auch fiir die azyklischen Varianten angepasst und implementiert
worden. Die Details sind eher technischer Natur und werden in dieser Arbeit daher nicht
beschrieben.

3 Die Flugzeuganzahlen diirfen dabei durchaus iiberschritten werden. Allerdings garantieren die Verfahren
dann nicht, dass sie {iberhaupt eine zuldssige Ldsung zuriickliefern.
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4.3.1 Swap-Change-Nachbarschaft

Das Verandern einer Losung eines Flottenzuweisungsproblems geschieht dadurch, dass die
Flottenzuweisung von einigen Legs verdndert wird. Beim Verdandern einer gegebenen zuldssi-
gen Losung fiir das zyklische Flottenzuweisungsproblem miissen dabei zwei Punkte besonders
beachtet werden:

e Die neue Losung muss weiterhin beziiglich der Starts und Landungen der einzelnen
Flotten auf den Flugh&fen balanciert sein.

e Die vorgegebenen Flugzeuganzahlen je Flotte diirfen nicht tiberschritten werden.

Dies sind die beiden zentralen Eigenschaften, die die Komplexitat des Flottenzuweisungspro-
blems ausmachen.

4.3.1.1 Balanciertheit

Das Andern der Flottenzuweisung nur eines Legs fiihrt automatisch dazu, dass die neue Zu-
weisung unbalanciert ist. Also muss bei einem Nachbarschaftiibergang die Flottenzuweisung
fir eine Menge von Legs gedndert werden, um die Zuladssigkeit zu erhalten. Wir definieren
dazu den Begriff der Legfolge.

Definition 4.6 (Legfolge). Gegeben sei eine zuldssige Zuweisung z : L — F, auch aktuelle
Losung genannt, einer Flottenzuweisungsinstanz.

Eine nicht-leere Folge von Legs F' = (ly,...,l,), l; € L, heilt Legfolge (mit n Legs), wenn
gilt:

li # 1 Vi j
Z(lz) = Z(lj) VZ,j S {1,,71}
sizsiﬂ Vie{l,...,n—1}

Wir definieren |F| = n als die Linge der Legfolge, s% = sfl als den Startflughafen der
Legfolge und 5§ = si als deren Zielflughafen. F; = I; bezeichnet das i-te Leg der Legfolge
und z(F) = z(ly) die der Legfolge zugewiesene Flotte.

Die Legfolge heit balanciert, wenn s = s gilt.

Mit dem Zuweisen einer Flotte f an eine Legfolge F' bezeichnen wir Vorgang, die Flotten-
zuweisung aller Legs der Legfolge auf [ zu dndern.

Beobachtung 4.7. Durch das Zuweisen einer neuen Flotte [ an eine Legfolge F' ist garan-
tiert, dass auf allen Flughaten bis auf den Start- und Zielflughafen der Legfolge die flotten-
weise Balancierung der Zuweisung erhalten bleibt.

Die Nachbarschaft unserer Heuristiken ist durch zwei Arten von Nachbarschaftiibergangen
definiert. Der eine Ubergang weist einer balancierten Legfolge eine neue Flotte zu und wird
Change-Ubergang genannt. Der zweite Ubergang tauscht die Flottenzuweisung zweier Leg-
folgen gegeneinander aus und wird Swap-Ubergang genannt.
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Abbildung 4.2: Change-Ubergang

Change-Ubergang Sind bei einer Legfolge F' der Start- und Zielflughafen identisch
(s4 = s%), so heilt die Legfolge balanciert. Dieser Flughafen wird auch kurz der Flughafen
der (balancierten) Legfolge F' genannt.

Weist man nun einer balancierten Legfolge eine neue Flotte zu, so bleibt die Balanciertheit
des Flugplans erhalten; auf dem Startflughafen der Legfolge, der gleichzeitig auch der Ziel-
flughafen ist, wird bei der alten Flotte ein Start und eine Landung geldscht, die bei der neuen
Flotte hinzukommen.

Die Zuweisung einer neuen Flotte an eine balancierte Legfolge wird als Change bezeichnet
(Abbildung 4.2). Ein Change ist der eine Typ von Nachbarschaftsoperation, der in den hier
beschriebenen Lokale Suche Algorithmen verwendet wird.

Swap-Ubergang Der andere Typ von verwendeter Nachbarschaftsoperation benutzt zwei
Legfolgen F' und G, deren Flotten ausgetauscht werden, d.h. der Legfolge F' wird die Flot-
te z(G) von Legfolge G und der Legfolge G wird Flotte z(F') zugewiesen. Damit dieser
Austausch etwas bewirkt, sollte selbstverstandlich z(F') # z(G) gelten.

Um bei diesem Austausch die Balanciertheit des Flugplans zu erhalten, miissen die Legfolgen
F und G ferner folgendes erfiillen:

5% = s, und sp = s&
Die Startflughéfen der Legfolgen miissen, ebenso wie die Zielflughdfen, gleich sein. £ und G
bilden dann ein balanciertes Legfolgenpaar.

Durch den Austausch wird auf dem Startflughafen fiir Flotte z(F') der Start von Legfolge F'
geldscht, dafiir kommt der Start von Legfolge G hinzu; der Flughafen bleibt balanciert. Der
Zielflughafen verliert fiir Flotte z(F') die Landung von Legfolge ' und bekommt dafiir die
Landung von Folge G, bleibt also ebenfalls balanciert. Analog gilt dieses fiir den Start- und
Zielflughafen fiir Flotte z(G).

Diese Nachbarschaftsoperation, der Austausch der Flotten eines balancierten Legfolgenpaars,
wird von nun an als Swap bezeichnet. Abbildung 4.3 stellt den Verlauf eines Swaps nochmals
schematisch dar.
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Abbildung 4.3: Swap-Ubergang

4.3.1.2 Flugzeuganzahl

Die vorgestellten Nachbarschaftsiibergdnge Swap und Change stellen bisher nur sicher, dass
durch ihre Anwendung die Balanciertheit einer zuldssigen Losung nicht verletzt wird. Dabei
sicherzustellen, dass auch die vorgegebenen Flugzeuganzahlen eingehalten werden, ist auf-
wendiger. Der Trick dabei ist, dass man Legfolgen effizient derart konstruieren kann, dass
durch das Zuweisen einer neuen Flotte an eine Legfolge auf jedem von der Legfolge besuch-
ten Flughafen keine zusatzlichen Flugzeuge der beiden betroffenden Flotten warten miissen.
Damit kann sich die Gesamtflugzeuganzahl je Flotte nicht erhdhen, und eine zuldssige Zu-
weisung bleibt durch einen Change- bzw. Swap-Ubergang zulissig.

Wir beschreiben hier zuerst nur, wie die bendtigte Flugzeuganzahl einer Zuweisung von den
Heuristiken bestimmt wird. Die Details, wie diese Informationen auch dazu genutzt werden
konnen, um bei der Generierung von Legfolgen sicher zu stellen, dass diese keine zusatzlichen
Flugzeuge im Fall einer Neuzuweisung erfordern, ist im Detail in Abschnitt 4.4 beschrieben.

Wartefunktion, 0-Zonen und Inseln Die von einer aktuellen Lésung bendtigten Flug-
zeuge der einzelnen Flotten werden wie in Abschnitt 3.3.1 beschrieben mittels der Warte-
funktion bestimmt. Dariiber hinaus fasst die Wartefunktion die Legs eines Flughafen/Flotten-
Paars zu Gruppen, den so genannten Inseln, zusammen; alle Legs einer Insel miissen unbe-
dingt untereinander rotationell verkniipft werden, um mit der minimalen Flugzeuganzahl
auszukommen ([Gertsbach and Gurevich, 1977]). Zuerst definieren wir dafiir:

Definition 4.8 (0-Zone). Sei W/ eine Wartefunktion. Die gréBtméglichen Intervalle [w’, wk,)
in denen die Funktion W;(t) = 0,t € [wk,wk) ist und fiir die wihrend der Zeit (wf,w')
keine Starts und Landungen erfolgen, heifen 0-Zonen. |W/| stehe fiir die Anzahl dieser In-
tervalle und sie seien mit k € {1,...,|W/|} derart nummeriert, dass w% < w& fiir k < 1
gilt.
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Wahrend dieser 0-Zonen stehen auf dem Flughafen also keine Flugzeuge zur Verfiigung, und
es finden keine Flugereignisse statt. Da jede Wartefunktion mindestens einmal den Wert Null
annimmt, existiert fiir jede Wartefunktion mindestens eine 0-Zone.

Definition 4.9 (Insel). Sei W/ eine Wartefunktion mit |W/| 0-Zonen [w%, wk,). Die |W/|

w{ . .
Intervalle [w, w?), [w%, wd), ..., W1 wL] zwischen den 0-Zonen heifen Inseln.

Im folgenden werden ein paar offensichtliche Eigenschaften von Inseln aufgefiihrt. Sei [ig, ig]
eine Insel der Wartefunktion W/:

e Jedes Flugereignis eines balancierten Flugplans kann genau einer Insel zugeordnet wer-
den, zu der es gehort.

e Esgilt W/(t) > 0 fiir t € [ig,ig), das heilt, wihrend einer Insel steht mindestens ein
Flugzeug von Flotte f auf Flughafen s zur Verfiigung.

e Zum Beginn der Insel (Zeitpunkt ig) landet (mindestens) ein Flugzeug von Flotte f
auf Flughafen s.

e Zum Zeitpunkt ip startet (mindestens) ein Flugzeug.

e Fiir zyklische Flottenzuweisungsprobleme gehdren zu einer Insel genausoviele Start- wie
Landeereignisse, die Insel ist also balanciert.

Im azyklischen Fall gilt dies fiir alle Inseln bis auf die zeitlich erste und letzte Insel.
Wenn zu Periodenbeginn bzw. zum Periodenende Flugzeuge auf dem Flughafen warten,
sind die zugehdrigen Inseln an der Periodengrenzen nicht balanciert.

Es kann auf einem Flughafen zu einer so genannten entarteten Insel kommen. Ist der Lan-
dezeitpunkt tq eines Legs identisch mit dem Startzeitpunkt eines anderen und fallen beide
Ereignisse in eine Phase, zu der kein Flugzeug auf dem Flughafen verfigbar ist, bleibt die
Wartefunktion zum Zeitpunkt ¢, gleich Null. Trotzdem entsteht eine Insel [tg, o], eine ent-
artete Insel mit Dauer Null.

Abbildung 4.4 zeigt die Starts und Landungen einer Flotte f auf Flughafen XY Z und die
zugehdrige Wartefunktion. Desweiteren sind die resultierenden 0-Zonen und Inseln dargestellt.

4.3.1.3 Generieren eines Nachbarschaftsiibergangs

Sowohl Swaps als auch Changes bedienen sich Legfolgen, deren Flottenzuweisung gedndert
wird. Diese Legfolgen werden mittels einer eingeschrankten Tiefensuche generiert, Dies ge-
schieht dynamisch wihrend der Suche nach einem Nachbarn im Lokale Suche Optimierer.
Ausgangspunkt fiir die Generierung einer Legfolge ist dabei immer ein Leg [ und eine Flotte
f. List das erste Leg der zu generierenden Legfolge F' und f ist die neue Flotte, die der
Legfolge zugewiesen werden soll. In einer eingeschrankten Tiefensuche wird F' schrittweise
um passende Legs erweitert, bis eine Legfolge gefunden wird, die die Anforderungen an einen
Change- bzw. Swap-Ubergang erfiillt.

Auch hierzu finden sich die Details im Abschnitt 4.4.1.5.
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Abbildung 4.4: Wartefunktion, 0-Zonen und Inseln

4.3.2 Hill Climbing Heuristik

Der Hill Climbing Algorithmus ist einer der einfachsten Lokale Suche Algorithmen. Algorith-
mus 1 zeigt seine prinzipielle Vorgehensweise. Ausgehend von einer initialen Lésung durch-
sucht der Algorithmus die Nachbarschaft der aktuellen Ldsung nach einer mit besserem
Gewinnwert. Findet er eine solche, so wird diese zur neuen aktuellen Losung, ansonsten wird
der Algorithmus beendet.

Algorithmus 1 Hill Climbing Algorithmus

1. S = initiale Ldsung

2: while es gibt Nachbarn S,,.,, von S mit P(Sye,) > P(S) do
3: S = Shew

4; return S

Offensichtlich ist die von einem Hill Climbing Algorithmus generierte Lésung ein lokales
Optimum. Die Folge der aktuellen L&sungen hat einen monoton steigenden Gewinnwert und
endet in einem lokalen Maximum (oder ,Gipfel), daher der Name Hill Climber.

Es gibt zwei Varianten des Hill Climbing Algorithmus, die sich darin unterscheiden, welche
bessere Lésung aus der Nachbarschaft der aktuellen Lésung ausgewahlt wird:

e die erste im Verlauf der Suche gefundenen bessere Nachbarlésung

e die Nachbarlsung mit dem besten Gewinnwert

Da die Nachbarschaft einer Lésung zumeist sehr groB ist, mithin die komplette Durchsu-
chung lange dauert, wird meistens die erste Variante bevorzugt, da sie die geringere Laufzeit
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verspricht. Auch unser Hill Climbing Algorithmus fiir das Flottenzuweisungsproblem arbeitet
so. Dabei durchsucht er die Nachbarschaft der aktuellen Lésung zwar systematisch, aber in
zufélliger Reihenfolge (siehe Abschnitt 4.4.1.5).

Der groRe Vorteil des Hill Climbing Algorithmus liegt in seiner geringen Laufzeit, vor al-
lem im Vergleich zu Simulated Annealing oder Tabu Search Ansatzen, da zumeist nach
vergleichsweise wenigen Schritten ein lokales Maximum gefunden wird. Allerdings kann die
Lésungsqualitdt einer lokal-optimalen Losung beliebig schlecht sein und der Hill Climbing
Algorithmus ist damit sehr abhéngig von der verwendeten initialen Lésung.

4.3.3 Simulated Annealing Heuristik

Die unerwiinschte Eigenschaft des Hill Climbing Algorithmus, in einem schlechten lokalen
Optimum enden zu kdnnen, hat zu einer ganzen Reihe von Metaheuristiken (Tabu Search,
genetische Algorithmen, . . .) gefiihrt, die diesen Makel zu beheben versuchen. Um aus lokalen
Optima entkommen zu kénnen, lassen diese Verfahren auch Uberginge zu Nachbarn zu, die
einen schlechteren Gewinnwert besitzen.

Algorithmus 2 Simulated Annealing Algorithmus
1: S = initiale Lésung
2: T = Starttemperatur
3: repeat
4:  repeat
5 Snew = Nachbarlésung von S
6 A = P(Spew) - P(5)
7: if (A > 0 oderr < e7) then
8
9

S = Snew
until Gleichgewichtszustand erreicht
10:  Reduziere Temperatur T’
11: until keine Verbesserungen mehr erreichbar
12: return S

Eine dieser Metaheuristiken ist Simulated Annealing; es handelt sich dabei eher um eine ganze
Klasse von Algorithmen, die dem allgemeinen Schema von Algorithmus 2 folgen. Sie hat sich
einerseits in der Praxis bei einer groBen Anzahl von kombinatorischen Optimierungsproblemen
als Losungsheuristik bewadhrt, und ermdglicht andererseits durch ihre stochastischen Eigen-
schaften theoretische Aussagen iiber ihr Konvergenzverhalten [Hajek, 1985, Hajek, 1988].

Im Gegensatz zum Hill-Climber werden mit einer gewissen Wahrscheinlichkeit auch schlech-
tere Nachbarn akzeptiert. Die Wahrscheinlichkeit, mit der dieses passiert, hangt dabei zum
einen vom Malk der moglichen Verschlechterung und zum anderen von einem Steuerungspa-
rameter, genannt Temperatur, ab. Je groRer die Verschlechterung und je kleiner die Tempe-
ratur, desto geringer ist die Wahrscheinlichkeit, dass ein verschlechternder Nachbarschafts-
iibergang akzeptiert wird.

Der Algorithmus iteriert nun dieses Generieren, Akzeptieren bzw. Verwerfen von Ubergingen
und senkt dabei im Verlauf die Temperatur immer weiter ab. Dies hat zur Folge, dass zum
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Ende des Algorithmus fast nur noch verbessernde Uberginge akzeptiert werden. SchlieRlich
wird die letzte im Verlauf des Algorithmus gefundene Ldsung als Ergebnis zuriickgegeben.

Die verschiedenen Simulated Annealing Varianten unterscheiden sich ihrem Abkiihlungssche-
ma: der Art und Weise, wie die Temperatur festgesetzt und verdndert wird und wann die
einzelnen Schleifen des Simulated Annealing Algorithmus beendet werden.

In unserer Implementierung verwenden wir ein adaptives Abkiihlungsschema, das fiir Vehicle
Routing Problem in [Osman, 1993] entwickelt worden ist. Dabei wird sowohl die Starttem-
peratur als auch die Abkiihlungsgeschwindigkeit derart gewahlt, dass sehr gute Lésungen in
akzeptabler Zeit gefunden werden.

4.4 Details zur Swap-Change-Nachbarschaft

Hier beschreiben wir die Details zu der in Abschnitt 4.3 eingefiihrten Nachbarschaft, die von
den Lokale Suche Verfahren zur Flottenzuweisung verwendet wird. Abschnitt 4.4.1 kiimmert
sich ausfiihrlich um die Nachbarschaftsiibergdnge, wie sie generiert werden und welche Ei-
genschaften sie haben. Da durch die verwendete Nachbarschaft die Gesamtflugzeuganzahl
einer Losung kaum gezielt beeinflusst werden kann, widmet sich Abschnitt 4.4.2 Methoden,
die versuchen, Lésungen mit weniger Flugzeugen und unterschiedlicher Flottenauslastung zu
finden.

4.4.1 Nachbarschaft

Die Nachbarn einer aktuellen Lésung lassen sich in den in dieser Arbeit beschriebenen Heu-
ristiken durch die beiden in Abschnitt 4.3.1 beschriebenen Uberginge Change und Swap
erreichen; diese beiden Arten von Ubergingen erhalten dabei die Balanciertheit der Lésung.

Sowohl Swaps als auch Changes bedienen sich Legfolgen, deren Flottenzuweisung gedndert
wird. Diese Legfolgen werden mittels einer eingeschriankten Tiefensuche generiert. Dies ge-
schieht dynamisch wihrend der Suche nach einem Nachbarn im Lokale Suche Optimierer.

Generiert man diese Legfolgen mehr oder weniger zufillig, hat das zur Folge, dass die Nach-
barschaftsiibergdnge zwar die Balanciertheit erhalten, die Flugzeuganzahl aber meistens iiber-
schritten wird; man findet mit zufilligen Legfolgen nur sehr selten Uberginge, die zu einer
giiltigen Nachbarldsung fithren, einer Lésung, die auch die vorgegebene Flugzeuganzahl ein-
halt.

Da aber das Generieren einer Legfolge mittels Tiefensuche ein recht zeitaufwendiger Arbeits-
schritt ist und ein Lokale Suche Algorithmus eine groBe Anzahl an Nachbarschaftsiibergéngen
untersuchen muss, um gute Ldsungen zu finden, sollte man im Hinblick auf die Laufzeit des
Algorithmus am besten nur solche Uberginge erzeugen, die gewshrleisten, dass die Flugzeu-
ganzahl nicht verletzt wird.

Die Heuristiken verfolgen diesen Weg, indem sie zielgerichtet nur solche Uberginge erzeugen
(bzw. iiberhaupt erzeugen kdnnen), die die Flugzeuganzahl jeder Flotte der aktuellen Lésung
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nicht erhdht; verletzt die aktuelle Lésung die vorgegebene Flugzeuganzahl nicht, so gilt dies
auch nach einem Nachbarschaftsiibergang. Die Suche nach Ubergingen, insbesondere das
Generieren von passenden Legfolgen mittels Tiefensuche, wird durch diese Vorgabe kaum
erschwert sondern, im Gegenteil, beschleunigt, da sich aus der Vorgabe, keine Flugzeuge
zusatzlich benutzen zu wollen, Beschrankungen fiir die maximale Dauer von Legfolgen und
fiir mogliche Anschluss-Legs ableiten lassen, die den Suchbaum der Tiefensuche einschranken.

Allerdings ergibt sich hieraus auch eine unter Umstdnden unerwiinschte Eigenschaft der Nach-
barschaft: Benutzt eine aktuelle Lésung weniger Flugzeuge als vorgegeben, so tun dies auch
alle davon abgeleiteten Losungen. Ein einmal eingespartes Flugzeug wird (ohne zusatzliche
MaRnahmen) nie wieder reaktiviert, auch wenn sich dadurch hhere Gewinne erzielen lieRen.
In den meisten Fallen stellt diese Eigenschaft allerdings keine wirkliche Einschrankung dar,
da eingesparte Flugzeuge die Kosten senken und gerne als Reserve fiir kurzfristige Stérungen
im Flugplan bereitgehalten werden.

Abschnitt 4.4.1.1 beschreibt, wie man Legfolgen grundsatzlich konstruieren muss, damit sie
bei der Verwendung durch Swaps und Changes nicht zu einem Mehrverbrauch an Flugzeugen
fihren. Abschnitt 4.4.1.2 legt dar, welche speziellen zusétzlichen Anforderungen ein Change
an die verwendete balancierte Legfolge stellt und Abschnitt 4.4.1.3 tut dies fiir die bei einem
Swap involvierten Legfolgen. Abschnitt 4.4.1.4 beschreibt wie die Kostenianderung, die iiber
das Akzeptieren bzw. Verwerfen eines Ubergangs im SA-Algorithmus entscheidet, bestimmt
wird, und der letzte Abschnitt 4.4.1.5 geht auf die zuféllige Auswahl von Nachbarschafts-
iibergangen fiir die aktuelle Lésung ein.

4.4.1.1 Legfolgen

Die fiir die beiden Nachbarschaftsiibergangsarten Change und Swap benétigten Legfolgen
werden mit einer eingeschrankten Tiefensuche erzeugt. Dabei wird darauf geachtet, dass die
so konstruierten Legfolgen nicht zu einem Flugzeugmehrverbrauch auf den Zwischenstationen
fithren, wenn ihnen eine neue Flotte zugewiesen wird.

Eingeschrankte Tiefensuche Sowohl Changes als auch Swaps beruhen darauf, Legfol-
gen eine gednderte Flotte zuzuweisen. In beiden Fallen werden diese Legfolgen nach einem
gemeinsamen Prinzip, der eingeschrankten Tiefensuche, konstruiert. Die Tiefensuche unter-
liegt dabei einer Tiefenbeschrankung t,,.« und einer Gradbeschrankung gax.

Als Eingabedaten bekommt die Tiefensuche ein Leg [, dem eine Flotte e = z(l) (alte Flotte)
zugewiesen ist, und eine Flotte f # e vorgegeben; [ soll das erste Leg in der zu konstruie-
renden Legfolge sein und f stellt die neue Flotte dar, die an die Legfolge zugewiesen werden
soll.

Allgemein muss die konstruierte Legfolge dabei gewahrleisten, dass durch die Zuweisung der
neuen Flotte an sie keine zusitzlichen Flugzeuge auf den Zwischenstationen bendtigt werden,
sowohl fiir die alte als auch fir die neue Flotte. Weitere spezielle Anforderungen ergeben
sich aus der Art des Ubergangs (Change oder Swap) und werden in den entsprechenden
Abschnitten weiter unten beschrieben.
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Die Tiefensuche arbeitet rekursiv und bekommt in jedem Schritt eine Legfolge F' iibergeben.
Initial besteht diese Legfolge dabei nur aus dem vorgegebenen Leg [. Wahrend jedem Rekur-
sionsschritt wird die Legfolge um ein Leg erweitert. Die Vorgehensweise stellt sich wie folgt

dar:

e Erfiillt die Legfolge F' die (von dem Ubergang) an sie gestellten Bedingungen, merke
dir diese Legfolge und beende diesen Schritt.

e Besteht die Legfolge aus ... Legs, so ist die maximale Suchtiefe erreicht; breche
diesen Rekursionsschritt dann ab.

e Ansonsten bestimme das Kandidaten-Intervall [kg, kr] C [7], wihrend dem alle mog-
lichen Folgelegs starten miissen, um keinen Mehrverbrauch an Flugzeugen zu verursa-
chen.

e Bestimme die Menge der Kandidaten: alle Legs, die aktuell von der alten Flotte e
geflogen werden, wahrend des Kandidaten-Intervalls [kg, kg] vom Ziel-Flughafen s¢.
der Legfolge F' starten und auch von der neuen Flotte f geflogen werden kdnnen.

e Wihle aus der Menge der Kandidaten maximal g¢,,.,. Legs aus, hinge an die Legfolge
jeweils eines dieser Legs an und fiihre rekursiv einen Schritt mit der erweiterten Legfolge

durch.

Zwei Punkte der Tiefensuche bediirfen noch weiterer Erklarungen: ,Wie bestimmt man das
Kandidaten-Intervall [kg, kg]?" und ,Welche gn.x Kandidaten wihlt man aus, um die Legfolge
zu erweitern?”. Diesen Punkten widmen sich die nachsten beiden Abschnitte.

Kandidaten-Intervall Bei der Tiefensuche spielt das Kandidaten-Intervall eine zentrale
Rolle: es legt auf den Zwischenstationen das Zeitintervall fest, wahrend dem mdogliche Fol-
gelegs starten miissen, damit die generierte Legfolge keine zusatzlichen Flugzeuge auf den
Zwischenstationen bendtigt. Zur Bestimmung des Kandidaten-Intervalls werden hier die Me-
chanismen aus Abschnitt 4.3.1.2, die Wartefunktionen und Inseln von Flughdfen, verwendet.

Zunichst betrachten wir die Auswirkungen, die das Andern der Flotte einer Legfolge auf einen
betroffenen Zwischenflughafen haben. Aus Sicht der alten Flotte e werden zwei Flugereig-
nisse, eine Landung und ein Start, auf der Zwischenstation geloscht, aus Sicht der neuen
Flotte f kommen diese beiden Flugereignisse neu hinzu. Im Bereich zwischen den beiden
Flugereignissen andern sich dabei die Werte der Wartefunktion.

Je nach der zeitlichen Lage des Start- und Landeereignisses zueinander ergeben sich die in
Abbildung 4.5 gezeigten Auswirkungen fiir die Wartefunktion der alten bzw. neuen Flotte.
Fip stellt das Leg dar, dessen Landeereignis betroffen ist, und k bezeichnet das Leg des
Startereignisses. Dabei wird die Landezeit von Fjp als fest angenommen und AW, , gibt
die Anderungen fiir die Wartefunktion in Abhingigkeit von der Startzeit von k an. Dies
entspricht der Situation wihrend der Tiefensuche: Fiir das letzte, fest vorgegebene Leg der
Legfolge Fip sollen alle passenden Anschlusslegs k& gesucht werden.
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Abbildung 4.5: Auswirkungen auf die Wartefunktion von Zwischenstationen beim Andern der
Flottenzuweisung einer Legfolge

Fiir die alte Flotte nimmt der Wert der Wartefunktion zwischen Lande- und Startereignis um
eins ab, falls & spater startet als Fjp| landet; ansonsten nimmt die Wartefunktion zwischen
Start- und Landeereignis um eins zu. Fiir die neue Flotte f stellt sich die Situation genau
umgekehrt dar.

Durch Anderungen an einer Wartefunktion werden nun genau dann zusitzliche Flugzeuge
erforderlich, wenn ihr Wert wegen der Anderungen in einem Bereich negativ wird: Die War-
tefunktion beschreibt die Anzahl der Flugzeuge einer Flotte, die auf einem Flughafen zur
Verfiigung stehen. Eine negative Anzahl ist dabei nicht zuldssig und kann nur dadurch aus-
geglichen werden, dass man zusitzliche Flugzeuge der betroffenen Flotte fiir die gesamte
Periodendauer auf dem Flughafen bereitstellt.

Unter Zuhilfenahme dieser Voriiberlegungen lasst sich nun das Kandidaten-Intervall exakt
bestimmen. Man sucht fiir ein ankommendes Leg F|p| das Zeitintervall, in dem alle moglichen
Folgelegs starten miissen, um zu keinem Mehrverbrauch an Flugzeugen zu fiihren.

Alte Flotte Im Falle der alten Flotte werden das Leg F|p| und ein Folgeleg auf der Zwi-
schenstation geldscht, d.h. wenn das Folgeleg friiher startet als Fz| landet werden die Werte
der Wartefunktion in einem Bereich erhoht und wenn das Folgeleg spater startet werden die
Werte der Wartefunktion im Bereich zwischen Landung und Start um 1 verringert. Nur der
letzte Fall ist interessant, da dadurch die Wartefunktion ggf. negativ werden kann.

Abbildung 4.6 zeigt das Leg Fjp auf der Zwischenstation, die Insel, zu der Fjp gehért,
und die zugrundeliegende Wartefunktion. Die gestrichelte Linie beschreibt den Verlauf der
Wartefunktion in Abhdngigkeit vom Startzeitpunkt des Folgelegs, nachdem Fjz und das
Folgeleg geléscht worden sind.

Wie man sieht, werden die Werte der Wartefunktion fiir die alte Flotte negativ, sobald die
Startzeit des Folgelegs groBer ist als der Endzeitpunkt der Insel, zu der Fjp gehort. Das
bedeutet, dass aus Sicht der alten Flotte alle Legs, die friiher starten, mdgliche Folgelegs
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Abbildung 4.6: Rechte Schranke des Kandidaten-Intervalls

sein kdnnen. Die Endzeit der Insel von Fjp liefert also die rechte Schranke kg des Kandidaten-
Intervalls.

Neue Flotte Im Falle der neuen Flotte werden das Leg Fjp| und ein Folgeleg auf der
Zwischenstation hinzugefiigt, d.h. wenn das Folgeleg spéter startet als F|p| landet werden
die Werte der Wartefunktion in einem Bereich erhéht und wenn das Folgeleg friiher startet
werden die Werte der Wartefunktion im Bereich zwischen Start und Landung um 1 verringert.
Nur der letzte Fall ist interessant, da dadurch die Wartefunktion ggf. negativ werden kann.

Abbildung 4.7 zeigt das Leg Fp auf der Zwischenstation, zu der er hinzugefiigt werden
soll und die entsprechende Wartefunktion. Dabei sind zwei Falle zu unterscheiden: links fallt
der Landezeitpunkt von Fjp| in einen Bereich, wahrend dem kein Flugzeug verfiigbar ist,
rechts fallt der Landezeitpunkt in den Bereich einer existierenden Insel. Die gestrichelte Linie
beschreibt jeweils den Verlauf der Wartefunktion in Abhangigkeit vom Startzeitpunkt des
Folgelegs, nachdem Fjp| und das Folgeleg hinzugefiigt worden sind.

Sind zum Landezeitpunkt von F|p| keine Flugzeuge der neuen Flotte verfiighar (Abbildung
4.7 links), fihrt jedes Folgeleg mit einer kleineren Startzeit zu einem Mehrverbrauch von
einem Flugzeug. In diesem Fall sind aus Sicht der neuen Flotte also nur solche Legs mégliche
Folgeleg-Kandidaten, die spater starten als F|r| landet. Die linke Schranke kg des Kandidaten-
Intervalls entspricht folglich der Landezeit von Fi,.

Fallt der Landezeitpunkt von Fg| in den Bereich einer Insel (Abbildung 4.7 rechts), steht
wahrend der Insel ein Flugzeug der neuen Flotte zur Verfiigung. Damit kann ein Folgeleg ohne
Auswirkungen auf die Flugzeuganzahl wihrend dieser Insel friiher starten als Fjp| landet, d.h.

die linke Schranke kg des Kandidaten-Intervalls fallt mit dem Beginn der Insel zusammen, in
die Fjp fallt.
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Abbildung 4.7: Linke Schranke des Kandidaten-Intervalls

Symbiose Aus der Situation der alten Flotte ldsst sich eine rechte zeitliche Schranke kg
fiir das Kandidaten-Intervall ableiten, die Situation auf dem Zwischenflughafen der neuen
Flotte liefert eine linke Schranke kg. Diese beiden Schranken zusammen liefern also das

Kandidaten-Intervall [kg, kg] fiir das Leg F|p|. Der linke Teil von Abbildung 4.8 stellt diesen
Sachverhalt zusammenfassend dar.

Es bleibt anzumerken, dass die Landezeit von F|p fiir die alte und neue Flotte im allgemeinen
verschieden ist. In seltenen Fallen kann dadurch der Fall eintreten, dass das Kandidaten-
Intervall leer ist (Abbildung 4.8 rechts); dann gibt es nur Folgelegs fiir Fip|, die zu einem
Mehrbedarf an Flugzeugen fiihren und es lassen sich keine Kandidaten finden. Die Legdauer
von Fip| muss dabei fiir die alte Flotte kleiner sein als fiir die neue Flotte und die Insel der
alten Flotte, zu der F|z| gehort, darf sich nicht viel ldnger iiber die Landezeit von Fj hinaus

s Fir) : s Hir)

alte Subfle /—‘\ . alte Subfleet
a=as

: leeres Intervall
ks r Kandidaten-Intervall 7] kg 3 kE] [kis

C ]
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Abbildung 4.8: Kandidaten-Intervall
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erstrecken.

Ist das Kandidaten-Intervall nicht leer, so gibt es auch mindestens ein Leg, das wahrenddessen
vom Zwischenflughafen mit der alten Flotte startet, ndmlich das letzte um kj startende Leg,
das zur Insel von Fjp gehort. Allerdings kann selbst dann die Menge der Kandidaten leer
sein, da die neue Flotte die wahrend des Kandidaten-Intervalls startenden Legs auch fliegen
kdnnen muss.

Die mittels Kandidaten-Intervallen konstruierten Legfolgen weisen eine erwdhnenswerte Be-
sonderheit auf: sie lassen es auch zu, dass Folgelegs eher starten als ihre Vorgéngerlegs landen.
Diese Legfolgen kdnnen also nicht von einem Flugzeug nacheinander bedient werden. Dies
ist nur dadurch ohne Flugzeugmehrverbrauch méglich, weil ein bereits auf der Zwischensta-
tion wartendes Flugzeug die Legfolge mit dem Folgeleg fortfiihrt, bevor das Flugzeug des
Vorgangerlegs ankommt.

Kandidaten-Wahl Die Tiefensuche der Legfolgengenerierung unterliegt aus Griinden der
Laufzeit einer Gradbeschrankung, d.h. die Legfolge wird in jedem Rekursionsschritt nur mit
maximal ¢.x Kandidaten verlangert und weiter untersucht. Stehen mehr Kandidaten zur
Verfligung, so werden nur g,,., davon ausgewihlt.

Alle Kandidaten sind als gleichwertig zu betrachten, was die Auswirkungen auf die Flugzeu-
ganzahl betrifft, sie fihren garantiert nicht zu einem Mehrverbrauch. Deshalb sind verschie-
dene Auswabhlstrategien implementiert worden:

RANDOM Es werden rein zufillig g, Legs aus der Kandidaten-Menge bestimmt.

TIME Es werden die gi.x Legs ausgewdhlt, deren Startzeiten am nachsten an der Landezeit
von Fip liegen.

BEST Es werden die g,..x Legs ausgewahlt, die durch eine Flottendnderung von der alten
Flotte e zur neuen Flotte f den profitabelsten Einfluss auf den Gewinn haben, d.h. fiir
die p;. — pi,y am kleinsten ist.

4.4.1.2 Change

Beim Change-Ubergang wird die Flotte einer balancierten Legfolge geindert. Als Vorgabe
bekommt ein Change dabei ein Leg [ und eine Flotte f # z(I) geliefert. Ziel des Changes
ist es, eine balancierte Legfolge mit [ als erstem Leg zu generieren, der als neue Flotte f
zugewiesen werden kann, ohne dabei mehr Flugzeuge als vorher zu bendtigen.

Die Legfolge wird wie im vorherigen Abschnitt 4.4.1.1 beschrieben mittels eingeschrankter
Tiefensuche erzeugt. Eine Bedingung, die ein Change dabei an die Legfolge stellt, ist ihre
Balanciertheit, d.h. die Tiefensuche soll sich nur solche Legfolgen F' merken, bei denen Start-
und Zielflughafen gleich sind (s4 = s%).

Mit allein dieser Bedingung liefert die Tiefensuche dann solche Legfolgen, die bei einem
Change die Balanciertheit des Flugplans erhalten und die auf Zwischenstationen nicht zu
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einem Mehrbedarf an Flugzeugen fiihren. Es muss also nur noch gewahrleistet werden, dass
auch auf dem Start-/Zielflughafen der Legfolge kein weiteres Flugzeug bendtigt wird.

Die Situation bei einem Change stellt sich auf dem Start-/Zielflughafen wie in Abbildung
4.9 gezeigt dar. Eine balancierte Legfolge mit [ als erstem Leg wird aus der alten Flotte
geléscht und zu der neuen Flotte f hinzugefiigt. Die gestrichelte Linie stellt dabei jeweils
den Verlauf der Wartefunktionen nach dem Change dar. Das Beispiel zeigt den normalen
Fall, bei dem der Landezeitpunkt der Legfolge hinter dem Startzeitpunkt liegt. Hierbei steht
nach dem Change wihrend der Dauer der Legfolge ein zus&tzliches Flugzeug der alten Flotte
zur Verfiigung und fir die neue Flotte wird wahrenddessen ein Flugzeug benétigt.

Das bedeutet, dass in diesem Fall ein Mehrbedarf an Flugzeugen nur fiir die neue Flotte
entstehen kann. Um dem entgegenzuwirken, muss wahrend der gesamten Dauer der Legfolge
auf dem Start-/Zielflughafen ein Flugzeug der neuen Flotte verfiigbar sein, oder anders
ausgedriickt: Die Startzeit der Legfolge (und damit die Startzeit des ersten Legs 1) muss
in den Bereich einer bestehenden Insel fiir die neuen Flotte f fallen und die Legfolge darf
maximal bis zum Ende dieser Insel andauern. Diese Situation wird auch in Abbildung 4.9
dargestellt.

Damit ergeben sich die endgiiltigen Bedingungen, die ein Change an die Legfolgen stellt, die
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von der Tiefensuche generiert werden:

e Die Legfolge muss balanciert sein.

e Die Legfolge darf hochstens so lange dauern, wie die Insel der neuen Flotte, in die die
Startzeit des ersten Legs [ fallt.

Steht zum Startzeitpunkt von [ fiir die neuen Flotte kein Flugzeug zur Verfiigung, wird die
Tiefensuche erst gar nicht gestartet; es ldsst sich keine Legfolge finden, die nicht zu einem
Mehrbedarf an Flugzeugen fiihrt. Ferner wird die Tiefensuche durch die Beschrankung der
Legfolgendauer nochmals eingeschrankt: Es werden nur solche Kandidaten zur Verlangerung
der Legfolge herangezogen, deren Landezeit innerhalb der maximalen Legfolgendauer liegt; im
Endeffekt wird dadurch bereits die Dauer der Legfolgen begrenzt und gleichzeitig vermieden,
Legfolgen, die eh schon zu lange dauern, weiter zu verlangern.

Bei allen obigen Uberlegungen ist ein Aspekt der mittels Tiefensuche generierten Legfolgen
unberiicksichtigt geblieben: Auf Zwischenstationen kénnen Folgelegs frither starten als ihre
Vorgangerlegs landen. Dadurch ist es moglich, dass sich die Dauer einer Legfolge durch das
Hinzufligen weiterer Legs insgesamt verkiirzt. Dies kann soweit gehen, dass eine Legfolge
frither landet als sie startet.

StandardmaBig werden solche Legfolgen fiir Changes nicht erzeugt, indem gefordert wird,
dass die Landezeit aller Kandidaten groRer sein muss als die Startzeit der Legfolge selbst.
Optional kann diese Beschrankung allerdings aufgehoben werden, es ergibt sich dabei aber
eine neue Zeitbarriere: Landet die Legfolge friiher als sie startet, wird durch den Change
im Bereich zwischen Landung und Start fiir die alte Flotte ein Flugzeug erforderlich,* d.h.
der Anfangszeitpunkt der Insel der alten Flotte, zu der | gehort, ist der friihestmégliche
Landezeitpunkt der Legfolge.

4.4.1.3 Swap

Der Swap-Ubergang tauscht die Flotten der Legfolgen eines balancierten Legfolgenpaars
untereinander aus. Wie der Change-Ubergang bekommt er dabei als Vorgabe ein Leg [ und
eine Flotte f # z(l) libergeben. Ziel ist es dabei, zu einer zu generierenden Legfolge mit
[ als erstem Leg eine passende Legfolge, die von Flotte f bedient wird, zu finden, so dass
beide Legfolgen ein balanciertes Legfolgenpaar bilden und sich beim Austausch ihrer beiden
Flotten kein Flugzeugmehrbedarf einstellt.

Ein Swap benétigt also zwei Legfolgen. Sie werden nacheinander mittels eingeschrankter
Tiefensuche erzeugt. Zuerst wird nach einer Legfolge £/ mit [ als erstem Leg gesucht, an die
Flotte f zugewiesen werden kann. An die Legfolge FE werden keine besonderen Bedingungen
gestellt, auBer der, dass sie moglichst aus t,,., Legs bestehen soll.

Die zweite zu generierende Legfolge F', die aktuell von Flotte f geflogen wird und an die
Flotte e = z(l) zugewiesen werden soll, muss nun mit £ bzw. einem Teil von E ein ba-
lanciertes Legfolgenpaar bilden. Abbildung 4.10 zeigt oben die Legfolge £ und unten einen

4 Bei der neuen Flotte kommt wihrenddessen ein zusitzliches Flugzeug hinzu.
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Abbildung 4.10: Swap-Ubergang

Suchbaum, der bei der Tiefensuche nach F' auftreten kann. Die gestrichelten Legs bilden
dabei ein mogliches balanciertes Legfolgenpaar; dabei werden nur die ersten 4 Legs von E
benutzt. Als Mindestvoraussetzung muss F' folglich auf dem Startflughafen von E' (und damit
von [) starten und auf einem der Zielflughifen der Legs aus F landen.

Obige Vorgehensweise garantiert, dass die Balanciertheit des Flugplans erhalten bleibt. Da-
mit ferner die Flugzeuganzahl durch den Swap nicht erhdht wird, missen die Start- und
Landezeiten der beiden Legfolgen aneinander angepasst sein.®> Ahnlich wie beim Kandidaten-
Intervall der Tiefensuche lassen sich aus der Startzeit von E bzw. den Landezeiten der Legs
von E Intervalle ableiten, in denen die Start- bzw. Ziellegs von F' liegen miissen, damit das
balancierte Legfolgenpaar beim Swap keine zusatzlichen Flugzeuge erforderlich macht. Wie
man diese Intervalle genau bestimmt, ist weiter unten beschrieben.

Die Suche nach der zweiten Legfolge F' verlauft nun wie folgt:

e Fiir jedes Leg k der Legfolge E wird das Intervall I;, bestimmt, wihrend dem eine
potentielle zweite Legfolge F' landen muss, um keinen Flugzeugmehrverbrauch zu ver-
ursachen. Alle Legs, die wahrend des Intervalls I;, auf dem Zielflughafen von k landen
und die mit Flotte f geflogen werden, werden als mégliche Ziellegs der zweiten Legfolge
F mit k markiert.

e Mittels der Startzeit von E wird das Intervall I bestimmt, wihrend dem F' starten
muss. Mit allen Legs, die widhrend des Intervalls I vom Startflughafen von F' starten
und die mit Flotte f geflogen werden, wird eine Tiefensuche gestartet. Dabei wird an
die zu generierenden Legfolgen die Bedingung gestellt, dass sie mit einem im ersten
Punkt markierten Zielleg enden miissen.

In Abbildung 4.10 sind die Legs von E' mit den Zahlen von 1 bis 5 bezeichnet. Im Suchbaum
von F' finden sich diese Bezeichner an den markierten Ziellegs. Alle Pfade von der Wurzel zu

5 Die Tiefensuche garantiert, dass auf den Zwischenstationen der beiden Legfolgen kein Mehrbedarf an
Flugzeugen entsteht.
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Abbildung 4.11: Verschieben eines Landeereignisses

einem dieser markierten Ziellegs stellen mogliche Legfolgen dar, die zusammen mit E bzw.
einem Prefix davon ein balanciertes Legfolgenpaar ohne Flugzeugmehrverbrauch bilden.

Bevor die Intervalle, in denen die Start- bzw. Ziellegs liegen miissen, genauer beschrieben
werden, folgen noch zwei Anmerkungen zur effizienten Implementierung von Swaps:

e Die Menge mdoglicher Startlegs von F' ergibt sich aus der Startzeit der Legfolge F
und damit des Legs [, sie ldsst sich also schon vor der Generierung von E bestimmen.
Ist diese Menge leer, kann kein Swap gefunden werden und E braucht erst gar nicht
erzeugt zu werden.

e Weiter oben wurde erwidhnt, dass an die Legfolge E keine besonderen Bedingungen
gestellt werden. Mit der Kenntnis, wie die Suche nach der zweiten Legfolge verlauft,
sollte aber die Legfolge E zumindest ein Zielleg markieren, da sonst wahrend der
zweiten Tiefensuche keine giiltigen Legfolgen gefunden werden kénnen.

Ziellegs Bei der Suche nach moglichen Ziellegs der zweiten Legfolge eines Swaps stellt
sich einem folgende Ausgangssituation dar: Fir ein bekanntes Leg %k der ersten Legfolge
E sollen alle moglichen Legs bestimmt werden, die fiir die zweite Legfolge als letztes Leg
(Zielleg) in Frage kommen; sie miissen aktuell von Flotte f geflogen werden, den selben
Zielflughafen wie k besitzen und zeitlich so zu k passen, dass auf dem Zielflughafen weder
fur die Flotte e noch fiir f ein Mehrbedarf an Flugzeugen entsteht.

Bei einem Swap wird auf dem Zielflughafen fiir die Flotte e bzw. f das Landeereignis eines
Legs gelscht, und dafiir kommt das Landeereignis eines anderen Legs hinzu. Aus der Sicht
des Flughafens spielen aber nur die Zeitpunkte, zu denen Flugereignisse stattfinden, eine
Rolle, die sie verursachenden Legs sind nicht relevant. Folglich kénnen die Auswirkungen
eines Swaps auf den Zielflughafen auch als zeitliches Verschieben eines Landeereignisses
interpretiert werden.

Abbildung 4.11 zeigt die Konsequenzen, die sich aus dem Verschieben von Landeereignissen
fir die Wartefunktion des entsprechenden Flughafens ergeben. Kritisch in Bezug auf die
Flugzeuganzahl sind demnach solche Verschiebungen, bei denen das Landeereignis spater zu
liegen kommt, da hierdurch der Wert der Wartefunktion in einem Bereich um 1 kleiner wird.



80 4 Losungsverfahren

k : k
Subfleet ¢ ﬁ\ '~ Subfleet ¢ h
BBB  BBB D

r Zielleg-Intervall —1
| ] g H

L

‘ Nk : k:
Subfleet f : Subfleet f :
i O

Abbildung 4.12: Intervall der Ziellegs eines Swaps

Daraus ergibt sich das Intervall, in dem die Landezeiten méglicher Ziellegs liegen miissen, wie
in Abbildung 4.12 gezeigt. Die rechte Grenze wird dabei durch die Situation fiir die Flotte e
vorgegeben. Hier wird das Landeereignis des Legs k£ zu dem Landeereignis eines Ziellegs hin
,verschoben”; das Landeereignis des Ziellegs darf dabei nur dann spater eintreten, wenn es
innerhalb der Insel bleibt, zu der k gehort.

Die linke Grenze des Zielleg-Intervalls wird durch die Situation fiir Flotte f bestimmt. Hier
wird das Landeereignis eines Ziellegs zum Landeereignis von & hin ,verschoben®,® kritisch
wird es hier also, wenn das Zielleg friiher landet als Leg k. Dies ist nur erlaubt, wenn das
Landeereignis von Leg k in eine bestehende Insel von Flotte f fallt, und auch dann nur bis
zum Beginn dieser Insel (Abbildung 4.12 links). Ansonsten stellt der Landezeitpunkt von &
selbst die linke Grenze des Intervalls dar (Abbildung 4.12 rechts).

Da die Zielleg-Intervalle auf den Landezeiten von Legs beruhen, die je nach Flotte unter-
schiedlich sein kdnnen, kann hier, dhnlich wie bei den Kandidaten-Intervallen aus Abschnitt
4.4.1.1, der Fall eintreten, dass ein leeres Intervall entsteht; dann gibt es fiir Leg k keine
passenden Ziellegs. Aber selbst wenn das Zielleg-Intervall nicht leer ist, kann es sein, dass
wahrenddessen auf dem Zielflughafen keine Legs mit Flotte f landen.

Startlegs Bei der Suche nach mdoglichen Startlegs der zweiten Legfolge eines Swaps stellt
sich einem folgende Ausgangssituation dar: Fiir das vorgegebene erste Leg [ der Legfolge
E sollen alle moglichen Legs bestimmt werden, die fiir die zweite Legfolge als erstes Leg
(Startleg) in Frage kommen; sie miissen aktuell von Flotte f geflogen werden, denselben
Startflughafen wie [ besitzen und zeitlich so zu [ passen, dass auf dem Startflughafen weder
fiir die Flotte e noch fiir f ein Mehrbedarf an Flugzeugen entsteht.

Bei einem Swap wird auf dem Startflughafen fiir die Flotte e bzw. f das Startereignis ei-
nes Legs geloscht, und dafiir kommt das Startereignis eines anderen Legs hinzu. Analog zu
den Landeereignissen bei Ziellegs kann dies aus der Sicht des Flughafens als das zeitliche
Verschieben eines Startereignisses angesehen werden. Wie aus Abbildung 4.13 ersichtlich ist,
fiihrt dabei ein Vorverlegen eines Startereignisses dazu, dass die Werte der Wartefunktion in
dem Bereich der Verschiebung um 1 abnehmen. Vorverlegungen fiihren also zu einem Flug-
zeugmehrbedarf, wenn sie iiber die Insel, zu der das Startereignis gehort, hinaus durchgefiihrt
werden.

6 In diesem Fall ist also das Ziel der Verschiebung bekannt (k), nicht aber der Start (Zielleg).
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Abbildung 4.13: Verschieben eines Startereignisses
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Abbildung 4.14: Intervall der Startlegs eines Swaps

Die Situation bei Startereignissen ist also genau entgegengesetzt zur Situation bei Landeereig-
nissen. Folglich vertauschen bei der Bestimmung des Startleg-Intervalls die beiden Flotten
ihre Rollen; Flotte e liefert die linke Grenze und Flotte f die rechte (Abbildung 4.14).

Der Beginn der Insel, zu der das Startleg [ der ersten Legfolge gehort, liefert die linke Schranke
des Startleg-Intervalls, da das Startereignis von [ nicht dariiber hinaus vorgezogen werden
kann, ohne die Wartefunktion von Flotte ¢ negativ zu machen. Leg [ stellt fiir Flotte f das
Ziel der Verschiebung des Startereignisses dar, Startlegs kdnnen also ohne Bedenken friiher
starten. Spatere Startzeiten sind nur erlaubt, wenn wihrenddessen auf dem Startflughafen ein
Flugzeug von Flotte f verfiigbar ist, die rechte Grenze des Startleg-Intervalls wird demnach
durch den Startzeitpunkt von [ oder, falls der Start von [ in eine existierende Insel von Flotte
f fallt, durch das Ende eben dieser Insel festgelegt.

Das Startleg-Intervall kann im Gegensatz zum Zielleg-Intervall nicht leer sein, da die Start-
zeiten aller Legs unverandert bleiben, egal mit welcher Flotte sie geflogen werden. Trotzdem
ist es moglich, dass im Startleg-Intervall keine Legs vom Startflughafen mit Flotte f starten;
es kann dann kein balanciertes Legfolgenpaar ohne Flugzeugmehrbedarf existieren, bei dem [
das erste Leg der einen Legfolge ist und dessen andere Legfolge von Flotte f geflogen wird.

4.4.1.4 Auswirkung auf die Gewinnfunktion

Die Entscheidung, ob ein Nachbarschaftsiibergang von einem Lokale Suche Algorithmus
akzeptiert oder verworfen wird, wird anhand der Anderung AP der Gewinnfunktion, die
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durch den Ubergang bewirkt wird, getroffen. Der Wert von AP muss also fiir jeden Ubergang
bestimmt werden.

Sowohl ein Change als auch ein Swap weisen einer Menge von Legs M C L neue Flotten
zu. Fiir ein Leg | € M sei 2(1) € F diese neue Flotte. Da der Gewinn eines Legs allein von
der das Leg fliegenden Flotte bestimmt wird, ergibt sich die Gewinnsdifferenz eines Changes

bzw. Swaps einfach aus
AP = Z (pl,ﬁ(l) - pl,z(l))a
leM

wobei es sich bei den einzelnen Gewinnen um vorgegebene konstante Werte handelt.

4.4.1.5 Wahl eines Nachbarn

In jedem Schritt eines Lokale Suche Algorithmus muss fiir die aktuelle Losung ein zufalliger
Nachbar erzeugt und bewertet werden. Im Falle der Swap-Change-Nachbarschaft muss man
sich bei der Wahl eines Nachbarn zuerst auf die Art des Ubergangs (Change oder Swap)
festlegen. Sowohl bei einem Change (I, f)¢ als auch bei einem Swap (I, f)s miissen dann
ein Leg [ und eine neue Flotte f ausgewahlt werden. [ soll das erste Leg einer Legfolge sein,
deren alte Flotte e gegen Flotte f ausgetauscht werden soll. Im Falle eines Changes ist die
Legfolge balanciert und im Falle eines Swaps muss noch eine weitere passende Legfolge,
geflogen von Flotte f, gesucht werden, der Flotte ¢ zugewiesen wird.

Dabei kann es passieren, dass die Tiefensuche keine entsprechenden Legfolgen finden kann,
die die Bedingungen erfiillen, die der Change bzw. Swap an sie stellen. In diesem Fall miissen
solange andere Vorgaben (I, f)x ausgewiirfelt werden, bis sich daraus ein giiltiger Ubergang
generieren |3sst.

Haufiger tritt jedoch der Fall ein, dass fiir eine Vorgabe (I, f)x wahrend der Tiefensuche
mehrere giiltige Uberginge gefunden werden. Eine Vorgabe (I, f)x steht damit nicht fiir einen
speziellen Nachbarschaftsiibergang sondern fiir eine Gruppe von Ubergingen mit ihnlichen
Eigenschaften. Aus dieser Gruppe muss dann einer dieser Uberginge ausgewihlt werden. In
den Lokale Suche Heuristiken sind dazu verschiedene Varianten implementiert worden. Sie
wahlen folgenden Ubergang aus:

e den ersten gefundenen Ubergang (FIRST)
e den Ubergang mit der besten Gewinndifferenz AP (BEST)

e den ersten Ubergang mit positiver Gewinndifferenz; falls kein solcher existiert, den mit
der besten Gewinndifferenz (ACCEPT)

e den ersten Ubergang, dessen Gewinndifferenz oberhalb eines vorgegebenen Wertes liegt
(BETTER)

FIRST Soll der erste gefundene Ubergang ausgewihlt werden, kann die Tiefensuche abge-
brochen werden, sobald ein giiltiger Ubergang generiert ist. Diese Wahl stellt damit
die schnellste Methode dar, einen Nachbarschaftsiibergang zu finden.
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Kombiniert man dies mit einer zufalligen Auswahl von Folgeleg-Kandidaten wahrend
der Tiefensuche (Abschnitt 4.4.1.1), werden rein zufillige Nachbarschaftsiibergange
erzeugt.

BEST Dieses (wie auch die folgenden) Auswahlverfahren sucht im Rahmen der Vorgabe
(I, f)x zielgerichtet nach ,guten” Nachbarschaftsiibergéngen, die eher akzeptiert wer-
den.

BEST wihlt dabei den Ubergang mit der besten Gewinndifferenz AP aus. Dafiir muss
wahrend der Tiefensuche der Suchbaum vollstindig abgearbeitet werden, diese Metho-
de braucht fiir die Generierung von Ubergingen also am l3ngsten.

ACCEPT Ein Ubergang wird auf jeden Fall dann akzeptiert, wenn seine Gewinndifferenz
positiv ist. Sobald ein solcher Ubergang gefunden ist bricht diese Methode die Tie-
fensuche ab, ansonsten arbeitet sie wie BEST. Dadurch wird zu einer Vorgabe (I, f)x
genau dann ein akzeptierender Ubergang gefunden, wenn dies auch die BEST-Auswahl
tun wiirde.

Vor allem zu Beginn der Lokale Suche Algorithmen, wenn es noch viele Ubergénge mit
positiver Gewinndifferenz gibt, beschleunigt ACCEPT die Generierung von Ubergéngen
gegeniiber BEST.

BETTER Neben der Vorgabe (I, f)x wird hierbei wihrend der Generierung eines Ubergangs
noch eine Schranke S vorgegeben, die die Gewinndifferenz eines Ubergangs iiberschrei-
ten muss. Sobald ein solcher Ubergang gefunden ist, wird die Tiefensuche abgebrochen,
ansonsten wird kein Ubergang zuriickgeliefert.

Diese Auswahlmethode ist in erster Linie fiir den Hill Climbing Algorithmus implemen-
tiert worden; hierbei wird S auf 0 gesetzt, da nur verbessernde Nachbarschaftsiiber-
gange interessieren. Sie lasst sich aber auch fiir den Simulated Annealing Algorithmus
verwenden: Man legt dabei vor der Generierung des Ubergangs fest, welche Gewinn-
differenz man noch akzeptieren will, und setzt dazu

S =T -In(random) mit zufilligem random € [0, 1),

wobei T fiir die aktuelle Temperatur im Simulated Annealing Algorithmus steht. Wird
ein entsprechender Ubergang gefunden, so gilt fiir dessen Gewinndifferenz

AP > S =T -In(random) < e > random,

die Schranke wird demnach gemal Boltzmann-Verteilung festgelegt.

Wie bei ACCEPT wird hierbei genau dann ein akzeptierender Ubergang gefunden, wenn
auch BEST einen finden wiirde. Die Tiefensuche wird aber friihestmdglich abgebrochen.

Die sich aus den Vorgaben (I, f)x ergebene Nachbarschaft einer Losung ist riesig. Dement-
sprechend groBs ist auch die Anzahl an Iterationen, die ein Lokale Suche Algorithmus durch-
fiihren muss, um gute Lésungen zu finden. Eine schnelle Konvergenzrate ist im Hinblick auf
die Gesamtlaufzeit vorteilhaft. Die zielgerichtete Suche nach akzeptierenden Ubergingen,
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wie sie von den Auswahlverfahren BEST, ACCEPT und BETTER betrieben wird, fiihrt zu
einer schnelleren Konvergenzrate im SA-Algorithmus.

Zusatzlich wird der Losungsraum zwar zufallig, aber systematisch durchsucht. Dazu werden
alle moglichen Vorgaben (I, f)x in einer Liste gespeichert, die zuféllig permutiert wird. Die
zur Generierung von Nachbarn nétigen Vorgaben werden nun nacheinander aus der Liste
gewahlt; kommt man dabei an das Ende der Liste, wird diese erneut zufillig permutiert und
man beginnt von vorne.

4.4.2 Flugzeuganzahl

Die Flugzeuganzahl ist bei den in dieser Arbeit beschriebenen Lokale Suche Algorithmen ein
kritischer Faktor. Durch beliebige Nachbarschaftsiibergange steigt die benétigte Flugzeugan-
zahl unkontrolliert stark an, sie ldsst sich aber andererseits nur schwer verringern.

Allgemein macht die Beschrinkung der Flugzeuganzahl das Fleet Assignment zu einem
schweren Problem: ein besonderer Grund, warum Lokale Suche-Verfahren davon betroffen
sind, liegt darin, dass das Verringern der Flugzeuganzahl im Verhiltnis zur Nachbarschaft
ein eher globales Ereignis darstellt, das sich kaum durch einzelne unkoordinierte Uberginge
erreichen l3sst.

Die Uberginge der Swap-Change-Nachbarschaft garantieren, dass durch sie keine zusatzli-
chen Flugzeuge erforderlich werden. Es gibt aber Situationen, in denen man die Flugzeugan-
zahl einer Losung gezielt verringern oder den Flugzeugbedarf einer Flotte auf Kosten einer
anderen Flotte verkleinern méchte:

o Uberschreitet die Initiallésung eines Fleet Assignment Problems die vorgegebene Flug-
zeuganzahl, so muss diese verringert werden, um iiberhaupt zuldssige Losungen zu
finden.

e Arbeitet man mit einer Kostenfunktion, die auch die fixen Kosten der tatsdchlich einge-
setzten Flugzeuge beriicksichtigt, oder will man allgemein mdglichst wenig Flugzeuge
einsetzten, miissen auch Lésungen untersucht werden, die weniger Flugzeuge als vor-
gegeben bendtigen und Flotten unterschiedlich stark auslasten.

Zu diesem Zweck sind in den Lokale Suche Algorithmen spezielle Verfahren implementiert
worden, die versuchen, die Flugzeuganzahl einer Ldsung insgesamt zu verringern oder ein von
einer Flotte bendtigtes Flugzeug in eine andere Flotte zu verschieben. Letzteres Verfahren
dient dabei zum einen dazu, eine Ldsung, die von einzelnen Flotten zu viele Flugzeuge
bendtigt und andere Flotten noch nicht vollstandig auslastet, giiltig zu machen. Zum anderen
kann damit fir Losungen mit ungenutzten Flugzeugen die Auslastung der einzelnen Flotten
gedndert werden, beispielsweise kdnnen gezielt Flugzeuge kostentrachtiger Flotten eingespart
werden.

Beide Verfahren kdnnen optional aktiviert werden, wobei sie periodisch, normalerweise nach
jeder Temperaturstufe im SA-Algorithmus, aufgerufen werden. Sie sind damit nicht Teil der
eigentlichen Nachbarschaft der Lokale Suche Heuristiken.
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Abbildung 4.15: Eine Flotte vs. Mehrere Flotten

4.4.2.1 Verringern der Flugzeuganzahl

Das Verfahren zur Verringerung der Flugzeuganzahl stiitzt sich auf den in Abschnitt 4.7.1.1
erlauterten Vergleich von Lésungen mit einer und mehreren Flotten. Die Flugzeuganzahl, die
der Flugplan bendtigt, wenn er nur mit der einen virtuellen Flotte f geflogen wird, stellt eine
untere Schranke fiir die Flugzeuganzahl im Mehr-Flotten-Fall dar. Stimmt die Gesamtanzahl
an Flugzeugen einer Lésung mit mehreren Flotten mit dieser unteren Schranke iiberein, kann
die Flugzeuganzahl nicht weiter verringert werden.

Ansonsten besteht die Moglichkeit, dass die Flugzeuganzahl einer Lésung reduziert werden
kann. Die im Vergleich zur virtuellen Flotte zusatzlich benétigten Flugzeuge werden dadurch
verursacht, dass durch die Aufteilung auf verschiedene Flotten Legs die gemaR virtueller
Flotte richtigen Anschlusslegs nicht erreichen kdnnen, da sie verschiedenen Flotten zugeteilt
sind. Abbildung 4.15 zeigt ein einfaches Beispiel.

Flugh&fen, auf denen so etwas passiert, lassen sich einfach ermitteln, wenn man die Summe
der wartenden Flugzeuge aller Flotten zum Periodenende mit der Anzahl der wartenden Flug-
zeuge der virtuellen Flotte vergleicht. Ist die Summe gréRer, konnen auf diesem Flughafen
moglicherweise Flugzeuge eingespart werden. Im Beispiel ist die Anzahl der wartenden Flug-
zeuge auf Flughafen XYZ zum Periodenende fiir die virtuelle Flotte 0, wahrend die Summe
fir die zwei Flotten f; und f5 1 ist.

Auf solchen Flugh&fen wartet zu jedem Zeitpunkt der Standardperiode mindestens ein Flug-
zeug, allerdings nicht immer ein Flugzeug derselben Flotte. Die Wartezeit, die sich iiber die
gesamte Standardperiode erstreckt, teilt sich auf verschiedene Flotten auf. Ziel ist es nun,
diese Wartezeit bei einer Flotte zu kumulieren, d.h. von dieser Flotte wartet dann wihrend
der gesamten Standardperiode ein Flugzeug auf dem Flughafen, welches eingespart werden
kann.

Anschaulich gesprochen miissen dazu alle 0-Zonen einer Flotte auf dem betroffenen Flughafen
aufgefiillt werden. Ein Change bewirkt fiir die alte Flotte, dass die Werte der Wartefunktion
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Abbildung 4.16: Einsparen eines Flugzeugs

zwischen Start und Landung des Changes um 1 groRer werden. Uberbriickt der Change dabei
eine oder mehrere 0-Zonen der alten Flotte, werden diese aufgefiillt. Ein solcher Change l3sst
sich recht haufig finden, da wahrend des Zeitraums der 0-Zonen irgendein Flugzeug einer
anderen Flotte auf dem Flughafen zur Verfiigung steht. Abbildung 4.16 zeigt, wie durch
einen Change die einzige 0-Zone von Flotte f5 aufgefiillt wird und dass dadurch die benétigte
Flugzeuganzahl um 1 sinkt.

Das Verfahren zum Verringern der Flugzeuganzahl verlduft nun folgendermaRen:

e Es werden alle Flughifen bestimmt, auf denen potentiell Flugzeuge eingespart werden
kénnen, indem die Anzahl der zum Periodenende wartenden Flugzeuge fiir die virtuelle
Flotte mit der Summe der Flugzeuganzahlen der aktuellen Ldsung verglichen wird.

e Auf jedem dieser Flughafen wird nacheinander fiir jede Flotte versucht, ihre 0-Zonen
durch Changes aufzufiillen; wenn dies gelingt, konnte ein Flugzeug eingespart wer-
den und der Vorgang wird solange wiederholt, bis sich die Flugzeuganzahl nicht mehr
verringern |&sst.

Die Suche nach einem Change, der eine 0-Zone iiberbriickt, verlduft recht effizient; bei der
anderen am Change beteiligten Flotte, der neuen Flotte, muss fiir die Dauer der 0-Zone
ein Flugzeug zur Verfiigung stehen, was die Wahl moglicher neuer Flotten einschrankt. Der
Beginn der Insel der neuen Flotte bestimmt dabei, welche Legs der alten Flotte als Startleg
fir den Change in Frage kommen; ihre Startzeit muss innerhalb der Insel der neuen Flotte
liegen. Fiir jedes dieser Legs wird mittels Tiefensuche nach einem Change gesucht, der die
0-Zone iiberbriickt.

4.4.2.2 Verschieben von Flugzeugen

Das Verschieben von Flugzeugen arbeitet so dhnlich wie das Verringern der Flugzeuganzahl.
Fiir eine Flotte, die ein Flugzeug weniger bendtigen soll, werden alle 0-Zonen eines Flughafens
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durch Changes aufgefiillt. Dabei darf sich der Flugzeugbedarf einer anderen Flotte einmal
um 1 erhéhen. Dadurch bleibt die Flugzeuganzahl insgesamt gleich.

Bei der Wahl des Flughafens, auf dem ein Flugzeug verschoben werden soll, werden solche
Flughafen bevorzugt, auf denen viele Flugereignisse stattfinden (das erleichtert die Suche
nach Changes) und auf denen die Flotte nur wenige kurze 0-Zonen besitzt, die iiberspannt
werden miissen.

Dadurch, dass sich wahrend des Verschiebens die Flugzeuganzahl einer anderen Flotte er-
héhen darf, wird in dieser anderen Flotte Platz geschaffen, um auch die {ibrigen Changes
aufnehmen zu konnen, da die Erhdhung der Flugzeuganzahl ein Flugzeug dieser Flotte fiir
die Dauer der gesamten Standardperiode verfligbar macht.

4.5 Verbindungsabhéangige Mindestbodenzeiten und Ge-
winne

In diesem Abschnitt beschreiben wir, wie verbindungsabhingige Mindestbodenzeiten und Ge-
winne bei der Flottenzuweisung effizient beriicksichtigt werden kdnnen. Wir stellen zum einen
in Abschnitt 4.5.1 ein neues ganzzahliges lineares Modell vor, das fiir reale Instanzen die Vor-
teile des Time Space Network Modells (geringe GroBe) mit denen des Connection Network
Modells (hohe Ausdruckskraft) vereint. Zum anderen beschreiben wir in Abschnitt 4.5.2, wie
die Lokale Suche Heuristiken modifiziert werden kdnnen, um verbindungsabhingige Mindest-
bodenzeiten zu unterstiitzen.

4.5.1 Hybrides Modell

Das jetzt vorgestellte ganzzahlige lineare Programm fiir das Flottenzuweisungsproblem ist
eine Kombination aus Connection Network und Time Space Network Modell. Das Hybride
Modell arbeitet nur dann korrekt, wenn alle verbindungsabhangigen Gewinne nicht-negativ
sind. Dies ist allerdings keine Einschrankung, da mit modifizierten Gewinnen

Dif=pir+ min {p,r}
nEAl,f

Piomf = Piom.g = 1000 {pin,g}

sichergestellt werden kann, dass alle verbindungsabhangigen Gewinne groRer gleich Null sind,
ohne dass sich dabei die Losungsbewertung dndert. Wir nehmen daher ohne Beschrankung
der Allgemeinheit an, dass

e alle verbindungsabhingigen Gewinne nicht-negativ sind.

Damit das Hybride Modell in der Praxis gegeniiber dem Connection Network Modell im
Vorteil ist, das heift lineare Programme mit (deutlich) weniger Variablen erzeugt, diirfen



88 4 Losungsverfahren

e nur wenige, echt positive verbindungsabhangige Gewinne enthalten sein und

e sich die verbindungsabhéngigen Mindestbodenzeiten g, ,,, s eines jeden Leg-Flotten Paa-
res (I, f) nicht allzusehr voneinander unterscheiden.

Beide Bedingungen werden von realen Probleminstanzen typischerweise erfiillt (siehe Ab-
schnitt 2.2.1).

4.5.1.1 Zyklisches Hybrides Modell

Da das Hybride Modell unter anderem von einem Time Space Network Modell abgeleitet
wird, iiberlegen wir uns zuerst, wie man fiir eine Flottenzuweisungsinstanz mit verbindungs-
abhdngigen Mindestbodenzeit ein Time Space Network Modell konstruieren kann, dass nur
zuldssige Zuweisungen als Losung besitzt, notwendigerweise aber nicht alle zuldssigen Zu-
weisungen.

Dazu miissen wir zu jedem Leg-Flotten-Paar (I, f) eine flottenabhingige Mindestbodenzeit
gi,r derart angeben, dass durch sie fiir eine zuldssige Lésung im Time Space Network Modell
garantiert wird, dass keine verbindungsabhédngigen Mindestbodenzeiten verletzt werden:

gy =min{g’,, . |me A :Vne€Af: gine < Gima+ (tnpOrth )}

Die Mindestbodenzeit g, ; wird auf die tatsdchliche Bodenzeit g7, ; gesetzt, die ein Flug-
zeug von Flotte f auf dem Flughafen verbringt, wenn es als ndchstes das spezielle Leg m
bedient. Dadurch entspricht der Ankunftszeitpunkt von Leg [ im Time Space Network der
Abflugzeit von Leg m. Daraus ergibt sich im Time Space Network Modell fiir ein beliebiges
Leg n, das vom Zielflughafen von [ startet, eine zusitzliche Bodenzeit von % ; 7 tf, ;, also
eine tatsdchliche Bodenzeit von gj,,  + (t& ; ©7 t}, ;). Das Leg m wird nun minimal so
gewahlt, dass dessen tatsichliche Bodenzeit gerade groll genug ist, damit die tatsichlichen
Bodenzeiten im Time Space Network die Mindestbodenzeiten im Connection Network nicht
unterschreiten. Die Minimumsbildung fiir g; s ist wohl definiert, da zumindest das Leg n mit
der groBten Mindestbodenzeit g, s eine zuldssige Wahl darstellt.

Damit sind alle zul3ssigen Lésungen fiir das Time Space Network auch zul&ssig im Connection
Network. Allerdings kann es passieren, dass im Time Space Network einzelne Verbindungen
zwischen zwei Legs [ und m mehr Bodenzeit verbrauchen (und damit unter Umstanden
mehr Flugzeuge), als dies tatsdchlich notwendig ware. Es konnen also nicht alle zulassigen
Flottenzuweisungen von dem so konstruierten Time Space Network Modell erzeugt werden.

Abbildung 4.17 zeigt fiir ein Leg [ die Wahl der flottenabhdngigen Boden- und damit auch
Ankunftszeit. Ab dem flottenabhdngigen Ankunftszeitpunkt von Leg [ stellen alle startenden
Legs zuladssige Folgelegs fiir [ dar. In dem Intervall zwischen der minimalen verbindungsab-
hangigen Ankunftszeit von Leg [ und seiner flottenabhangigen Ankunftszeit kdnnen sich so
allerdings startende Legs befinden, die eigentlich zuldssige Folgelegs sind aber im Time Space
Network nicht erreicht werden konnen.

Im Hybriden Modell werden die fehlenden Verbindungsméglichkeiten dadurch realisiert, dass
dem Time Space Network Modell noch das Connection Network Modell zur Seite gestellt
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Leg [ (Ankunftszeit fiir minimale verbindungsabhingige Mindestbodenzeit)
Leg [ (flottenabhingige
Ankunftszeit ¢} , = =td
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Abbildung 4.17: Wahl der flottenabhdngigen Ankunftszeit im Time Space Network. Gestri-
chelte ausgehende Legs stellen unzuldssige Folgelegs fiir Leg [ dar.
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Abbildung 4.18: Ausschnitt aus einem Hybriden Modell

wird. Die Knoten des dem Hybriden Modell zugrunde liegenden Flussnetzwerks bestehen aus
der Vereinigung der Knotenmengen des Time Space Networks und des Connection Networks.
Die Kanten des Connection Networks werden unverdndert iibernommen. Gleiches gilt fiir die
Bodenkanten des Time Space Networks. Die Flugkanten des Time Space Networks werden
in zwei Teile aufgespalten: Die Flugkante fiir das Leg-Flotten-Paar (I, f) macht einen Zwi-
schenstopp auf dem zugehérigen Leg-Flotten-Paar-Knoten des Connection Networks. Im
Leg-Flotten-Paar-Knoten kann nun alternativ entschieden werden, ob die Reise eines Flug-
zeugs Uber die ausgehende Flugkante im Time Space Network weiter verlaufen soll oder iiber
eine Verbindungskante im Connection Network. Abbildung 4.18 zeigt einen Ausschnitt aus
einem Hybriden Netzwerk.

Das zyklische Hybride Modell kann damit wie folgt formuliert werden, wobei alle Bezeichner
aus den Definitionen des Connection Network (Abschnitt 2.2.2) und Time Space Network
Modells (Abschnitt 4.2) iibernommen werden.

Modell 4.10 (Zyklisches Hybrides Modell).

Maximiere Z sz,f yrs+ Z Pim, fTlm, f (4.15)

leL feF meA y
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unter den Nebenbedingungen

Do luirt Y wms | =1 Vie L (4.16)

feF mGAlyf

Z Yir — Z yfff + Zy—p — 2yt =0 YoeV (4.17)

(LeLsy (If)ecLd

d a __

Z Tpif— Z Lim,f + yl7f - yhf =0 Vi € E, f € .;Cl (418)

keBl,f TILGAlyf
Z Avsyiy+ Z At fTum,p | + Z Zy— < Ny VieF (4.19)

lel:feF meEA; ¢ UGVfA
Timys €4{0,1} V€L, feF, (420)
m € Alvf

vinul, {01} VieL, feF (4.21)
2yt € Ny YoeV (4.22)

Die Zielfunktion (4.15) kombiniert die Zielfunktionen des Time Space und Connection Net-
work Modells. Gleichungen (4.17) sind die Flusserhaltungsgleichungen des Time Space Net-
works. Da die Flugkanten aufgeteilt worden sind, unterscheiden wir hier jetzt zwischen ab-
fliegenden (y;';) und ankommenden Flugkanten (y;';). Gleichungen (4.18) entsprechen den
Flusserhaltungsgleichungen des Connection Networks. Neben den Verbindungskanten miis-
sen hier jetzt auch die ankommenden und abfliegenden Flugkanten eines Leg-Flotten-Paares
(1, f) beriicksichtigt werden. Hierdurch werden das Time Space Network und das Connection
Network miteinander gekoppelt. Ungleichungen (4.19) beschranken die Flugzeuganzahl und
stellen eine Kombination der entsprechenden Ungleichungen im Time Space und Connecti-
on Network Modell dar. Flugzeuge kdnnen jetzt durch Flugkanten, Verbindungskanten oder
Bodenkanten verbraucht werden. Die Variablen sind in (4.20) bis (4.22) wie fiir die urspriing-
lichen Modelle definiert.

Der Grund, warum negative verbindungsabhéngige Gewinne p;,, s in diesem Modell nicht
erlaubt sind, ist, dass ansonsten nicht ausgeschlossen werden kann, dass ein Flugzeuge nach-
einander die Legs [ und m bedient, ohne die dafiir anfallenden Kosten zu tragen, indem es
iiber die Bodenkanten des Time Space Networks ausweicht. Dies ist zwar auch bei positiven
verbindungsabhangigen Kosten méglich, allerdings erzwingt hier die Zielfunktion fiir optimale
Lésungen, dass die gewinnbringendere Alternative iiber die Verbindungskante des Connection
Networks gewahlt wird.

Eine wichtige Frage verbleibt.

Wias ist iiberhaupt der Vorteil des Hybriden Modells gegeniiber dem Connection
Network Modell?

Beide Modelle sind gleich ausdrucksstark, aber in der bisher beschriebenen Form ist das
Hybride Modell sogar groRer als das Connection Network Modell - ein komplettes Time
Space Network Modell ist dazugekommen.
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Der springende Punkt ist, dass im Hybriden Modell nicht alle Verbindungskanten des Connec-
tion Networks notwendig sind, um alle zul3ssigen Lésungen erzeugen und bewerten zu kénnen.

e Aus Sicht der Zielfunktion reichen all die Verbindungskanten, fiir die echt positive
Gewinne definiert sind aus, da fiir Verbindungskanten mit Gewinn Null der alternative
Weg durch das Time Space Network gleich viel Gewinn erbringt.

e Fiir die Zulassigkeit reicht es aus, nur die Verbindungskanten zu berticksichtigen, fiir die
ansonsten das Time Space Network eine zu lange tatsichliche Bodenzeit verursachen
wiirde.

Daraus folgt, dass die Mengen A, ; und B, ; wie folgt verkleinert werden kénnen, ohne die
Menge der zuldssigen Flottenzuweisungen und deren Bewertung zu verdndern:

Ap={meL| sﬁl =siNfeFuNDims> 0\/g,*7m7f <a.f)}
Biy={keL|s;= s;i NfeFuNris>0 \/gZJ’f < Ggkf)}

Bei realen Instanzen mit wenigen echt positiven verbindungsabhangigen Gewinnen und nur
verhaltnismaRig kleinen Variationen in den verbindungsabhingigen Mindestbodenzeiten fiihrt
dies dazu, dass die Mengen A; ; und B, s konstante GroRe haben und die Variablenanzahl des
Modells dadurch (wie im Time Space Network Modell) nur linear in der Leganzahl wachst.
Im worst case ist das Wachstum aber wie im Connection Network Modell quadratisch in der
Leganzahl.

4.5.1.2 Azyklisches Hybrides Modell

Der Vollstandigkeit halber wollen wir jetzt noch kurz das azyklische Hybride Modell vorstellen.
Die Grundidee ist die selbe wie im zyklischen Fall. Wir entfernen dazu aus den Mengen A, ¢
und B die Hilfslegs *. lhre Rolle wird vom Time Space Network iibernommen. Ferner
definieren wir die flottenabhangige Mindestbodenzeit g, ; fiir das Time Space Network Modell
wie folgt:

gif = min{gl*,mj | m € /_ll,f :VneL: (S,dl =syNfeF, Ati,f > tfmf) =nec flLf} U {oo}

So ist sichergestellt, dass nach dem Ankunftszeitpunkt ¢}, eines Legs [ im Time Space
Network nur noch Legs den Zielflughafen von [ verlassen, die auch zu einer zuldssigen Ver-
kniipfung fiihren. Da im azyklischen Fall die Menge A; ; leer sein kann, wird in diesem Fall
die Mindestbodenzeit g;  auf Unendlich gesetzt.

Damit ldsst sich das azyklische Hybride Modell wie folgt aufstellen:
Modell 4.11 (Azyklisches Hybrides Modell).

Maximiere Z mec (e Z Dim, fTlm,f (4.23)

lel fEfl mEAl,f
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unter den Nebenbedingungen

o |wit Do vt | =1 VieL @ (4.24)
fer meA;
Z yla:f - Z leff + Zy—w T Rot = 0 YoeV (425)
LheLcs (I,f)eLd
d a
Z Thif = Z Tim,f + Y5 — Yy =0 VieLl, feF  (4.26)
keB[,f meAlyf
> 2, <N VfeF (4.27)
UEVfA
Tmy €{0,1}  VIEL feF,me Ay (4.28)
vi'p yiy € {013 Viel feF (429
2yt € N YoeV  (4.30)
Zew € Ny Y e U VfA (4.31)
feF

Die Mengen A; ; und B; s des azyklischen Connection Network Modells lassen sich dabei mit
derselben Begriindung wie im zyklischen Fall wie folgt verkleinern:

/le’f ={me L] sﬁl =siNfeEFuNtl,; < tg%f A (Pim.f > OthnJ < tﬁf)}

Eine Verbindungskante ist nur dann explizit erforderlich, wenn sie einen echt positiven Ge-
winn beisteuert oder eine Verkniipfung von Legs erlaubt, die im Time Space Netzwerk nicht
moglich ist.

4.5.2 Erweiterung der Lokale Suche Heuristiken

Die jetzt vorgestellte Erweiterung der Lokale Suche Heuristiken erlaubt es, mit ihnen auch
Probleminstanzen mit verbindungsabhingigen Mindestbodenzeiten zu optimieren. Verbin-
dungsabhingige Gewinne werden allerdings nicht unterstiitzt. Wie beim Hybriden Modell
sollten sich bei den Eingabeinstanzen fiir die erweiterten Heuristiken

e die verbindungsabhingigen Mindestbodenzeiten g, ,, ¢ eines jeden Leg-Flotten Paares
(I, f) nicht allzusehr voneinander unterscheiden.

Wir beschreiben hier wie in Abschnitt 4.3 nur die Erweiterungen fiir das zyklische Flotten-
zuweisungsproblem.

Die Grundidee der Erweiterung sieht folgendermalen aus. Die eigentliche Generierung der
Nachbarschaftsiibergdnge bleibt unverandert. Die bendtigten Flugzeuganzahlen werden wei-
terhin mittels der Wartefunktionen ermittelt. Dazu miissen passende flottenabhdngige Min-
destbodenzeiten fiir jedes Leg-Flotten Paar definiert werden. Anders als im Hybriden Modell
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Leg [ (Ankunftszeit fiir minimale verbindungsabhingige Bodenzeit g;,,, ;)

A
NN SR

unzulédssige Verbindungen

Abbildung 4.19: Wahl der flottenabhangigen Ankunftszeit fiir Lokale Suche Heuristiken. Ge-
strichelte ausgehende Legs stellen unzulidssige Folgelegs fiir Leg [ dar.

werden sie jedoch hier so gewahlt, dass alle zuldssigen Verkniipfungen prinzipiell erlaubt sind.
Dadurch kann allerdings der Fall eintreten, dass auch unzulassige Nachbarn generiert werden.
Daher wird vor der Entscheidung, ob wihrend der Tiefensuche tatsachlich ein zulissiger Uber-
gang gefunden worden ist, iiberpriift, ob der neue Nachbar auch alle verbindungsabhangigen
Mindestbodenzeiten beachtet.

Die flottenabhédngige Mindestbodenzeit eines Leg-Flotten Paares (I, f) wird fiir die Erweite-
rung der Heuristiken wie folgt definiert:

g1y = min {gzm’f lmeLAfEF}

Damit wird, wie oben beschrieben, erreicht, dass nach dem Ankunftsereignis eines Legs [ alle
zuldssigen Folgelegs spater abfliegen und somit von Leg [ erreicht werden kénnen. Leider sind
so allerdings potentiell auch Legs erreichbar, die keine zulissige Verkniipfung darstellen.’

Abbildung 4.19 zeigt fiir ein Leg [ die Wahl der flottenabhdngigen Boden- und damit auch
Ankunftszeit. Ab dem flottenabhingigen Ankunftszeitpunkt von Leg [ finden sich alle zu-
lassigen Folgelegs fiir | wieder. Allerdings konnen so manche der spater startenden Legs
unzul3ssige Folgelegs sein.

Um festzustellen, ob eine gegebene Flottenzuweisung auch die verbindungsabhéngigen Min-
destbodenzeiten beachtet, reicht es aus, die Inseln der einzelnen Wartefunktionen unabhéngig
voneinander zu betrachten. Nach den Bemerkungen aus Abschnitt 4.3.1.2 miissen die Legs
jeder Insel untereinander verkniipfbar sein, ohne dass dabei ein Flugzeug iiber die Insel hinaus
auf dem Flughafen warten muss. Ohne verbindungsabhingige Mindestbodenzeiten ist dies
implizit garantiert - eine FIFO-Verkniipfung fithrt immer zum Ziel. Mit verbindungsabhangi-
gen Mindestbodenzeiten muss dies explizit iiberpriift werden.

Seien dazu fiir eine Insel I = [Ig, Ig] von Flotte f die ankommenden Legs mit iy,..., i,
bezeichnet und die abfliegenden Legs mit oq,...,0,. Man beachte, dass die Anzahl der
ankommenden Legs einer Insel immer gleich der Anzahl der abfliegenden Legs ist. Wir fassen

" Die Verkniipfung ist nur insofern unzulissig, als sie mehr Flugzeuge erfordern wiirde als mittels der
Wartefunktionen bestimmt. Im zyklischen Fall kann ein Flugzeug immer geniigend viele Planungsperioden
lang auf einem Flughafen warten, um ein beliebiges von dort startendes Leg zu erreichen.
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die Legs der Insel als die Knoten eines bipartiten Graphen G = (V; UV, E) auf:

‘/;;:{il,...,’i7l}
Vo={o01,...,0n}

Ein ankommendes Leg iy ist dabei genau dann mit einem abfliegenden Leg o; verbunden,
wenn diese Legs innerhalb der Insel nacheinander von einem Flugzeug der Flotte f bedient
werden kdnnen:

(Zk7 Ol) e E g tgl,f E [ Z{vf’ ]E] /\ glkvf + (tgl,f @T t;lk,f) 2 gikzolzf

Leg 0; muss zum einen nach dem Ankunftszeitpunkt von Leg iy in der Insel starten, und zum
anderen muss die dabei auftretende Bodenzeit mindestens so groll wie die verbindungsab-
hangige Mindestbodenzeit zwischen den Legs i; und o; sein.

Offensichtlich gilt nun:

Satz 4.12. Die Legs einer Insel lassen sich genau dann innerhalb der Insel miteinander
verkniipfen, wenn der oben konstruierte bipartite Graph ein perfektes Matching besitzt.

Die Erweiterung besteht folglich darin, dass sich zu jeder Insel einer aktuellen Losung ein
perfektes Matching der ein- und ausgehenden Legs gehalten wird. Die initiale Berechnung
kann mittels eines Max-Flow-Algorithmus in Zeit O(n?®) fiir Inseln mit n eingehenden Legs
durchgefiihrt werden [Even and Tarjan, 1975, Hopcroft and Karp, 1973]. Geschwindigkeits-
fordernd kommt dabei zum Tragen, dass die Berechnung nicht auf allen Ereignissen eines
Flughafens gleichzeitig zu erfolgen braucht, sondern dass man inselweise vorgehen kann.

Das Update nach einem Nachbarschaftsiibergang arbeitet sogar noch schneller. Hierbei wer-
den pro betroffener Insel normalerweise nur zwei Legs geldscht bzw. eingefiigt, so dass ein
Grolteil des existierenden Matchings wiederverwendet werden kann. Ein oder zwei Flusserwei-
terungsschritte mit Aufwand O(n?) reichen aus, um das perfekte Matching wiederherzustellen
bzw. um festzustellen, dass kein perfektes Matching existiert und der Nachbarschaftsiiber-
gang unzulissig ist. Dariiber hinaus sind von einem Ubergang selten mehr als 10 Inseln von
Anderungen betroffen, so dass insgesamt der Test auf Zulassigkeit nach einem Nachbar-
schaftiibergang sehr effizient durchgefiihrt werden kann.

Mit dieser Erweiterung ist damit sichergestellt, dass, vorausgesetzt man startet mit einer
zuldssigen Zuweisung, die Heuristiken auch Probleminstanzen mit verbindungsabhingigen
Mindestbodenzeiten optimieren kdnnen und dabei garantieren kdnnen, nur zuldssige Ldsun-
gen zu produzieren.

4.6 Homogenitat

Eine hdufig gewiinschte Eigenschaft von Flottenzuweisungen fiir mehrtigige Planungsperi-
oden ist, dass fiir Gruppen von Legs nach Mdglichkeit gleiche bzw. dhnliche Flugzeugtypen
eingesetzt werden sollen.
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In einer Wochenplanung startet beispielsweise tdglich um 10:00 ein Leg von Frankfurt nach
New York. Es ware nun schén, wenn in einer Flottenzuweisung moglichst viele dieser Legs
von einem Flugzeugtyp bedient wiirden, da dies den an die Kunden herauszugebenden Flug-
plan (bersichtlicher und attraktiver macht, die Planung auf dem Boden vereinfacht, unter
Umstanden in New York nur Wartungspersonal fiir einen Flugzeugtyp erforderlich macht,
usw.

Es handelt sich dabei nicht um eine harte Einschrankung sondern eine Bedingung, die nur
insoweit beriicksichtigt werden sollte, dass sie keine zu hohen Gewinnausfalle verursacht.
Dazu definieren wir

Definition 4.13 (Homogenitat). Sei ein Flottenzuweisungsproblem mit Flugplan £ und
Flotten F, eine Zuweisung z : L — F fiir den Flugplan und eine Menge von Leggruppen
G;CL (ie{l,...,n}) gegeben.

Die Homogenitat einer Leggruppe G ist definiert durch

e =Gl =gt G =0 =1

und die Homogenitat der Zuweisung durch

H(G;) entspricht damit der minimalen Anzahl an Legs, deren Zuweisung man dndern muss,
damit die Legs der Leggruppe G; von nur einem Flugzeugtyp bedient werden. Legs, deren
Zuweisung dafiir gedndert werden muss, werden inhomogene Legs genannt. Ein Wert von
Null fiir H(G;) sagt somit aus, dass den Legs der Leggruppe nur ein Flottentyp zugewiesen
worden ist. H(z) ist ein Mal fiir die Homogenitat einer Zuweisung - je kleiner H(z), desto
homogener die Leggruppen.

Damit unsere Lésungsverfahren nun moglichst homogene Zuweisungen produzieren, erweitern
wir die Zielfunktion um Strafkosten fiir Inhomogenitat

Maximiere P(z) — cyH(2),

wobei cg > 0 die Strafkosten pro inhomogenem Leg bezeichnen. Ein groler Wert fiir cy
wird zu sehr homogenen optimalen Zuweisungen fiihren, ein kleiner Wert zu Zuweisungen
mit grollem Gewinn, wobei homogene, fast gewinnmaximale Zuweisungen bevorzugt werden.

4.6.1 Fur Lokale Suche Heuristiken

Da die Inhomogenitit einer Zuweisung sehr einfach und schnell algorithmisch berechnet
werden kann, lassen sich bei der Wahl eines Nachbarn neben den Gewinnanderungen auch
die Anderungen der Inhomogenititskosten einfach beriicksichtigen.
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4.6.2 Fir lineare Programme

Im Gegensatz zu den Lokale Suche Heuristiken bereitet das Beriicksichtigen der Homogenitat
von Zuweisungen in unseren linearen Programmen fiir das Flottenzuweisungsproblem einige
Schwierigkeiten. Die Homogenitat ist wegen der Maximumsbildung eine konkave Eigenschaft,
die sich nur aufwendig linearisieren l3sst.

Wir stellen daher drei Alternativen zur Beriicksichtigung von homogenen Lésungen in unseren
linearen Programmen vor - jede mit unterschiedlichen Vor- und Nachteilen. Zwei Anséatze sind
exakt, ein Ansatz arbeitet nur heuristisch und kann damit die Optimalitat seiner Losung nicht
garantieren.

4.6.2.1 Modell mit wenigen zusatzlichen Variablen

Bei der Beschreibung der exakten Ansidtze betrachten wir nur die Modellierung, die fir
die Bestimmung der Inhomogenitatskosten einer Leggruppe notig ist. Da diese Berechnung
unabhingig von anderen Leggruppen ist, muss anschlieBend nur fiir jede Leggruppe ein
entsprechendes Modell dem Gesamtmodell fiir die Flottenzuweisung hinzugefiigt werden.

Fiir eine Leggruppe G; ergibt sich folgende Problemstellung:
Modell 4.14.

Maximiere Z Z PLryLr — cah (4.32)
leG; feF

unter den Nebenbedingungen

=1 VieG,  (433)
feF
h = |Gi| - max < > yz,f) (4.34)
leG;:feF
h>0 (4.35)
vy €1{0,1} Vie Gy, feF (4.36)

Die Zielfunktion (4.32) maximiert den Gewinn der Zuweisung abziiglich der Inhomogenitats-
kosten. Die Gleichungen (4.33) stellen sicher, dass jedem Leg genau eine Flotte zugewiesen
wird und entsprechen genau den Uberdeckungsgleichungen im Time Space Network Modell.
Fiir das Connection Network Modell muss man y,  einfach iberall durch }°, 1, s er-
setzen. Gleichung (4.34) berechnet die Inhomogenitit der Zuweisung. Dabei handelt es sich
im Moment noch nicht um eine lineare Bedingung.

Wir formulieren Gleichung (4.34) daher wie folgt um:

\/ h + Z Y > |Gl (4.37)

feF leG;:feF
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Nur eine der Ungleichungen (4.37) muss erfiillt werden. In einer optimalen Losung sei dies die
Ungleichung von Flotte f. Wegen cy > 0 wird nun A in der optimalen Losung so klein wie
moglich gewahlt, also so, dass die Ungleichung (4.37) fiir Flotte f mit Gleichheit erfiillt wird.
Aus demselben Grund wird in einer optimalen Lésung f so gewahlt, dass >, . rcz yi,y ma-
ximal ist, da dadurch h méglichst klein werden kann. Somit ist (4.37) fir ¢y > 0 dquivalent
zu (4.34).

Disjunktionen der Form (4.37) sind in linearen Programmen nicht erlaubt. Sie lassen sich
aber linearisieren, indem man sie durch

D bp=1 (4.38)

ferF

ht > g > blGil VfeF (4.39)
leGi:feF

bp €{0,1} VfeF (4.40)
ersetzt.

Daraus ergibt sich also das folgende ganzzahlige lineare Programm zur Berechnung von
Zuweisungen an eine Leggruppe, die auch Inhomogenitatskosten beriicksichtigt:

Modell 4.15 (HLOW).

Maximiere Z Z pPufyLr — CHh (441)
leG; feF

unter den Nebenbedingungen

d bp=1 (4.42)

feF
Z Yrp =1 Vi € G, (4.43)
feF
ht > g > bylGyl VieF (4.44)
I€G,: fEF,
h=0 (4.45)
by €{0,1} VfeF (4.46)
wy €1{0,1} Vie Gy, feF (4.47)

Fiir jede Leggruppe miissen damit zusatzlich 1 + |F| Variablen ((4.45), (4.46)) und 1+ |F]|
Bedingungen ((4.42), (4.44)) dem linearen Programm fiir die Flottenzuweisung hinzugefiigt
werden.

Das groRe Manko von Modell 4.15 ist, dass in der LP-Relaxierung die Inhomogenitit h immer
Null ist, also keinerlei Inhomogenitatskosten auftreten. Dadurch erh&lt man sehr schlechte
Schranken im Branch&Bound-Léser und keine verlassliche Riickmeldung an die Baumsuche,
welche bs-Variablen wie fixiert werden sollen.
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Satz 4.16. Fiir die LP-Relaxierung von Modell 4.15 gilt:

Fiir jede zuldssige Belegung der vy, s-Variablen existieren b;-Zuweisungen, so dass h = 0
gewahlt werden kann.

Beweis. Setzt man

_ ZleGi:fe]-‘, Yir

b
d Gl

VfeF
h =0

kann man leicht Gberpriifen, dass alle Bedingungen der LP-Relaxierung von Modell 4.15
erfillt sind. O

4.6.2.2 Hoherdimensionales Modell

Wir stellen nun eine alternative Formulierung zur Berechnung der Inhomogenitatskosten vor,
deren LP-Relaxierung nur ganzzahlige Ecken besitzt und somit scharfe Schranken produziert.
Wir leiten dabei dieses Modell von Ideen von Balas zur Disjunktiven Programmierung ab:

Satz 4.17 ([Balas, 1998]). Gegeben P, = {x € R" : A'x > b'} # 0, i € Q. Die Menge
Py = conv e P ist die Menge der x € R", fiir die Vektoren (y',y;) € R™!, i € Q,
existieren, so dass (z, (y', y})icq) zu P =

Zyi =z (4.48)

1€Q
D =1 (4.49)

1€Q
Ayt > byl VieQ (4.50)
Yo >0 VieQ (4.51)

gehért. Es gilt ferner:

e Falls z* eine Ecke von Py ist, dann ist (z*, (', U})icq) eine Ecke von B mit (§*, yF) =
(xz*,1) fiir ein k € Q und (7', 55) = (0,0) firi € Q\ {k}.

e Falls (%, (§,5})icq) eine Ecke von B ist, dann ist T = §* und y§ = 1 fiir ein k € Q,
(7', 95) = (0,0) firi € Q\ {k} und = eine Ecke von P.

Der Satz 4.17 beschreibt, wie man die Vereinigung von Polytopen durch eine Transformation
in einen hdherdimensionalen Raum bilden kann, ohne dabei die Informationen iiber ihre Ecken
zu verlieren. Desweiteren werden dabei keine ganzzahligen Variablen benétigt.
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Der Losungsraum von Modell 4.14 lisst sich wegen Bedingung (4.37) als Vereinigung der
Polytope P, =

Z g =1 Vil € G; (4.52)
JeF

h+ > we > |Gl (4.53)
leGiteF

h >0 (4.54)

Yr € {0, 1} Vie Gy, feF (4.55)

mit ¢t € F beschreiben. Die P; definierende Matrix ist vollstandig unimodular, da sie, nachdem
man Ungleichung (4.53) mit -1 multipliziert hat, in jeder Spalte maximal zwei {-1,1}-Eintrage
aufweist und jede Spalte mit zwei nicht-Null Eintrdgen die Spaltensumme Null besitzt. Man
kann also Bedingung (4.55) durch

Ui f >0 Vi € Gz,f e F (456)

ersetzen, ohne die konvexe Hiille von P, zu verdndern.
Nach Satz 4.17 lasst sich damit unser Problem wie folgt formulieren:
Modell 4.18.
Maximiere Z Z DLt (Z yh) —cy (Z ht> (4.57)
leG; feF teF teF

unter den Nebenbedingungen

> =1 (4.58)

teF
Y vip="b VieGteF (4.59)
fer
Bt Yyl 2 blGH VieF (4.60)
leG;:teF,;
be >0 Ve F (4.61)
=0 vt e F (4.62)
Yy =0 VieG,[eRteF (4.63)

Man beachte, dass bei dieser Konstruktion keine ganzzahligen Variablen mehr bendtigt wer-
den, die LP-Relaxierung also scharfstmdglich ist. Allerdings erkauft man sich diesen Vorteil,
durch eine um den Faktor |F| hohere Anzahl an Variablen und Bedingungen: Es werden
(24 |Gy| - |F]|) - | F| Variablen und 1 + |F| + |G, - | F| Bedingungnen ben&tigt.

Im konkreten Fall |&sst sich allerdings aus Modell 4.18 ein erheblich kleineres, dquivalentes
Modell mit weniger Variablen ableiten:
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Modell 4.19 (HBAL).

Maximiere Z Z PiLfYrr — CH (Z hf) (464)

leG; feF feFr

unter den Nebenbedingungen

> =1 (4.65)
feF
> up=1 Vi € G (4.66)
TeFx
byt D i = bl VferF (4.67)
leG,;:feF;
Yig < bs Vie G, feF (4.68)
s <y VieGi feF (4.69)
by =20 VfeF (4.70)
hy 20 VfeF (4.71)
YifrYp 20 Vi€ G, feR (4.72)

Modell 4.19 erzeugt (2+ |G;|) - |F| zusdtzliche Variablen und 1+ |F|+42|G;|- | F| zusatzliche
Bedingungen pro Leggruppe.

Lemma 4.20. Fiir die Modelle 4.18 und 4.19 gilt:

o Wenn (yj ¢, h',b;) zum Losungsraum von Modell 4.18 gehért, dann gehdrt (yi 5, y; ¢, h', by)

zum Lésungsraum von Modell 4.19, wobei yi; = >, .-y ; und y; = yl{f fiir alle
le L, felF ist

o Wenn (y s,y s, h',b;) eine optimale Losung von Modell 4.19 ist, dann existieren y; It
so dass (y[ ;, h',b;) zum Lésungsraum von Modell 4.18 gehért, und 37, - vj s = yif

undyl’jf =y, firallel € L, f € Fy ist.

Beweis. Den ersten Punkt rechnet man leicht nach.

Fiir den zweiten Punkt gilt, dass in einer optimalen Lésung (i1, , ht,b;) fir Modell 4.19
wegen ¢y > 0 alle Ungleichungen (4.67) mit Gleichheit erfiillt sind und fiir alle [ € L,
f € Fi (mindestens) eine der Ungleichungen (4.68) bzw. (4.69) mit Gleichheit erfiillt ist,

also y/; = min{y; s, by} gilt.

Der zweite Punkt ist also bewiesen, wenn wir fiir jedes Leg [ die y; -Werte so festlegen
konnen, dass

L. > rer Uiy = b fiir alle t € F (Bedingung (4.59)),

2. Ztefyif =y, s fir alle f € F; und
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3. Z/i’jf = min{yz,f,bf} fir alle f € F

gilt.

Wir initialisieren dazu eine |F| x |F|-Matrix M mit Null. Eintrag M (f,t) reprasentiert den
Wert y; ;. Sei ferner

M(f. %) =yy— > M(f.t)

teF
M(x,t) = b, — Y M(f,1)
feF
F=> M(fx*)
feF
T = Z M (x,t)
teF

Zu Beginn gilt offensichtlich

F=Y M(fx)=> yp=1=> b=Y Mt)=T

feFr feFr teF teF

Unter dem Setzen eines Eintrags M (f,t) verstehen wir die Zuweisung von min{ M (f, %), M (x,t)}
an M (f,t). Dadurch wird

o M(f,*) oder M(x,t) zu Null und

e F"und T nehmen um den selben Betrag M (f,t) ab, sind also insbesondere anschliefend
immer noch gleich.

Zuerst setzen wir nun alle Elemente M (f, f) der Hauptdiagonalen von M. Dadurch wird
Punkt 3. erfiillt, da dieses Setzen unabhingig voneinander geschehen kann. Solange dann
noch eine M(f,*) > 0 existiert, suchen wir ein M (x,t) > 0 (ein solches muss wegen F =T
existieren) und setzen M(f,t). Dieser Eintrag kann vorher noch nicht gesetzt worden sein, da
ansonsten M (f,*) oder M (x,t) bereits Null gewesen ware. Nach spatestens 2|F| Setzungen
gilt F =T =0 und M erfiillt auch die Punkte 1. und 2. [

Satz 4.21. Jede optimale Ecke vom Lésungsraum von Modell 4.19 ist ganzzahlig und ent-
spricht einer optimalen Lésung von Modell 4.14.

Beweis. Sei e* = (yl,f,ylff,ht,bt) ein optimale Ecke von Modell 4.19. Falls e¢* nicht ganz-
zahlig ist, ist auch die nach Lemma 4.20 zu e* gehdrende Losung ¢’ = (y; , h',b;) von
Modell 4.18 nicht ganzzahlig. Nach Satz 4.17 ist aber das Polytop von Modell 4.18 ganz-
zahlig und ¢’ kann keine Ecke sein, ist also eine echte Linearkombination von (ganzzahligen)
Ecken pi, ..., pj des Lésungsraums von Modell 4.18. Die gemall Lemma 4.20 zu den Ecken
Pis- .., gehdrenden Punkte py,...,pr von Modell 4.19 sind dann aber ebenfalls ganz-
zahlig, mithin von e* verschieden und liefern eine Linearkombination fiir e*. Dies steht im
Widerspruch zu der Annahme, dass ¢* eine Ecke ist. ¢* muss demnach ganzzahlig sein.

Die Ecken von Modell 4.18 korrespondieren nach Satz 4.17 mit den zul3ssigen Lésungen von
Modell 4.14. Damit tun dies auch die optimalen Ecken von Modell 4.19. m
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4.6.2.3 Heuristisch

Die Bestimmung der Inhomogenitatskosten einer Leggruppe G waére trivial, wenn die Flotte
f*, die die meisten Legs in der Gruppe fliegt, vorab bekannt wére. Dann brduchten nur die
Gewinne p; ¢ wie folgt angepasst werden:

s =py—ca VIEG f#S

Es wéren keine weiteren Variablen oder Bedingungen notwendig.
Die Heuristische Beriicksichtigung der Inhomogenitatskosten funktioniert nun folgenderma-

RBen:

o Lose die LP-Relaxierung des Flottenzuweisungsmodells ohne Beriicksichtigung von In-
homogenitatskosten.

e Bestimme fiir jede Leggruppe G die Flotte f* mit

Z Yupr = 08X (l; yz,f)

lel

Modifiziere wie oben beschrieben die Gewinne p; ; fiir die Legs der Leggruppe.

e Lose anschlieBend das Flottenzuweisungsproblem mit der modifizierten Gewinnfunkti-
on.

Bei diesem Ansatz wird die ModellgréBe durch die Inhomogenitaten nicht verandert. Es muss
nur eine zusatzliche LP-Relaxierung berechnet werden. Bei dieser Vorgehensweise ist klar,
dass der Wert der zuriickgelieferten Zuweisung nur eine untere Schranke auf den maximalen
Gewinn darstellt - man kann ja beim Festlegen auf eine Flotte f* fiir eine Leggruppe G die
falsche Wahl getroffen haben, was zu unnétig hohen Inhomogenitatskosten fiihrt.

4.7 Preprocessing

4.7.1 Zulassigkeitstests

Mit ein paar einfachen Tests l3sst sich vor der eigentlichen Optimierung in vielen Fillen Giber-
priifen, ob eine gegebene Flottenzuweisungsinstanz iiberhaupt zul&ssige Lésungen besitzen
kann.

Zum einen muss dafiir natiirlich gelten:

o Fiiralle Legs I € L: F; # 0

e Fiir zyklische Instanzen miissen simtliche Flughédfen beziiglich Starts und Landungen
balanciert sein.
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Ansonsten ist der Hauptgrund, weshalb eine Instanz keine zuldssige Losung besitzt, dass die
Flugzeuganzahl nicht ausreicht, um alle Legs zu bedienen. Gliicklicherweise l&sst sich leicht
eine in der Praxis sehr zuverldssige untere Schranke fiir die Gesamtanzahl an Flugzeugen
ausrechnen, die mindestens fiir eine gegebene Instanz bendtigt werden. Vergleicht man diese
Schranke mit der tatsdchlichen Flugzeuganzahl iiber alle Flotten, kann man zu kleine Flotten
sehr zuverldssig vor der eigentlichen Optimierung erkennen. Dazu wird eine neue Flotte,
virtuelle Flotte genannt, eingefiihrt und geschaut, wie viele Flugzeuge diese eine Flotte fiir
den Flugplan bendtigt. Ist die virtuelle Flotte passend definiert, ergibt sich so eine untere
Schranke fiir mehrere Flotten [Gu et al., 1994].

4.7.1.1 Flugzeuganzahl bei flottenabhangigen Mindestbodenzeiten

Hier verwenden wir das Verfahren aus Satz 3.12. Die virtuelle Flotte f wird dabei folgender-
maRen definiert:

e Flotte f kann alle Legs bedienen.
e Alle Mindestbodenzeiten von Flotte f sind Null.

e Fiir alle Legs [ wird die Blockzeit fiir Flotte f wie folgt definiert:

b, ; = min(b
Lf 31161;1( L+ gy)

So ist sichergestellt, dass jeder Flugzeugumlauf einer realen Flotte auch von der virtuellen
Flotte ibernommen werden kann, und die bendtigte Flugzeuganzahl fiir die virtuelle Flotte
stellt eine untere Schranke auf die Gesamtflugzeuganzahl aller Flotten dar.

4.7.1.2 Flugzeuganzahl bei verbindungsabhangigen Mindestbodenzeiten

Hier verwenden wir die Verfahren aus den Sitzen 3.14 und 3.16. Die virtuelle Flotte f wird
dabei folgendermalen definiert:

e Flotte f kann alle Legs bedienen.

e Alle Blockzeiten von Flotte f sind Null.

e Fiir alle Legs I und méglichen Folgelegs m, s¢ = s¢, wird die verbindungsabhingige

Mindestbodenzeit fiir Flotte f wie folgt definiert:

Gt = 000 (bLs + G, )

So ist sichergestellt, dass jeder Flugzeugumlauf einer realen Flotte auch von der virtuellen
Flotte ibernommen werden kann, und die bendtigte Flugzeuganzahl fiir die virtuelle Flotte
stellt eine untere Schranke auf die Gesamtflugzeuganzahl aller Flotten dar.
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2

notwendige Bodenkanten

Abbildung 4.20: Flughafen mit notwendigen und nicht-notwendigen Bodenkanten. Ereignisse
innerhalb der Ellipse kdnnen zusammengefasst werden.

4.7.2 Fur Time Space Network Modelle

Fiir die Time Space Network Modelle® aus Abschnitt 4.2 lisst sich einfach die Anzahl an
Ereignissen und damit auch Bodenkanten verringern, ohne die Menge der zul&ssigen Zuwei-
sungen zu andern.

Bodenkanten haben zwei zentrale Funktionen im Time Space Network:

o Weiterleiten von Flugzeugen von einem Ereignis eines Flughafens zum niachsten.

e Sicherstellen, dass auf einem Flughafen niemals eine negative Anzahl an Flugzeugen
wartet.

Der erste Punkt lasst sich auch dann noch gewahrleisten, wenn einige benachbarte Ereignisse
eines Flughafen-Flotten-Paares zu einem Knoten zusammengefasst werden. Das Zusammen-
fassen kann dabei so geschehen, dass die Bodenzeiten von ankommenden Legs der Ereignisse
so vergroBert werden und die Abflugzeiten von abfliegenden Legs so verschoben werden, dass
die Ankiinfte bzw. Starts auf einen Zeitpunkt fallen. Dadurch gehen dann die urspriinglichen
Bodenkanten zwischen den zusammengefassten Ereignissen verloren.

Die Frage ist nun, ob es Bodenkanten gibt, fiir die dieses Entfernen trotzdem nicht erméglicht,
dass auf dem Flughafen eine negative Anzahl an Flugzeugen wartet. Die Antwort darauf
lautet:

Nur Bodenkanten, die von einem Flugereignis mit einem abfliegenden Leg zu
einem Flugereignis mit einem ankommenden Leg fiihren, sind notwendig.

Die Begriindung dafiir ist folgendermaRen (siehe Abbildung 4.20). Fiir nicht-notwendige
Bodenkanten by, ..., b, die zwischen zwei notwendigen Bodenkanten n; und ny verlaufen,

gilt:

e Zu Beginn von b; kommt mindestens ein Leg an, da sonst n; keine notwendige Bo-
denkante ware.

8 Das hier Gesagte gilt auch fiir den Time Space Network Teil des Hybriden Modells aus Abschnitt 4.5.1.
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e Am Ende von by, startet mindestens ein Leg, da sonst n, keine notwendige Bodenkante
ware.

e Dazwischen diirfen bis zum Beginn von einer Bodenkante b; zuerst nur Legs ankommen
und danach nur Legs abfliegen, da ansonsten eine der Bodenkanten b; notwendig ware.

e Das heilit, bis zur Bodenkante b; kann der Fluss auf den Bodenkanten b, ..., b; nur
zunehmen. Wenn er fiir die notwendige Bodenkante n; nicht-negativ ist, muss er das
auch fiir die Kanten by, ..., b; sein.

e Nach b; kann der Fluss auf den Bodenkanten bis zu ny nur abnehmen. Wenn er fir
die notwendige Bodenkante n, nicht-negativ ist, muss er das auch fir die vorherigen
nicht-notwendigen Bodenkanten b;, . .., by sein.

Daraus folgt, dass man all die Ereignisse eines Time Space Networks zusammenfassen kann,
die durch nicht-notwendige Bodenkanten miteinander verbunden sind. Dadurch wird erreicht,
dass jedes Ereignis mindestens aus einem ankommenden und einem abfliegenden Leg besteht,
die Anzahl der Ereignisse (und damit auch der Bodenkanten) also nicht groRer als |£| - |F
sein kann.

4.7.3 Heuristisches Leg-Verschmelzen

Die Leganzahl einer Flottenzuweisungsinstanz ist der dominierende Faktor fiir die Laufzeit
der in dieser Arbeit vorgestellten Lésungsverfahren. Dies gilt in besonderem Male fiir die IP-
Ansadtze. Eine Mdglichkeit, die Leganzahl einer Probleminstanz zu verkleinern, ist, mehrere
Legs zu einem neuen Leg zu verschmelzen.

4.7.3.1 Verschmelzen von Legs

Beim Zusammenfassen von Legs geht es darum, eine Menge von Legs durch ein neues,
einzelnes Leg zu ersetzen, das deren Aufgabe iibernimmt. Dabei soll gewahrleistet sein, dass
eine zul3ssige Losung, die auf einem Flugplan mit zusammengefassten Legs basiert, auch eine
zuldssige Losung fiir den originalen Flugplan liefert und dass der Gewinn beider Lésungen
identisch ist.

Um dieses zu erreichen, muss es sich bei der Menge von Legs, die zusammengefasst werden
sollen, um eine Legfolge F' handeln. Das neue Leg I hebt zur Startzeit des ersten Legs von
F vom Startflughafen der Legfolge ab und landet auf deren Zielflughafen. Die Starts und
Landungen auf den Zwischenstationen werden durch das neue Leg also praktisch gestrichen.
Die Flugdauer des Legs [ ergibt sich aus den Gesamtflugdauern aller zu F' gehdrenden Legs
und den dazwischen auftretenden tatsdchlichen Bodenzeiten. Entsprechend ergibt sich der
Gewinn von [ aus den Einzelgewinnen der Legs zuziiglich etwaiger verbindungsabhangiger
Gewinne.

Dabei muss sichergestellt sein, dass es zumindest eine Flotte f gibt, von der ein Flugzeug die
Legfolge F' nacheinander bedienen kann. Flotten, die nicht dazu in der Lage sind, werden aus
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der Menge der erlaubten Flotten 7, fiir Leg I gestrichen. Legfolgen F, fiir die sich 7, = ()
ergibt, werden nicht zusammengefasst, da dies ansonsten automatisch zu einer unzuldssigen
Flottenzuweisungsinstanz fiihren wiirde.

4.7.3.2 Konstruktion der Legfolgen

Mittels des Flugplans selbst kann man Legs finden, die verniinftigerweise von einem Flugzeug
nacheinander geflogen werden sollten. ,Verniinftigerweise” bedeutet in diesem Fall, dass an-
sonsten Flugzeuge unnétig lange auf Flughdfen warten miissten. Da Flugzeuge eine knappe
und teure Ressource sind, kann dies in der Regel nicht zu einem , guten” Flugplan fiihren;
durch das Zusammenfassen von Legs wird also in diesem Fall der Lésungsraum in der Pra-
xis kaum eingeschréankt. Nichtsdestotrotz handelt es sich bei dieser Vorgehensweise um eine
Heuristik.

Auf schwach frequentierten Flughdfen kommt es hdufig zu der Situation, dass ein Leg an-
kommt, kurze Zeit spater ein anderes startet und sonst fiir lange Zeit kein Flugereignis
stattfindet. Diese Legs sind potentielle Kandidaten fiir eine Zusammenlegung. Wiirden sie
nicht direkt im Anschluss von einem Flugzeug geflogen werden, hitte dies meistens (aber
eben nicht immer) zur Folge, dass wihrend der gesamten Planungsperiode ein Flugzeug
auf dem Flughafen nutzlos wartet; dabei handelt es sich um eine Situation, die gerade auf
schwach frequentierten Flugh&dfen nicht vorkommen sollte. Dies ist sogar teilweise eine harte
Forderung, die von Fluggesellschaften an eine zuldssige Flottenzuweisung gestellt wird.

Um diese Kandidaten zuverldssig identifizieren zu kénnen, reicht ein Kriterium wie oben
erwdhnt nicht aus. Hier hilft die in Abschnitt 4.7.1.1 beschriebene Flugplananalyse mit der
virtuellen Flotte.® Die Inseln, die sich fiir die virtuelle Flotte ergeben, beinhalten Legs, die nur
untereinander verkniipft werden diirfen, wenn keine unnétigen Flugzeuge auf dem Flughafen
der Insel warten sollen.

Fiir einfache Inseln, die nur aus einem ankommenden und einem startenden Leg bestehen,
folgt so unmittelbar, dass ihre Legs nacheinander von einem Flugzeug geflogen werden miissen
- die Legs sollten also verschmolzen werden. Diese Idee ist bereits von [Hane et al., 1995]
eingesetzt worden, allerdings wurden dort die einfachen Inseln heuristisch bestimmt. Wir
verallgemeinern diesen Ansatz jetzt fiir beliebige Inseln.

Ahnlich wie in Abschnitt 4.5.2 beschrieben erzeugen wir fiir jede Insel einen bipartiten Gra-
phen G der ankommenden und abfliegenden Legs und verbinden Legs iiber eine Kante, wenn
es eine (reale) Flotte gibt, die nacheinander die beiden Legs innerhalb der Insel bedienen
kann. Fiir diesen Graphen bestimmen wir wie folgt all die Kanten, die zu jedem perfekten
Matching gehdren:

e Bestimme perfektes Matching ey, ..., e, von G.

e Fiir jede Kante ¢;:

9Auch im Falle von verbindungsabhingigen Mindestbodenzeiten wird fiir dieses heuristische Preprocessing
eine virtuelle Flotte mit flottenabhingigen Mindestbodenzeiten verwendet.
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— Loésche ¢; aus G.

— Priife, ob G weiterhin ein perfektes Matching enthdlt. Wenn nicht, gehért e; zu
jedem perfekten Matching von G.

— Fiige e; wieder zu G hinzu.

Die Laufzeit dieses Algorithmus ist O(n?). Die initiale Berechnung eines perfekten Matching
benétigt Zeit O(n*®). Fiir jede Kante e; kann nach ihrem Léschen durch eine Flusserweite-
rung mit Laufzeit O(n?) festgestellt werden, ob weiterhin ein perfektes Matching existiert.

Gehort eine Kante zu jedem perfekten Matching, missen die beiden betroffenen Legs nach-
einander von einem Flugzeug geflogen werden, um zwischen den Inseln keine Flugzeuge auf
dem zur Insel gehdrenden Flughafen warten zu lassen. Die so gefundenen Kanten definieren
also die Legfolgen, nach denen Legs verschmolzen werden. Insbesondere werden so auch die
Verbindungen von einfachen Inseln zuverlassig erkannt.

Diese Analyse sollte wie gesagt nur fiir schwach frequentierte Flugh&dfen durchgefiihrt werden,
da es auf stark frequentierten Flughdfen, Hubs genannt, durchaus erwiinscht ist, dass nicht
benétigte Flugzeuge dort warten. Hier kann die Wartefunktion mit ihren Inseln keine Hilfe
leisten, da sie nur den Fall beschreibt, dass sich die minimal bendtigte Anzahl an Flugzeugen
auf dem Flughafen aufhilt.

4.7.3.3 Weitere Konsequenzen fir IP-Modelle

Fir IP-Modelle - Connection Network, Time Space Network und Hybrides Modell - kdnnen
die Informationen iiber die Inseln der virtuellen Flotte auf schwach frequentierten Flugha-
fen ferner dazu verwendet werden, nicht erwiinschte Verbindungs- und Bodenkanten aus
dem Modell zu entfernen. In einer Losung, die auf den schwach frequentierten Flughafen
nicht mehr Flugzeuge benétigt wie die virtuelle Flotte, muss der Fluss auf Verbindungs-
und Bodenkanten, die zwischen den Inseln der virtuellen Flotte verlaufen, Null sein und die
entsprecheden Variablen kdnnen aus den IP-Modellen entfernt werden.

4.8 Experimentelle Ergebnisse

4.8.1 Datensatze

Fiir unsere Experimente standen uns 17 reale Datensatze aus den Planungsabteilungen ver-
schiedener Fluggesellschaften zur Verfiigung. Sie unterscheiden sich beziiglich ihrer GroBe,
Flugnetzstruktur, Erweiterungen, usw. Zu allen Datensdtzen war eine zuldssige Flottenzuwei-
sung gegeben, so dass sie auch von den Lokale Suche Heuristiken optimiert werden konnten,
denen ja eine zulassige initiale Lésung mitgegeben werden muss.

In Tabelle 4.1 sind die wichtigsten Merkmale der Datensdtze zusammengefasst. Wir verwen-
den die Buchstaben A bis Q als Bezeichnung fiir die Datensdtze. In der Spalte , Legs” wird die
Anzahl der Legs im Datensatz angegeben, in der Spalte ,Flotten” die Anzahl verschiedener
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Datensatz H Legs ‘ Flotten ‘ Flugzeuge ‘ Flugh&fen ‘ Flotten/Leg ‘ azyklisch? ‘ cdt?

A 116 2 10 18 2.0 Nein | Nein
B 288 3 27 29 3.0 Nein | Nein
C 3337 4 88 68 4.0 Nein | Nein
D 4378 11 175 75 3.2 Nein | Nein
E 4449 9 154 73 6.7 Nein | Nein
F 4449 9 154 73 6.8 Nein | Nein
G 4311 11 154 74 7.9 Nein | Nein
H 3911 10 130 63 8.9 Nein | Nein
I 4253 11 151 74 10.1 Nein | Nein
J 4565 11 159 75 10.3 Nein | Nein
K 4602 12 224 84 2.3 Nein Ja
L 5243 23 216 76 1.7 Nein Ja
M 6285 18 272 95 2.9 Nein Ja
N 6287 18 261 96 2.9 Nein Ja
@) 6287 18 258 96 2.9 Nein Ja
P 9007 9 179 74 7.9 Ja | Nein
Q 42226 13 317 148 5.4 Ja | Nein

Tabelle 4.1: Eigenschaften der 17 Probleminstanzen fiir die Flottenzuweisung

Flugzeugtypen, in der Spalte ,Flugzeuge” die Gesamtanzahl an verfiigbaren Flugzeugen {iber
alle Flotten und in der Spalte ,Flughafen” die Anzahl der besuchten Flughafen.

Bei den meisten Datensidtzen kénnen manche Legs nicht von allen Flotten bedient werden
(Fi # F). In der Spalte ,Flotten/Leg" wird daher die durchschnittliche Anzahl an Flotten,
die fiir ein Leg zul3ssig sind, angegeben. Nur bei den Datensidtzen A, B und C kénnen alle
Flotten alle Legs bedienen.

Die letzten beiden Spalten klassifizieren die Datensitze genauer. Es wird angegeben, ob
es sich bei dem Datensatz um eine zyklischen oder azyklische Instanz handelt (Spalte
,azyklisch?") und ob die Instanz verbindungsabhangige Mindestbodenzeiten enthilt (Spalte
,cdt?"). Daraus ergeben sich drei Gruppen. Die Datensatze A bis J sind zyklische Flotten-
zuweisungsprobleme ohne verbindungsabhingige Mindestbodenzeiten, bei den Datensitze K
bis O handelt es sich um zyklische Probleminstanzen mit verbindungsabhingigen Mindest-
bodenzeiten und die letzten beiden Datensdtze P und Q bilden die Gruppe der azyklischen
Instanzen ohne verbindungsabhingige Mindestbodenzeiten.

Azyklische Flottenzuweisungsprobleme mit verbindungsabhangigen Mindestbodenzeiten stan-
den uns nicht zur Verfligung, allerdings lasst sich jede zyklische Instanz auch als eine azykli-
sche Instanz auffassen und als solche optimieren. In Abschnitt 4.8.8 vergleichen wir so die
Performance der Verfahren fiir zyklische und azyklische Flottenzuweisungsprobleme.

Die groRten Datensitze sind die beiden azyklischen Instanzen mit tiber 9000 bzw. 42000
Legs. Die Planungsperiode umfasst bei Datensatz P einen Zeitraum von zwei Wochen, bei
Datensatz Q sind es sogar vier Wochen. Allen zyklischen Datensatzen ist eine Planungsdauer
von einer Woche zu eigen.
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Innerhalb einer jeden Gruppe sind die Datensdtze nach ihrer GroRe aufsteigend geordnet.
Wir definieren die GroRe eines Datensatzes dabei als das Produkt aus den Spalten , Legs”
und ,Flotten/Leg". Dies korrespondiert sehr genau mit der tatsdchlichen EingabegroRe, da
fir jede zuldssige Leg-Flotten-Kombination eine Reihe von Werten wie Blockzeit, Gewinn,
usw. angegeben werden muss. Das Produkt aus Leganzahl und Flottenanzahl wére gerade
fur Datensitze, bei denen Legs nicht von allen Flotten bedient werden kénnen, nicht so
aussagekraftig. So kann es passieren, dass Datensatz H als groler als Datensatz D angesehen
wird, obwohl er sowohl aus weniger Legs als auch aus weniger Flotten besteht. Dafiir kann
in Datensatz H aber ein Leg im Durchschnitt von fast allen Flotten bedient werden.

Aus Datenschutzgriinden diirfen wir bei den Ergebnissen zu den Testldufen nicht die konkret
erzielten Gewinne nennen. Stattdessen geben wir die Abweichung beziiglich des optimalen
Gewinns an, sofern dieser bekannt ist. Ansonsten geben wir die Abweichung beziiglich der
besten bekannten oberen Schranke des Gewinns fiir die jeweilige Instanz an.

4.8.2 Methodik

Alle Experimente sind auf einem PC mit 3.0GHz-Pentium 4-Prozessor und 1 GB Arbeitsspei-
cher unter Redhat Enterprise Linux 4 durchgefiihrt worden. Als Ldsungsverfahren fiir das
Flottenzuweisungsproblem kamen selbstgeschriebene Programme zum Einsatz, die die Ver-
fahren aus diesem Kapitel implementieren. Jedes der Programme steht in einer Variante fiir
das zyklische und azyklische Flottenzuweisungsproblem zur Verfiigung.

Lokale Suche Heuristiken Es sind die beiden in Abschnitt 4.3 beschriebenen Lokale
Suche Verfahren auf Hill Climbing- bzw. Simulated Annealing-Basis implementiert worden.
Wir kiirzen hier den Hill Climbing Algorithmus mit HC und den Simulated Annealing Al-
gorithmus mit SA ab. Alle in diesem Kapitel beschriebenen Erweiterungen sind vollstindig
umgesetzt worden und kénnen bei Bedarf aktiviert werden.

In Abschnitt 4.4 werden einige Parameter, die die Nachbarschaftgenerierung steuern, be-
schrieben. Fiir unsere Testldufe haben wir bei der Generierung der Legsequenzen die Tie-
fensuche mit einer maximalen Tiefe von 6 und einem maximalen Grad von 4 je Knoten
verwendet. Die Kandidatenauswahl in jedem Knoten erfolgt nach der BEST-Strategie (Ab-
schnitt 4.4.1.1), das heilt, es werden unter den mdglichen Kandidaten die vier gewinn-
trachtigsten ausgewdhlt. Wahrend der Tiefensuche kénnen mehrere zulassige Nachbarn ge-
funden werden und wir wahlen unter diesen Nachbarn gemaR der BETTER-Strategie (Ab-
schnitt 4.4.1.5). Somit wird die Tiefensuche beendet, sobald ein Nachbar gefunden worden ist,
der von der Lokalen Suche auf jeden Fall akzeptiert wird. Damit ist die Nachbar-Generierung
zielgerichtet auf das schnelle Finden von Nachbarn, die von der Lokalen Suche akzeptiert
werden, ausgerichtet. Dies beschleunigt die Konvergenz der Lokale Suche Verfahren. Die hier
beschriebenen Einstellungen haben sich in der Praxis bei vielen Fluggesellschaften bewahrt.

Da es sich bei den beiden Lokale Suche Verfahren um randomisierte Algorithmen handelt,
geben wir im Folgenden bei diesen Verfahren fiir die Laufzeiten und Lésungsqualitdten immer
Mittelwerte aus zehn Testldufen an. Die Varianz dieser Werte iiber die zehn Testldufe ist im
Allgemeinen so gering, dass wir auf detailliertere Angaben verzichten.
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IP-basierte Verfahren Je nachdem, ob verbindungsabhingige Bodenzeiten in einer In-
stanz vorkommen, verwenden die IP-basierten Verfahren ein Time Space Network Modell
(Abschnitt 4.2) oder ein Hybrides Modell (Abschnitt 4.5.1). Die resultierenden ganzzahligen
linearen Programme werden von Standard-IP-L&sern gel6st. Dabei kann zum einen ILOG
CPLEX 9.1 oder zum anderen CBC (Coin Branch and Cut solver) aus der freien COIN-OR-
Library!® zum Einsatz kommen. Mit CPLEX bezeichnen wir im Folgenden IP-Verfahren, die
CPLEX als Loser einsetzen, und mit CBC die Verfahren, die CBC verwenden. Das verwen-
dete Modell wird dabei nicht weiter spezifiziert und ergibt sich aus den Eigenschaften der
Eingabeinstanz.

Beide IP-Loser basieren auf einem klassischen Branch&Bound-Ansatz, bei dem in jedem
Knoten eine LP-Relaxierung des Problems geldst wird. Liefert die LP-Relaxierung eine nicht-
ganzzahlige Lésung, wird eine fraktionale bindre Variable x ausgewahlt und zwei Unterpro-
bleme mit x = 0 und z = 1 erzeugt. Wir verzweigen ausschliellich iiber die bindre Variablen
Ty m,; bzw. y; ¢, da diese die eigentliche Flottenzuweisung definieren. Die Ganzzahligkeit der
Bodenkantenvariablen z, .+ ergibt sich dann automatisch. Stehen mehrere fraktionale Varia-
blen zur Auswahl, wihlen wir die Variable mit dem gréRten Einfluss in der Zielfunktion aus,
das heilt die Variable mit dem gréRten p; ~Wert.

Man kann verschiedene Baumdurchlaufstrategien wihrend einer Branch&Bound Suche ein-
setzen. Wir verwenden zuerst eine Tiefensuch-Strategie, bis wir eine erste zulassige, sprich
ganzzahlige Lésung gefunden haben. Dann wechseln wir zu einer Bestensuche. Wir versuchen
also zuerst moglich schnell eine zulédssige Lésung zu produzieren. Wegen der verwendeten
Verzweigungsstrategie ist dabei die erste gefundene zuldssige Losung in der Praxis bereits
von sehr hoher Qualitdt, weist also ein kleines integrality-gap auf.

Bereits bei mittelgroBen Flottenzuweisungsinstanzen bendtigt eine vollstandige Branch&
Bound Suche, die beweisbar eine optimale Flottenzuweisung liefert, zu viel Zeit. Wir ver-
wenden daher die eigentlich exakten IP-basierten Verfahren zumeist approximativ. Wir ge-
ben dabei eine relative Abweichung r vor und beenden die Branch&Bound-Suche, sobald
wir eine zuldssige Losung gefunden haben, die beweisbar héchstens » vom Optimum ent-
fernt ist. Bezeichnet P, den Gewinn einer gefundenen Losung L und Py die sich aus den
LP-Relaxierungen der Branch&Bound-Knoten ergebene obere Schranke auf den maximalen
Gewinn, so brechen wir die Suche ab, wenn gilt:

PUB_PL<T
Pyp

Wir verwenden typischerweise » = 0.005, so dass wir Ldsungen produzieren, die hdchstens
0.5% vom Optimum abweichen. In praktisch allen Fillen erfiillt bereits die erste gefundene
ganzzahlige Lésung diese Bedingung. Beriicksichtigt man dann noch, dass es sich vor allem
bei den Erléswerten in Flottenzuweisungsproblemen nur um Schatzwerte handelt, deren Feh-
ler weit groRer als 0.5% sind, reichen die so bestimmten, fast optimalen Ldsungen in der
Praxis vollkommen aus.

Wahrend der Branch&Bound Suche miissen fortwahrend LP-Relaxierungen geldst werden.
Das CPLEX-Verfahren verwendet dabei in der Wurzel den Barrier-Algorithmus, ein Interior-
Point-Verfahren, da sich damit vor allem groRe LPs am schnellsten 16sen lassen. W&hrend

Ohttp:/ /www.coin-or.org
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Daten- HC SA CBC CPLEX

satz Zeit ‘ Qual. Zeit ‘ Qual. Zeit ‘ Qual. Zeit ‘ Qual.
A 0.00| opt 0.04] opt 0.01] opt 0.02 | opt
B 0.02 | 0.52% 0.19 | 0.01% 0.07 opt 0.10 opt
C 3.18 | 1.27% 47.39 | 0.74% 15.34 | 0.00% 5.62 | 0.00%
D 461 | 0.87% 41.59 | 0.25% 61.86 | 0.01% 40.22 | 0.02%
E 6.62 | 1.22% 98.19 | 0.31% 154.40 | 0.00% 167.11 | 0.03%
F 7.13 | 0.58% || 119.07 | 0.33% | 100.19 | 0.00% 62.68 | 0.00%
G 8.52 | 0.90% 136.83 | 0.14% 86.08 | 0.00% 74.16 | 0.01%
H 8.06 | 2.40% 73.55 | 1.31% 60.86 | 0.00% 38.05 | 0.00%
| 17.59 | 1.26% 438.93 | 0.18% 657.17 | 0.02% 285.16 | 0.02%
J 13.89 | 1.08% 140.25 | 0.39% 154.14 | 0.01% 241.46 | 0.01%
K 5.58 | 0.26% || 284.10 | 0.08% 6.36 opt 5.26 opt
L 0.37 | 0.52% 2.62 | 0.16% 3.53 | 0.10% 0.94 | 0.26%
M 9.62 | 3.12% 70.55 | 0.94% 57.39 | 0.00% 41.82 | 0.01%
N 19.63 | 2.82% 161.70 | 1.70% 234.22 | 0.04% 281.17 | 0.11%
0O 6.94 | 2.86% 328.49 | 1.18% 415.59 | 0.08% 375.24 | 0.10%
P 20.66 | 1.27% 544.26 | 0.80% | 1002.73 | 0.01% 091.82 | 0.01%
Q 433.15 | 0.45% | 9090.19 | 0.10% || 5435.33 | 0.00% | 1938.11 | 0.00%

Tabelle 4.2: Laufzeit und Lésungsqualitdt bei maximalem Preprocessing

der Baumsuche kommt, wie bei praktisch jedem Standard-IP-Léser, der duale Simplex-
Algorithmus zum Einsatz, da dieser die Basislosung des Vaterknotens als gute initiale Basis
verwenden kann. In COIN-OR ist noch kein brauchbares Interior-Point-Verfahren implemen-
tiert, so dass von CBC alle Knoten mit der dualen Simplex-Methode geldst werden.

4.8.3 Vergleich der Verfahren

In Tabelle 4.2 werden fiir die vier Verfahren HC, SA, CBC und CPLEX die Laufzeiten und
erreichten Losungsqualitdten auf allen 17 Probleminstanzen wiedergegeben. In der Spalte
JZeit” ist dabei die Laufzeit des jeweiligen Verfahrens in Sekunden angegeben. Die Spalte
,Qual.” beschreibt die Qualitdt der von einem Verfahren produzierten Ldsung. Hier wird
die relative Abweichung (in Prozent) des Ldsungsgewinns beziiglich der optimalen L3sung
angegeben.

Fiir die Instanzen N bis Q ist der Wert der optimalen Ldsung nicht bekannt, und hier ist
die Abweichung beziiglich der besten bekannten oberen Schranke angegeben. Die Schranken
stammen aus der Branch&Bound-Suche des CBC- bzw. CPLEX-Verfahrens: Die dort in den
Knoten berechneten LP-Relaxierungen stellen obere Schranken auf den erzielbaren Gewinn
in dem entsprechenden Unterbaum dar, und der maximale Wert einer LP-Relaxierung der
noch aktiven Knoten des Suchbaums ist damit eine obere Schranke auf den Gewinn einer
optimalen Losung.

Ein Wert von beispielsweise 0.26% sagt aus, dass die vom Ldsungsverfahren berechnete
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Verfahren || HC | SA| (BC | CPLEX
Qualitdt || 1.259% | 0.507% | 0.016% | 0.034%

Tabelle 4.3: Durchschnittliche Lésungsqualitdt bei maximalem Preprocessing

Zuweisung mit Gewinn P, sich zum optimalen Gewinn P* wie folgt verhalt:

P Pr 0026

pe
Das heilit, je kleiner die Prozentzahl, desto besser ist die Lésung. Fiir die Instanzen, fiir die
nur eine obere Schranke Py p bekannt ist, gilt P* < Pyp und damit

—1-t<1-
P+ P+ Pus Py

P =Py P P, Pyp— P

falls P* > 0 ist, was bei allen 17 Testinstanzen der Fall ist. Also stellen in diesem Fall die
Qualitatswerte obere Schranken fiir die tatsdchliche Abweichung dar.

In den ,,Qual.“-Spalten taucht an manchen Stellen der Eintrag ,,opt” auf. Dies besagt, dass das
Verfahren eine optimale Losung zuriickgeliefert hat. Ein Wert von ,0.00%" besagt hingegen
nur, dass die Losung fast optimal ist. Die relative Abweichung ist echt groBer Null aber
kleiner als 0.005%.

Bei allen Testldufen in Tabelle 4.2 ist vor der eigentlichen Optimierung der Datensatz mit
allen (heuristischen) Preprocessing-Techniken aus Abschnitt 4.7.3 aufbereitet worden. Die
Angaben zur Qualitat beziehen sich auf den Wert der optimalen Lésung der aufbereiteten
Instanz, nicht auf den optimalen Gewinn der unverdnderten Instanz. In Abschnitt 4.8.4 gehen
wir ndher auf die Auswirkungen der verschiedenen Preprocessing-Techniken ein.

Qualitat Die beiden IP-basierten Verfahren CBC und CPLEX liefern die Lésungen mit der
besten Qualitat. Die durchschnittliche Abweichung liegt bei nur 0.016% fiir CBC und 0.034%
fiir CPLEX. Es folgt SA mit einer durchschnittlichen Abweichung von 0.507% und am Ende
HC mit 1.259%.

Diese Reihenfolge zeigt sich iibereinstimmend bei allen Datensdtzen und ist wenig (iberra-
schend. Der Hill Climbing Algorithmus ist die einfachste Lokale Suche Heuristik und lduft
Gefahr, in schlechten lokalen Optima stecken zu bleiben. Simulated Annealing versucht genau
dies zu umgehen, indem vor allem anfangs auch Verschlechterungen zugelassen werden.

CBC und CPLEX sind als IP-Loser potentiell exakte Verfahren, denen hier erlaubt worden
ist, die Suche bei einem relativen Fehler von 0.5% zu beenden. Bei den zuriickgelieferten
Losungen handelt es sich in allen Fillen um die erste gefundene ganzzahlige Losung im
Branch&Bound-Baum. Bei realen Flottenzuweisungsproblemen treten also allem Anschein
nach nur sehr kleine integrality gaps auf. Nichtsdestotrotz kann der Aufwand zum Schlielen
dieser Liicke, das heit zum Bestimmen des Optimums, enorm sein, wie Abschnitt 4.8.7
zeigt.
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Interessant ist die Tatsache, dass CBC in allen Fallen marginal bessere (oder zumindest gleich
gute) Losungen produziert wie CPLEX. Dabei bekommen beide IP-Loser das gleiche lineare
Programm als Eingabe und auch die Baumsuchen laufen grundsatzlich dhnlich ab. Allerdings
sind uns die genauen Interna von CPLEX nicht bekannt, so dass es hier vielleicht doch kleine
Unterschiede zwischen CBC und CPLEX gibt, die fiir das Verhalten verantwortlich sind.

Es fallt auf, dass die Gewinnabweichungen fiir die Instanzen K bis O allgemein héher ausfallen
als fiir die restlichen Datensatze. Dies gilt sowohl fiir die Heuristiken als auch die IP-basierten
Verfahren. Die Instanzen K bis O enthalten verbindungsabhingige Mindestbodenzeiten, und
diese scheinen das Flottenzuweisungsproblem insgesamt zu verkomplizieren.

Laufzeit Die Betrachtung der Laufzeit der Verfahren auf den Testinstanzen fallt gemischter
aus. Wie nicht anders zu erwarten war, ist HC in fast allen Fillen das mit Abstand schnellste
Losungsverfahren. Die Laufzeiten der iibrigen drei Verfahren SA, CBC und CPLEX bewegen
sich in dhnlichen Regionen, wobei sie meistens mindestens um den Faktor 10 langsamer sind
als HC. Allerdings ist hier die Streuung relativ groB.

Eine Besonderheit stellt der Datensatz K dar. Hier haben die IP-basierten Verfahren keine
Schwierigkeit innerhalb von Sekunden die optimale Losung zu berechnen, wohingegen die
Lokale Suche Verfahren hart arbeiten miissen und ein Vielfaches an Laufzeit bendtigen. Da-
fur konnten zwei Griinde ausgemacht werden. Zum einen ist die Zielfunktion der Instanz
so strukturiert, dass bereits die LP-Relaxierung in der Wurzel ganzzahlig ist. Dariiberhinaus
sind die Gewinnwerte der Leg-Flotten-Kombinationen so beschaffen, dass dabei auch die
LP-Relaxierung sehr schnell gelst werden kann. Auf der anderen Seite starten die Lokale
Suche Verfahren mit einer sehr schlechten Startldsung, so dass verhaltnism3Rig viele Nach-
barschaftsiibergdnge notwendig sind, um in die Nihe des Optimums zu gelangen. Ferner sind
hier die Unterschiede in den verbindungsabhingigen Mindestbodenzeiten pro Leg mit teil-
weise iiber 5 Stunden sehr grol8, was es fiir die Nachbarschaftsgenerierung schwierig macht,
iiberhaupt zulissige Ubergiinge zu finden.

Von den drei Verfahren SA, CBC und CPLEX ist CPLEX in 10 von 17 Fillen das schnellste
Verfahren. Fiinf Vergleiche gewinnt SA und CBC ist nur auf den beiden kleinsten Instanzen
A und B am schnellsten, wo die Laufzeiten allerdings schon fast unter die Messgenauigkeit
fallen. Dass der CPLEX-Optimierer CBC in fast allen Féllen schlagt, liegt hauptsachlich daran,
dass die LP-Relaxierung der Wurzeln in CPLEX wegen des Einsatzes eines Interior-Point-
Verfahrens um Faktoren schneller ist als in CBC mit seinem dualen Simplex-Algorithmus. Im
nachsten Abschnitt 4.8.4 wird dies noch genauer herausgearbeitet.

SA kann in den meisten Fallen nur knapp mit den IP-basierten Verfahren mithalten und muss
sich bei dem groBten Datensatz Q deutlich geschlagen geben. Vor einigen Jahren war SA den
IP-basierten Verfahren in Bezug auf die Laufzeit noch deutlich tberlegen, allerdings fiihrt
die fortlaufende Verbesserung der Standard-IP-L&ser dazu, dass dieser Vorsprung mittlerweile
aufgeholt werden konnte. Den entscheidenden Beitrag leisten aber vor allem die verwendeten
problemspezifischen Preprocessing-Techniken aus Abschnitt 4.7.3. Wir gehen im nichsten
Abschnitt genauer darauf ein.
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Fazit Alle Verfahren schaffen es, in akzeptabler Zeit Losungen auch fiir grole Flottenzu-
weisungsprobleme zu liefern. Die erzielten Lésungsqualititen sind dabei insbesondere bei den

Verfahren SA, CBC und CPLEX gut bis hervorragend.

Das schnellste Verfahren ist dabei HC, das auch eine Instanz mit iiber 40000 Legs in un-
ter 8 Minuten optimieren kann. Allerdings kann man sich bei HC nicht darauf verlassen,
immer Losungen von ausreichender Qualitat zu erhalten - sie kénnen bis zu 3% vom Opti-
mum abweichen, was in der Realitat bei grofen Fluggesellschaften Millionen-Euro-Betrage
im Jahr ausmacht. HC ist daher eher fiir eine schnelle Beurteilung der Auswirkungen von
Plandnderungen geeignet.

CBC und CPLEX liefern fast optimale Lésungen und bendtigen dabei auch auf groRen In-
stanzen selten mehr als 15 Minuten Zeit. Nur bei der Instanz Q mit ihren iber 40000 Legs
liegen die Laufzeiten im Bereich von 11 bzw. 1 Stunden. Dabei ist CPLEX hiufig das etwas
schnellere Verfahren, produziert dafiir aber Lésungen von marginal schlechterer Qualitat.

Im Vergleich zu den IP-basierten Verfahren fillt SA ein wenig zuriick. Bei vergleichbaren,
teils aber auch hoheren Laufzeiten kann es mit einer durchschnittlichen Losungsqualitat von
0.5% nicht mit CBC bzw. CPLEX mithalten. Dariiberhinaus kann SA prinzipbedingt keine
Garantie auf die Lésungsqualitdt geben und bendtigt eine zuldssige Startlésung. Allerdings
ist SA das einzige Verfahren, mit dem sich die in Kapitel 6 beschriebene Integration von
Flottenzuweisung und Ertragsmanagement durchfithren ldsst. Wie die Experimente dort zei-
gen, lasst sich dadurch die tatsiachliche Lésungsqualitdt nocheinmal deutlich steigern, da die
dort verwendete Zielfunktion die Verhéltnisse in der Realitdt besser abbildet.

4.8.4 Preprocessing-Techniken

Hier untersuchen wir die Auswirkungen der heuristischen Preprocessing-Techniken aus Ab-
schnitt 4.7.3. Uns interessiert zum einen, wie sich die Preprocessing-Techniken auf die In-
stanzgrole, vor allem die Leganzahl, auswirkt und was dies fiir die Laufzeiten der verschie-
denen Optimierungsverfahren bedeutet.

Bei den beschriebenen Preprocessing-Techniken handelt es sich um Heuristiken, die zu einem
Verlust an realisierbarem Gewinn fiihren kdnnen. Zum anderen untersuchen wir daher diesen
Effekt. Die Heuristiken gehen von der Pramisse aus, das auf schwach-frequentierten Flughafen
Flugzeuge nicht unniitz warten sollen, und kdnnen unter dieser Voraussetzung Legs auf diesen
Flughdfen zusammenfassen. Wir haben bei allen Experimenten die fiinf groRten Flughafen
(Hubs) einer jeden Instanz von diesem Preprocessing ausgeschlossen, da auf Hubs diese
Pramisse nicht gilt.

Wir unterscheiden vier Arten, nach denen die Instanzen vor der eigentliche Optimierung

aufbereitet werden.

kein Preprocessing Hierbei werden die Datensitze unverdndert an den Optimierer wei-
tergegeben. Die optimale Losung hat der groten Gewinn.

einfache Inseln Hier werden Legs zusammengefasst, die zu einfachen Inseln gehdren. Die-
ses Verfahren wurde bereits in [Hane et al., 1995] eingesetzt.
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Daten- || kein Prepro. einfache Inseln alle Inseln komplett
satz Legs ‘ FH Legs ‘ FH ‘ A-Gewinn Legs ‘ FH ‘ A-Gewinn || A-Gewinn
A 116 | 18 87 7 - 87 7 - -
B 288 | 29 233 | 13 - 233 | 13 - -
C 3337 | 68| 2293 | 21 -] 2203 | 21 - -
D 4378 | 75| 3351 | 21 0.00% || 3228 | 20 0.00% 0.00%
E 4449 | 73 | 3389 | 20 0.26% || 3376 | 20 0.26% 0.29%
F 4449 | 73 | 3393 | 20 0.00% || 3370 | 20 0.00% 0.00%
G 4311 | 74 | 3326 | 22 0.00% || 3326 | 22 0.00% 0.06%
H 3911 | 63| 3131 | 23 0.19% || 3131 | 23 0.19% 0.38%
I 4253 | 74| 3347 | 21 0.18% || 3347 | 21 0.18% 0.27%
J 4565 | 75| 3531 | 24 0.00% || 3531 | 24 0.00% 0.00%
K 4602 | 84 | 3913 | 28 0.01% || 3862 | 28 0.01% 0.01%
L 5243 | 76 | 4325 | 38 2.55% || 4133 | 31 2.80% 2.82%
M 6285 | 95| 5033 | 25 0.32% || 4482 | 22 1.01% 1.31%
N 6287 | 96 | 5053 | 26 0.61% || 4486 | 24 0.90% 0.99%
0] 6287 | 96 | 5053 | 26 0.38% || 4486 | 24 0.56% 0.61%
P 9007 | 74 | 7412 | 45 0.02% || 7380 | 45 0.02% 0.31%
Q 42226 | 148 || 34116 | 91 0.11% || 33668 | 91 0.12% 0.27%

Tabelle 4.4: Auswirkung von Preprocessing auf die InstanzgroRe und den Gewinn

alle Inseln Alle Inseln werden darauf untersucht, ob es innerhalb der jeweiligen Insel Verbin-
dungen gibt, die auf jeden Fall verwendet werden miissen, um keine Flugzeuge unniitz
auf dem Flughafen warten zu lassen. Es stellt eine Verallgemeinerung des ,einfache
Insel”“-Preprocessing dar.

komplett Diese Technik ldsst sich nur bei IP-basierten Verfahren einsetzen und verbietet
zusatzlich explizit Fluss zwischen Inseln von schwach-frequentierten Flughafen. Die
Leganzahl wird dadurch nicht weiter verringert, aber es werden weniger Variablen in
den IP-Modellen bendtigt.

Falls die Startldsung der heuristischen Verfahren keine unniitzen Flugzeuge auf schwach-
frequentierten Flughafen einsetzt, garantieren HC und SA implizit, dass dies auch fiir
die von ihnen zuriickgelieferten Losungen der Fall ist, da Nachbarschaftsiibergange
nicht zu einem Mehrverbrauch an Flugzeugen auf Flughifen fiihren kdnnen. Insofern
wird diese Preprocessing-Variante von den Heuristiken automatisch verwendet.

GewinneinbuBen In Tabelle 4.4 werden die Auswirkungen der Preprocessing-Techniken
auf die InstanzgroRe und den einhergehenden Gewinnriickgang wiedergegeben. In den ,Leg"-
Spalten ist dabei die Anzahl an Legs, die nach dem Preprocessing iibrigbleiben wiedergeben,
und in den ,FH"-Spalten steht, wie viele Flughdfen von diesen Legs noch angeflogen werden.
Fiir die Preprocessing-Variante ,komplett” sind diese Werte nicht angegeben, da sie sich
nicht von den Werten der Variante ,alle Inseln” unterscheiden.



116 4 Lésungsverfahren

Preprocessing H kein Prepro. ‘ einfach Inseln ‘ alle Inseln ‘ komplett
A-Gewinn || - 0.272% | 0.356% | 0.431%

Tabelle 4.5: Durchschnittliche GewinneinbuBen durch Preprocessing

Die ,, A-Gewinn“-Spalten geben den Riickgang des erzielbaren optimalen Gewinns durch das
jeweilige Preprocessing an. Die Angaben beziehen sich auf den relativen Verlust beziiglich
des Gewinns einer optimalen Ldsung der nicht-aufbereiteten Instanz. Allerdings sind diese
optimalen Gewinne nur fiir die kleinsten Instanzen bekannt - in den anderen Fillen haben
wir, wie im vorherigen Abschnitt ausfiihrlich beschrieben, oberer Schranken auf die optimalen
Gewinne verwendet. Ein Eintrag von 0.26% bedeutet demnach, dass mit der entsprechenden
Preprocessing-Trechnik hochstens noch ein Gewinn in Héhe von 99.74% der Originalinstanz
erzielt werden kann. Der Eintrag .- steht dafiir, dass sich der Wert einer optimalen Lésung
durch das entsprechende Preprocessing nicht verringert.

Durch die Preprocessing-Techniken kann die Leganzahl einer Instanz im Durchschnitt um ein
Viertel verringert werden. Ein GroRBteil der Einsparung wird dabei bereits durch das ,einfache
Insel“-Preprocessing erreicht. Die Ausweitung auf alle Inseln bringt nur fiir Instanzen mit
verbindungsabhingigen Mindestbodenzeiten eine weitere deutliche Abnahme der Leganzahl.
Bei den ibrigen Instanzen wird dadurch die Leganzahl kaum oder gar nicht weiter verringert.
Gerade bei verbindungsabhidngigen Mindestbodenzeiten sind innerhalb von Inseln der virtu-
ellen Flotte viele Verbindungen zwischen Legs unzulissig, so dass hier haufiger erzwungende
Legverbindungen gefunden werden kdnnen.

Dass das Zusammenfassen von Legs gerade auf kleinen Flughéfen sehr effektiv ist, bewei-
sen die Zahlen zu den angeflogenen Flughifen der Instanzen. lhre Anzahl sinkt durch das
Preprocessing im Durchschnitt um den Faktor 3 bis 4. Die Mehrzahl der Flughafen einer ty-
pischen Flottenzuweisungsinstanz sind schwach-frequentiert und die Legs partitionieren sich
dort komplett zu einfachen Inseln.

Die durch Preprocessing zu erwartenden durchschnittlichen Gewinneinbuen liegen im Be-
reich von 0.3%. Dabei gibt es Instanzen, die fast ganzlich immun gegeniiber GewinneinbuRen
durch Preprocessing sind (z.B. Datensatz F, J und K) und andere, wo der erzielbare Gewinn
um iiber 2% einbricht (Datensatz L). Gerade die Datensdtze mit verbindungsabhangigen
Mindestbodenzeiten (K bis O) scheinen starker davon betroffen zu sein.

Unterschiede zwischen der ,einfache Inseln“-Variante und der ,alle Inseln“-Variante machen
sich praktisch nur bei Instanzen mit verbindungsabhdngigen Mindestbodenzeiten bemerkbar,
da nur hier signifikant mehr Legs durch die ,alle Inseln“-Variante zusammengefasst werden.
Der Schritt hin zur ,komplett™-Variante fiir IP-basierte Verfahren senkt den erzielbaren Ge-
winn in den meisten Fallen nochmal wahrnehmbar.

Laufzeit der IP-basierten Verfahren Kommen wir nun zu den Auswirkungen der ver-
schiedenen Preprocessing-Techniken auf die Laufzeit der Optimierungsverfahren. Fiir eine
reprasentative Auswahl von Instanzen sind die Ergebnisse dazu in den Tabellen 4.6 bis 4.11
zusammengefasst.
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Prepro- Datensatz C

cessing (N ‘ Zp ot ‘ Lim, f ‘ Spalten ‘ Zeilen H Zeit pro Ubergang (ms)
kein 13348 | 8821 0] 22169 ] 12162 0.17
einfache I. | 8777 | 4684 0| 13461 | 6981 0.19
alle I 8777 | 4684 0| 13461 | 6981 0.19
komplett | 8723 | 4139 0| 12862 | 6976 ;
Prepro- CBC CPLEX HC SA
cessing Wurzel ‘ Knoten ‘ Zeit || Wurzel ‘ Knoten ‘ Zeit || Zeit | Zeit
kein 77.68 11 | 88.84 16.82 6| 26.84 || 3.32 | 35.61
einfache |. 19.71 8] 22.83 3.53 7| 555 3.33 | 46.87
alle I. 19.71 8] 22.83 3.53 7| 555 3.18 | 47.39
komplett 13.54 7] 15.34 2.41 7| 5.62 - -

Tabelle 4.6: Auswirkung von Preprocessing auf die Modellgroe und Laufzeit; Datensatz C

Prepro- Datensatz E

cessing Yi g ‘ Zp ot ‘ Lim, f ‘ Spalten ‘ Zeilen H Zeit pro Ubergang (ms)

kein 29925 | 16378 0| 46303 | 20836 0.19

einfache 1. || 20981 | 9920 0| 30901 | 13318 0.16

alle I. 20822 | 9847 0| 30669 | 13232 0.17

komplett || 20577 | 8489 0| 29066 | 13252 ;
Prepro- CBC CPLEX HC SA
cessing Wourzel ‘ Knoten ‘ Zeit | Wurzel ‘ Knoten ‘ Zeit || Zeit Zeit
kein 481.36 21 | 606.31 92.28 20 | 221.38 || 8.66 | 102.77
einfache I. || 153.40 13 | 195.50 27.80 19 | 68.85 | 7.11 | 106.79
alle 1. 136.23 12 | 166.89 29.95 13| 5465 | 6.62 | 98.19
komplett 99.25 41 | 154.40 28.17 106 | 167.11 - -

Tabelle 4.7: Auswirkung von Preprocessing auf die Modellgrole und Laufzeit; Datensatz E
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Prepro- Datensatz |

cessing N ‘ Zy ‘ Lim, f ‘ Spalten ‘ Zeilen H Zeit pro Ubergang (ms)

kein 42984 | 22932 0| 65916 | 27196 0.21

einfache |. || 30734 | 13748 0| 44482 | 17106 0.20

alle I 30734 | 13748 0| 44482 | 17106 0.20

komplett | 29932 | 11327 0| 41259 | 17032 ;
Prepro- CBC CPLEX HC SA
cessing Wurzel ‘ Knoten ‘ Zeit || Wurzel ‘ Knoten ‘ Zeit || Zeit Zeit
kein 1104.37 215 | 3322.23 || 274.35 229 | 3637.04 || 16.48 | 349.25
einfache |. 414.48 100 | 1011.00 69.10 158 | 956.67 || 18.03 | 423.22
alle 1. 414.48 100 | 1011.00 69.10 158 | 956.67 || 17.59 | 438.93
komplett 225.13 99 | 657.17 49.49 50 | 285.16 - -

Tabelle 4.8: Auswirkung von Preprocessing auf die ModellgroBe und Laufzeit; Datensatz |

Prepro- Datensatz J

cessing N ‘ Zy ‘ Lim, f ‘ Spalten ‘ Zeilen H Zeit pro Ubergang (ms)

kein 47058 | 24645 0] 71703 | 29221 0.17

einfache I. || 31021 | 13976 0| 44997 | 17518 0.14

alle I 31021 | 13976 0| 44997 | 17518 0.13

komplett || 29678 | 11597 0| 41275 | 17438 ]
Prepro- CBC CPLEX HC SA
cessing Wourzel ‘ Knoten ‘ Zeit || Wurzel ‘ Knoten ‘ Zeit || Zeit Zeit
kein 375.36 87 | 1360.41 | 312.51 187 | 3415.89 || 14.85 | 212.43
einfache I. || 112.99 137 | 500.93 74.17 152 | 522.75 || 13.66 | 122.87
alle 1. 112.99 137 | 500.93 74.17 152 | 522.75 || 13.89 | 116.72
komplett 53.51 62 | 154.14 62.48 100 | 241.46 - -

Tabelle 4.9: Auswirkung von Preprocessing auf die Modellgrole und Laufzeit; Datensatz J
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Prepro- Datensatz M

cessing Yi g ‘ Zp ut ‘ Lim, f ‘ Spalten ‘ Zeilen H Zeit pro Ubergang (ms)

kein 18068 | 11273 | 5217 | 34558 | 17600 0.57

einfache I. | 14362 | 7888 | 4414 | 26664 | 13519 0.28

alle I 12699 | 6573 | 4254 | 23526 | 11675 0.25

komplett | 12585 | 5729 | 4239 | 22553 | 11697 ;
Prepro- CBC CPLEX HC SA
cessing Wourzel ‘ Knoten ‘ Zeit || Wurzel ‘ Knoten ‘ Zeit || Zeit Zeit
kein 209.05 309 | 1017.93 | 33.02 508 | 1836.21 || 18.18 | 156.40
einfache |. 72.19 65 | 200.07 16.73 109 | 104.24 | 9.77 | 106.34
alle I. 33.99 70 | 116.60 13.90 71 55.56 9.62 | 70.55
komplett 17.29 50 57.39 12.85 82 41.82 - -

Tabelle 4.10: Auswirkung von Preprocessing auf die ModellgroRe und Laufzeit; Datensatz M

Prepro- Datensatz N

cessing Yi g ‘ Zp ‘ Lim, f ‘ Spalten ‘ Zeilen H Zeit pro Ubergang (ms)

kein 18168 | 11369 | 8177 | 37714 | 17768 0.29

einfache I. || 14563 | 7937 | 6245 | 28745 | 13780 0.42

alle I. 12910 | 6537 | 6092 | 25539 | 11890 0.66

komplett || 12828 | 5872 | 6067 | 24767 | 11899 ;
Prepro- CBC CPLEX HC SA
cessing Wourzel ‘ Knoten ‘ Zeit || Wurzel ‘ Knoten ‘ Zeit || Zeit Zeit
kein 282.21 417 | 2429.25 41.02 383 | 2067.49 6.13 | 93.43
einfache I. || 133.79 219 | 627.36 18.70 367 | 775.31 7.79 | 142.97
alle I. 73.02 299 | 44255 14.16 206 | 270.13 || 19.63 | 161.70
komplett 54.77 178 | 234.22 12.89 220 | 281.17 - -

Tabelle 4.11: Auswirkung von Preprocessing auf die ModellgroRe und Laufzeit; Datensatz N
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Im oberen Teil werden fiir jeden betrachteten Datensatz die Auswirkung des Preproces-
sings auf die ModellgréBe der IP-basierten Verfahren und auf die durchschnittliche Generie-
rungszeit eines Nachbarn fiir die Lokale Suche Verfahren aufgezeigt. Die y; s-, 2,,+- und
Z1m, r-Spalten geben dabei die Anzahl entsprechender Variablen in den IP-Modellen wieder.
Die folgenden ,Spalten”- und ,Zeilen“-Spalten fassen nochmal die GroRe der resultierenden
Constraint-Matrix zusammen. All diese Angaben beziehen sich natiirlich auf die IP-basierten
Verfahren CBC und CPLEX.

Fiir die Lokale Suche Verfahren HC und SA wird in der Spalte ,Zeit pro Ubergang” die
durchschnittliche Zeit in Millisekunden fiir die Generierung eines Nachbarn angegeben. Fiir
das , komplett“-Preprocessing fehlt dabei diese Angabe, da es nur bei IP-basierten Verfahren
zum Einsatz kommt.

Im unteren Teil werden fiir jedes Verfahren und jede Preprocessing-Variante die resultierenden
Lésungszeiten in Sekunden in den , Zeit"-Spalten angegeben. Fiir die IP-basierten Verfahren
werden zusatzlich noch die Zeit zum Lésen der LP-Relaxierung in der Wurzel und die Anzahl
der wahrend der Branch&Bound-Suche besuchten Knoten angegeben. Auch hier entfallen
fir das , komplett”-Preprocessing die Zeiten der Lokale Suche Verfahren.

Die Ergebnisse fiir die IP-basierten Verfahren sind eindeutig: Je mehr Legs durch das Pre-
processing zusammengefasst werden, desto weniger Variablen werden in den IP-Modellen
bendtigt, desto kleiner werden die Constraint-Matrizen und desto schneller lassen sich die
LP-Relaxierungen lésen. Da in den meisten Fillen dabei auch die Anzahl besuchter Knoten
wahrend der Branch&Bound Suche kleiner wird, sinken die Ldsungszeiten durch Preproces-
sing gewaltig. Einsparungen um den Faktor 10 und mehr sind gerade bei groRen Instanzen
iblich, wenn man die Laufzeiten der nicht-aufbereiteten und der ,komplett” aufbereiteten
Instanzen miteinander vergleicht.

Es fallt auf, dass die Wurzelknoten vom CBC-Verfahren um einiges langsamer gel6st werden
als vom CPLEX-Verfahren. Dies ist den unterschiedlichen LP-Lésern geschuldet, die CBC
bzw. CPLEX im Wourzelkonten einsetzen. Wie oben bereits erwahnt, steht in CPLEX mit
dem Barrier-Algorithmus ein Interior-Point-Verfahren zur Verfiigung, das sehr effizient auf
unseren |IP-Modellen arbeitet. Die Dauer der anschlieRenden Branch&Bound Suche wird im
wesentlichen von der Anzahl besuchter Knoten bestimmt, da hier beide IP-Ldser dhnlich
effiziente duale Simplex Methoden verwenden.

Normalerweise sinken mit der ModellgrBe auch die Anzahl besuchter Knoten im Branch&
Bound Baum, so dass sich eine Verkleinerung der ModellgroRe doppelt positiv auswirkt.
Bei manchen Instanzen scheint es aber so zu sein, dass insbesondere durch ein , komplett"-
Preprocessing die Knotenanzahl auch ansteigen kann - diese Preprocessing-Variante birgt
also die Gefahr, die IP-Modelle strukturell komplizierter zu machen. Besonders deutlich ist
dieser Effekt bei Datensatz E in Tabelle 4.7 zu beobachten.

Nichtsdestotrotz gilt im Allgemeinen, dass man fiir kurze Laufzeiten der IP-basierten Verfah-
ren die Datensatze soweit wie moglich aufbereiten und verkleinern sollte. Die Algorithmen
werden dadurch um Faktoren schneller.

Laufzeit der Lokale Suche Verfahren Die Lokale Suche Verfahren HC und SA reagie-
ren auf Preprocessing nicht so eindeutig wie die IP-basierten Verfahren CBC und CPLEX.
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Hier lassen sich alle moéglichen Effekte beobachten: die Laufzeit kann durch Preprocessing
sinken (Datensatz J und M), nahezu unverdndert bleiben (Datensatz C, E und I) oder sogar
ansteigen (Datensatz N).

Eine mogliche Erklarung dafiir, dass sich Preprocessing nicht so giinstig auf die Lokale Suche
Verfahren auswirkt, ist wie folgt. Bei der Generierung der Legsequenzen fiir die Lokale Suche
Verfahren kommt es auf schwach-frequentierten Flughifen haufig vor, das fiir ein ankommen-
des Leg nur ein Folgelegkandidat existiert, der zusammen mit dem ankommenden Leg eine
einfache Insel bildet. In diesem Fall wird der Tiefensuchbaum nicht besonders breit und lasst
sich schnell durchsuchen. Das Preprocessing verkniipft nun aber bereits vor der eigentlichen
Optimierung solche Legs, so dass fiir aufbereitete Instanzen der Tiefensuchbaum breiter und
sogar im gewissen Sinne tiefer wird. Die produzierten Legsequenzen bestehen zwar weiter-
hin aus maximal sechs (ggf. zusammengefassten) Legs, durch das Zusammenfassen kdnnen
sie aber effektiv mehr als sechs urspriingliche Legs reprasentieren. So wird die GroRe der
Nachbarschaft einer Instanz durch Preprocessing implizit vergroRert und die Effekte durch
die verringerte Leganzahl wieder aufgefressen.

Fazit Fir die IP-basierten Verfahren ist ein griindliches Preprocessing immer anzuraten, da
die Laufzeiten so um Faktoren gesenkt werden kdnnen. Dabei gilt generell, dass je weniger
Legs und damit Variablen ein IP-Modell enthdlt, desto schneller ldsst es sich l6sen. Fiir
lokale Suche Verfahren ist Preprocessing aus Laufzeitiiberlegungen nicht so entscheidend, da
es sich nur in manchen Fillen laufzeitsenkend auswirkt und im Extremfall sogar zu langeren
Laufzeiten fiihren kann.

Demgegeniiber steht der unvermeidliche Verlust an erzielbarem Gewinn durch die hier be-
handelten Preprocessing-Techniken. Fiir die meisten Instanzen halt sich dieser Verlust in
engen Grenzen und spielt kaum eine Rolle in der Praxis. Es ist sogar vielmehr so, dass viele
Fluggesellschaften auf schwach-frequentierten Flugh&fen keine iiberfliissigen Flugzeuge am
Boden warten haben wollen und dafiir lieber auf ein paar Promille an Gewinn verzichten.
Die Preprocessing-Techniken arbeiten nach dieser Pramisse und ihr Einsatz erzeugt damit
implizit Flottenzuweisungen mit dieser gewiinschten Eigenschaft.

4.8.5 Verbindungsabhangige Mindestbodenzeiten

In diesem Abschnitt wollen wir untersuchen, wie sich verbindungsabhingige Mindestbodenzei-
ten bei der Optimierung von Flottenzuweisungsproblemen auswirken. Die dafiir notwendigen
Anpassungen an den IP-Modellen bzw. Lokale Suche Heuristiken sind recht gravierend, so
dass negative Auswirkungen auf die Laufzeit und gegebenenfalls auch die Lésungsqualitit zu
erwarten sind.

Um diesen Vergleich auf strukturell dhnlichen Instanzen durchfiihren zu kénnen, haben wir die
finf Datensatze K bis O dupliziert und daraus Instanzen K’ bis O ohne verbindungsabhingige
Mindestbodenzeiten erzeugt. Dabei kam das in Abschnitt 4.5.2 vorgestellte Verfahren zum
Einsatz, mit dem bereits fiir die Lokale Suche Verfahren flottenabhdngige Mindestbodenzeiten
aus verbindungsabhidngigen Mindestbodenzeiten berechnet wurden. Die Menge der zuldssigen
Lésungen der Instanzen K' bis O ist damit eine Obermenge der zuldssigen Ldsungen der
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Daten- HC SA CBC CPLEX

satz Zeit ‘ Qual. Zeit ‘ Qual. Zeit ‘ Qual. Zeit ‘ Qual.
K 5.58 | 0.26% || 284.10 | 0.08% 6.36 opt 5.26 opt
K’ 3.18 | 0.12% || 236.95 | 0.03% 3.25 opt 2.68 opt
L 0.37 | 0.52% 2.62 | 0.16% 3.53 | 0.10% 0.94 | 0.26%
L’ 0.53 | 0.49% 5.44 | 0.36% 6.15 | 0.37% 1.02 | 0.20%
M 9.62 | 3.12% 70.55 | 0.94% 57.39 | 0.00% 41.82 | 0.01%
M’ 6.29 | 3.73% 55.89 | 0.57% 34.71 | 0.01% 23.23 | 0.02%
N 19.63 | 2.82% || 161.70 | 1.70% || 234.22 | 0.04% || 281.17 | 0.11%
N’ 5.14 | 2.49% 7459 | 1.85% | 118.95 | 0.01% 88.72 | 0.04%
0] 6.94 | 2.86% || 328.49 | 1.18% || 415.59 | 0.08% || 375.24 | 0.10%
0} 6.31 | 2.74% 55.37 | 1.68% || 137.11 | 0.03% || 141.88 | 0.07%

Tabelle 4.12: Laufzeit und Lésungsqualitdt fiir Instanzen mit (X) und ohne (X') verbindungs-
abhéngige Mindestbodenzeiten bei maximalem Preprocessing

Instanzen K bis O. Von der Flugplanstruktur und der Gewinnfunktion sind sich ansonsten die
Instanzen so dhnlich wie nur moglich.

Tabelle 4.12 fasst die Ergebnisse dieser Untersuchung zusammen. Wie schon in Tabelle 4.2
werden fiir die vier Verfahren HC, SA, CBC und CPLEX die Laufzeiten und erreichten Lo-
sungsqualitdten auf den 10 untersuchten Instanzen wiedergegeben. In der Spalte ,Zeit” ist
dabei die Laufzeit des jeweiligen Verfahrens in Sekunden angegeben. Die Spalte ,Qual.” be-
schreibt die Qualitdt der von einem Verfahren produzierten Lésung. Hier wird die relative
Abweichung (in Prozent) des Lsungsgewinns beziiglich der optimalen Lésung angegeben.

Die Losungsqualitdten scheinen weitgehend unabhidngig davon zu sein, ob eine Instanz mit
oder ohne verbindungsabhidngigen Mindestbodenzeiten gelost werden muss. Sie bewegen
sich im direkten Vergleich zweier Instanzen X und X' auf dhnlichem Niveau fiir jedes der
betrachteten Verfahren. Mal wird fiir die eine Instanz eine etwas bessere Lésung produziert,
mal fiir die andere. Es lisst sich hochstens eine leichte Tendenz ausmachen, dass die IP-
basierten Verfahren fiir die Instanzen ohne verbindungsabhéngige Mindestbodenzeiten etwas
ndher an die optimale Lésung gelangen kdnnen.

Ansonsten dndert sich gegeniiber dem generellen Vergleich der Verfahren in Abschnitt 4.8.3
nichts: die IP-basierten Verfahren erzeugen fast optimale Lésungen, gefolgt von SA und mit
Abstand dahinter HC.

Zumindest fiir die groReren Instanzen M bis O sinken die Laufzeiten ohne verbindungsabhan-
gige Mindestbodenzeiten bei allen Verfahren deutlich, typischerweise um den Faktor 2 bis 3.
Bei den Lokale Suche Verfahren spart man sich das vergleichsweise aufwendige Uberpriifen
der Giiltigkeit eines Nachbarn mittels perfekter Matchings, die ansonsten standig aktuell ge-
halten werden miissen. Bei den IP-basierten Verfahren kommt hauptsichlich die geringere
ModellgroRe zum tragen, da keine Verbindungsvariablen x;,, ; mehr bendtigt werden.

In Tabelle 4.13 ist dies beispielhaft fiir die beiden Datensdtze O und O’ wiedergegeben.
Der Aufbau der Tabelle entspricht dem der Tabellen 4.6 bis 4.11. Es werden oben die re-
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Prepro- Datensatz O und O’
cessing N ‘ L ‘ Lim, f ‘ Spalten ‘ Zeilen H Zeit pro Ubergang (ms)
kein 18168 | 11369 | 8177 | 37714 | 17768 0.29
kein 18074 | 11260 0| 29334 | 17565 0.21
einfache I. || 14563 | 7937 | 6245 | 28745 | 13780 0.40
einfache I. || 13791 | 7826 0| 21617 | 12897 0.19
alle I. 12910 | 6537 | 6092 | 25539 | 11890 0.59
alle I. 12061 | 6436 0| 18497 | 10940 0.20
komplett 12828 | 5872 | 6067 | 24767 | 11899 -
komplett || 11979 | 5771 0| 17750 | 10949 ;
Prepro- CBC CPLEX HC SA
cessing Wurzel ‘ Knoten ‘ Zeit | Wurzel ‘ Knoten ‘ Zeit || Zeit Zeit
kein 280.30 414 | 1984.69 38.14 478 | 2622.96 || 6.77 | 91.08
kein 229.74 176 | 1062.85 43.22 255 | 1050.15 || 4.89 | 43.60
einfache I. || 134.98 225 | 579.93 18.81 190 | 415.89 || 5.14 | 108.59
einfache |. 81.09 70 | 23481 18.70 106 | 186.51 || 4.80 | 55.65
alle 1. 75.86 323 | 535.24 18.66 376 | 619.04 || 6.94 | 328.49
alle 1. 52.04 80 | 177.07 13.99 103 | 112.65 | 6.31 | 55.37
komplett 61.46 302 | 415.59 13.09 321 | 375.24 - -
komplett 36.28 74 | 137.11 11.18 141 | 141.88 - -

Tabelle 4.13: Auswirkung von verbindungsabhangigen Mindestbodenzeiten auf die Modell-
groRe und Laufzeit; Datensatz O und O’

sultierenden ModellgréRen und durchschnittlichen Zeiten fiir die Nachbargenerierung fiir die
verschiedenen Preprocessing-Varianten angegeben. Die obere Zeile einer jeden Variante steht
dabei fiir Datensatz O und die untere Zeile fiir Datensatz O". Im unteren Teil werden ent-
sprechend die Laufzeiten unserer vier Verfahren gegeniibergestellt.

Bei den IP-Modellen fallen ohne verbindungsabhingige Mindestbodenzeiten vor allem die
Verbindungsvariablen x;,, ; weg, was die Variablenanzahl um knapp ein Drittel reduziert.
Entsprechen schneller kénnen die LP-Relaxierungen gelost werden, wobei im Wurzelknoten
CPLEX gegeniiber CBC wieder im Vorteil ist. Auffillig ist, das neben der schnelleren Losbar-
keit der LP-Relaxierungen auch deutlich weniger Knoten im Branch&Bound Baum besucht
werden. Zusammengenommen ergibt sich durch die Bank ein Laufzeitvorteil um den Faktor
3 bei den IP-basierten Verfahren, wenn man auf verbindungsabhdngige Mindestbodenzeiten
verzichtet.

Auch die Lokale Suche Verfahren kénnen Instanzen ohne verbindungsabhingige Mindestbo-
denzeiten schneller I6sen. Insbesondere SA kann bei der ,alle Inseln“-Preprocessing-Variante
um den Faktor 6 zulegen. Bei der Instanz O handelt es sich um eine Instanz, bei der das
Preprocessing negativ auf die Laufzeit der Lokale Suche Verfahren wirkt. Die durchschnittli-
che Zeit zum Generieren eines Nachbarschaftsiibergangs verdoppelt sich mit zunehmendem
Preprocessing von 0.29ms auf 0.59ms. Dieser Effekt tritt ohne verbindungsabhingige Min-
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Daten- Leg- I[P mit Hom. IP mit HBAL IP mit HLOW
satz gruppen || Spalten ‘ Zeilen | Spalten ‘ Zeilen | Spalten ‘ Zeilen
A 36 269 192 645 765 377 301
B 62 1142 686 2366 2639 1390 935
C 563 12862 | 6976 30418 | 35896 15677 | 9792
D 696 14401 | 8474 77442 | 112285 22753 | 16827
E 688 | 29066 | 13252 | 81221 | 99675 | 35946 | 20133
F 688 | 29949 | 13384 | 75912 | 93615 | 36829 | 20265

Tabelle 4.14: IP-ModellgréBen fiir unterschiedliche Homogenitatsmodelle

destbodenzeiten nicht mehr auf. Dementsprechend sind die Laufzeiten der Instanz O nicht
besonders vom Preprocessing abhingig.

4.8.6 Homogenitat

Wir untersuchen hier, was fiir Auswirkungen das Erstellen von homogenen Flottenzuweisun-
gen auf die Losungsverfahren hat. Wir haben in Abschnitt 4.6 beschrieben, wie die Lokale
Suche Verfahren und die IP-basierten Verfahren heuristisch mit Homogenitatskosten umge-
hen kdénnen. Starten wollen wir aber mit der Untersuchung der beiden exakten Moglichkeiten
fir die IP-basierten Verfahren.

Exakte Modellierung Bei den beiden exakten Ansitzen zur Beriicksichtigung von Ho-
mogenitatskosten werden die IP-Modelle fiir die Flottenzuweisung um Modelle der Form
HBAL 4.19 oder HLOW 4.15 erweitert - fiir jede zu beriicksichtigende Leggruppe muss ein
Modell hinzugefiigt werden. Die hinzugefiigten Modelle dienen dabei ausschlieRlich der Be-
rechnung der Inhomogenitit einer Flottenzuweisung, um diese mit Strafkosten versehen in
der Zielfunktion beriicksichtigen zu kdnnen.

Tabelle 4.14 zeigt fiir die Datensdtze A bis F, wie sich die IP-Modelle durch das Hinzu-
fligen der Homogenitdtskomponenten vergroBern. Fiir jeden Datensatz wird in der Spalte
.Leggruppen” die Anzahl zu beriicksichtigender Leggruppen angegeben - entsprechend viele
Teilmodelle miissen dem Flottenzuweisungsmodell hinzugefiigt werden. Die Spalten mit der
Uberschrift ,IP mit Hom." beschreiben die IP-ModellgréRe fiir die heuristische Variante zur
Beriicksichtigung von Homogenitatskosten, bei der nur die Zielfunktion des Ursprungsmo-
dells verandert wird und keine neuen Komponenten hinzugefiigt werden. Die Spalten mit den
Uberschriften ,IP mit HBAL" und ,IP mit HLOW" geben die ModellgroRen fiir die beiden
exakten Modellierungen an.

Beide Varianten HBAL und HLOW vergréBern die IP-Modelle deutlich, wobei HBAL nochmal
deutlich mehr Variablen und vor allem Gleichungen dem Ursprungsmodell hinzufiigt. Nach
den Ausfithrungen in den Abschnitten 4.6.2.1 und 4.6.2.2 ist dies nicht iiberraschend.

In Tabelle 4.15 sind die Laufzeiten und erzielten Lésungsqualitdten des CPLEX-Optimierers
mit den unterschiedlichen Varianten zur Homogenitatsbestimmung wiedergegeben. Zum Ver-
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Daten- || CPLEX ohne Hom. | CPLEX mit Hom. || CPLEX mit HBAL | CPLEX mit HLOW
satz Zeit ‘ Qual. Zeit ‘ Qual. Zeit ‘ Qual. Zeit ‘ Qual.
A 0.02 opt 0.03 0.22% 0.04 opt 0.19 0.00%
B 0.10 opt 0.28 0.43% 1.17 | 0.43% | 1221.46 0.50%
C 5.62 0.00% | 14.85 2.86% || 4901.66 | 0.38% 7 ?
D 40.22 0.02% | 76.62 0.09% || 34100.65 | 0.05% ? ?
E 167.11 0.03% | 311.40 0.17% | 10520.09 | 0.10% 7 ?
F 62.68 0.00% | 176.15 0.32% || 22677.68 | 0.31% 7 ?

Tabelle 4.15: Laufzeit und Lésungsqualitdt der exakten Homogenitdtsmodelle

gleich sind zusatzlich noch unter der Uberschrift ,CPLEX ohne Hom.“ die Ergebnisse ohne
Homogenitatskosten angegeben. Die Losungsqualitdten der Varianten mit Homogenitatskos-
ten (letzten drei Blocke) beziehen sich fiir die Datensdtze B bis F nur auf obere Schranken
des optimalen Zielfunktionswerts, da die optimalen Zielfunktionswerte unbekannt sind. Man
beachte, dass die Losungen der Spalten ,CPLEX ohne Hom.” einer anderen Zielfunktionsbe-
wertung unterliegen als die restlichen Spalten, da bei den ,CPLEX ohne Hom."-Ergebnissen
keine Homogenitatskosten beriicksichtigt werden.

Die exakte Variante HLOW war nur fiir die beiden kleinsten Instanzen A und B in der Lage,
Losungen zu produzieren. Alle anderen Testldufe wurden nach einem Tag abgebrochen. Die
HBAL-Variante schafft es immerhin, Losungen fiir die ersten sechs Datensidtze zu liefern.
Die dabei bendtigten Rechenzeiten sind allerdings enorm groB fiir die verhaltnismaRig klei-
nen Testinstanzen. Die heuristische Variante unter der Uberschrift ,CPLEX mit Hom." ist
bedeutend schneller und kommt in den meisten Fallen sehr nahe an die Lésungsqualitat der
exakten Verfahren heran. Eine Ausnahme bildet der Datensatz C, bei dem die heuristische
Manipulation der Zielfunktion zu Lésungen fiihrt, die mit 2.86% Abweichung vom Optimum
verhaltnismaRig schlecht ist.

Insgesamt die der Performance der exakten Modellierungen fiir Homogenititskosten ent-
tauschend. Die IP-Modelle fiir die Flottenzuweisung werden dadurch sehr viel groRer und
schwerer zu l6sen. Es konnte damit iiberhaupt nur fiir die sechs kleinsten Instanzen eine
Losung gefunden werden. Obwohl das Modell HLOW weniger Variablen und Gleichungen
dem Grundmodell hinzufiigt, ist seine Performance noch bedeutend schlechter als die des
HBAL-Modells, da die LP-Relaxierung des HLOW-Modells praktisch unbrauchbar ist (siehe
dazu Satz 4.16).

Heuristische Berucksichtigung Nachdem die exakten Ansdtze in der Praxis nicht in
der Lage sind, Losungen in verniinftiger Zeit zu liefern, konzentrieren wir uns jetzt auf die heu-
ristischen Ansatze zur Beriicksichtigung von Homogenitétskosten. Die ohnehin heuristischen
Lokale Suche Verfahren kénnen diese Kosten einfach mitberechnen und in der Zielfunktion
beriicksichtigen, die IP-basierten Verfahren |6sen zuerst die Instanz ohne die Beriicksichtigung
von Homogenitatskosten und modifizieren anhand dieses Ergebnisses nur die Zielfunktion,
um Homogenitatskosten zu beriicksichtigen (siehe Abschnitt 4.6.2.3).

Da wir fiir die Datensdtze G bis O weder eine (gute) obere Schranke auf den Wert der
optimalen Zielfunktion mit Homogenitatskosten geschweige denn den optimalen Wert selber
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kennen, bewerten wir fiir diese Datensidtze die Qualitdt von Losungen mit Homogenitats-
kosten anhand der oberen Schranke des ,CPLEX mit Hom."- bzw. ,CBC mit Hom."-Laufs,
je nachdem welche Schranke groRer ist. Dabei handelt es sich aber nicht um eine obere
Schranke fiir das tatsachliche Optimum, da die ,CPLEX/CBC mit Hom."-L3ufe nur eine
heuristische Zielfunktion verwenden, von der wir nur wissen, dass sie kleiner gleich der tat-
sachlichen Zielfunktion ist. Es ist daher zu erwarten, dass die in den Tabellen 4.16 und 4.17
angegebenen Gewinnabweichungen fiir die Datensédtze G bis O zu gering sind.

Tabelle 4.16 zeigt die Laufzeiten und L&sungsqualititen der Lokale Suche Verfahren mit
und ohne Beriicksichtigung von Homogenitatskosten. Die gleichen Angaben finden sich in
Tabelle 4.17 fiir die IP-basierten Verfahren mit heuristischer Beriicksichtigung von Homoge-
nitatskosten.

Es fallt auf, dass vor allem HC an Ldsungsqualitit verliert, wenn Homogenititskosten be-
riicksichtigt werden miissen. Bei SA tritt dieser Effekt nicht ganz so deutliche auf, allerdings
verliert auch SA gegeniiber der normalen Variante zum Teil deutlich an Losungsqualitat,
wenn Homogenitatskosten im Spiel sind (Datensatz C, G, K). Dabei muss ferner beriicksich-
tigt werden, dass die Qualitdtsangaben fiir die Datensdtze G bis O eher noch zu optimistisch
sind.

Die IP-basierten Verfahren schlagen sich deutlich besser, was die Lésungsqualitit angeht. Sie
sind den Lokale Suche Verfahren immer iiberlegen. Projiziert man die gesicherten Ldsungs-
qualititen fiir die Datensdtze A bis F auf die restlichen Datensatze, kann man von einer
Losungsqualitdt von ungefahr 0.40% ausgehen, wobei einzelne Ausreifer zum Schlechten
nicht ausgeschlossen sind, wie Datensatz C lehrt.

Die Laufzeiten der Lokale Suche Verfahren werden von den Homogenitdtskosten nicht be-
sonders verschlechtert. Teilweise kommt es zu einer Verdoppelung der Laufzeit (HC auf
Datensatz D, SA auf Datensatz E), aber gerade das SA-Verfahren erfahrt durch Homoge-
nitdtskosten auch deutlich kiirzere Laufzeiten (Datensatz | und O). Da die Berechnung der
Homogenitatskosten kaum zusatzliche Zeit erfordert, muss der Grund dafiir bei der gedn-
derten Zielfunktion gesucht werden. In manchen Fillen scheinen Homogenitatskosten sich
forderlich auf die Konvergenz des adaptiven Simulated Annealing Algorithmus auszuwirken,
in anderen Fillen storen sie die Konvergenz.

Die IP-basierten Verfahren miissen durch die heuristische Beriicksichtigung von Homogeni-
tatskosten doppelte Arbeit verrichten, da sie den Datensatz zuerst ohne Homogenitatskosten
|6sen miissen, um die Zielfunktion heuristisch anpassen zu kénnen. Daher ist eine Verdop-
pelung der Laufzeit nicht iiberraschend. Es scheint ferner so zu sein, dass die angepasste
Zielfunktion die Instanzen in vielen Fallen schwerer zu 16sen macht, da in vielen Fallen die
Laufzeiten um mehr als den erwarteten Faktor 2 anwachsen.

4.8.7 IP-basierte Verfahren: exakt vs. approximativ

Wir haben in den bisherigen Experimenten die prinzipiell exakt arbeitenden IP-basierten
Verfahren nur approximativ verwendet, indem wir die Branch&Bound Suche beendet haben,
sobald wir eine Ldsung, die beweisbar nicht weiter als 0.5% vom Optimum entfernt ist,
gefunden haben.
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Daten- | HC ohne Hom. | HC mit Hom. SA ohne Hom. | SA mit Hom.

satz Zeit ‘ Qual. Zeit ‘ Qual. Zeit ‘ Qual. Zeit ‘ Qual.
0.00 opt | 0.00| 1.64% 0.04 opt 0.03 | 0.22%
0.02| 052% | 0.04| 0.73% 0.19 | 0.01% 0.25 | 0.43%
3.18 | 1.27% | 4.46 | 12.54% 47.39 | 0.74% | 39.47 | 5.78%
461 | 0.87% | 10.95 | 2.30% 4159 | 0.25% | 53.18 | 0.52%
6.62 | 1.22% | 11.65 | 1.78% 08.19 | 0.31% | 192.43 | 0.27%
7.13 | 058% | 8.34 | 4.16% | 119.07 | 0.33% | 117.85 | 0.90%

8.52 | 0.90% | 9.93 | 1.84% || 136.83 | 0.14% | 122.74 | 1.64%
8.06 | 2.40% | 11.03 | 4.70% | 73.55 | 1.31% | 39.28 | 1.34%
17.59 | 1.26% | 69.09 | 4.57% | 438.93 | 0.18% | 210.22 | 0.93%
13.89 | 1.08% | 22.10 | 4.31% | 140.25 | 0.39% | 211.95 | 1.37%
558 | 0.26% | 7.29 | 1.66% || 284.10 | 0.08% | 270.39 | 0.88%
037 | 052% | 0.49 | 1.02% 2.62 | 0.16% 4.72 | 0.29%
9.62 | 3.12% | 10.61 | 4.65% | 70.55 | 0.94% | 64.38 | 0.78%
19.63 | 2.82% | 24.18 | 3.38% | 161.70 | 1.70% | 112.19 | 2.01%
6.94 | 2.86% | 10.94 | 3.35% || 328.49 | 1.18% | 119.73 | 1.82%

oOzZzrX«——ITmMmonw>

Tabelle 4.16: Laufzeit und Loésungsqualitidt der Lokale Suche Verfahren mit und ohne Be-
riicksichtigung von Homogenitatskosten

Daten- || CPLEX ohne Hom. | CPLEX mit Hom. || CBC ohne Hom. | CBC mit Hom.
satz Zeit ‘ Qual. Zeit ‘ Qual. Zeit ‘ Qual. Zeit ‘ Qual.
A 0.02 opt 0.03 0.22% 0.01 opt 0.02 | 0.22%
B 0.10 opt 0.28 0.43% 0.07 opt 0.12 | 0.43%
C 5.62 0.00% | 14.85 2.86% || 15.34 | 0.00% 52.84 | 2.37%
D 40.22 0.02% | 76.62 0.09% || 61.86 | 0.01% | 198.49 | 0.03%
E 167.11 0.03% | 311.40 0.17% || 154.40 | 0.00% | 464.49 | 0.25%
F 62.68 0.00% | 176.15 0.32% || 100.19 | 0.00% | 706.13 | 0.38%
G 74.16 0.01% | 299.86 0.01% || 86.08 | 0.00% 85.60 | 0.00%
H 38.05 0.00% | 211.15 0.03% || 60.86 | 0.00% | 393.23 | 0.02%
I 285.16 0.02% | 679.72 0.01% || 657.17 | 0.02% | 1030.43 | 0.01%
J 241.46 0.01% | 665.74 0.02% || 154.14 | 0.01% | 729.21 | 0.03%
K 5.26 opt | 19.38 0.00% 6.36 opt 36.62 | 0.00%
L 0.94 0.26% 3.38 0.09% 3.53 | 0.10% 8.42 | 0.10%
M 41.82 0.01% | 170.49 0.07% || 57.39 | 0.00% | 135.01 | 0.05%
N 281.17 0.11% | 741.57 0.05% || 234.22 | 0.04% | 347.58 | 0.08%
0] 375.24 0.10% | 809.01 0.09% || 41559 | 0.08% | 325.68 | 0.05%

Tabelle 4.17: Laufzeit und Losungsqualitat der IP-basierten Verfahren mit und ohne heuris-
tischer Beriicksichtigung von Homogenitatskosten
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Daten- exakt approximativ

satz Knoten ‘ Zeit || Knoten ‘ Zeit ‘ Fehler
A 0 0.01 0 0.01 -
B 0 0.07 0 0.07 -
C 28 6.79 7 5.62 | 0.00%
D 182340 | 25150.17 98 | 40.22 | 0.02%
E 2006 010.18 106 | 167.11 | 0.03%
F 5408 1572.99 21 | 62.68 | 0.00%
G 427 254.23 21 74.16 | 0.01%
H 36 45.44 6| 38.05| 0.00%
I 109534 | 101344.99 50 | 285.16 | 0.02%
J 20064 8680.36 100 | 241.46 | 0.01%
K 0 5.26 0 5.26 -
L 44405 253.21 20 0.94 | 0.26%
M 967472 | 137096.96 82| 41.82|0.01%

Tabelle 4.18: Laufzeiten und besuchte Branch&Bound-Knoten von CPLEX im exakten bzw.
approximativen Modus bei maximalem Preprocessing

Die dabei tatsichliche auftretenden so genannten integrality gaps sind zumeist erheblich
kleiner und liegen im Bereich von 0.02%. Trotzdem ist das exakte Ldsen dieser Probleme
extrem aufwendig.

Um dies zu zeigen, haben wir in Tabelle 4.18 die Datensatze A bis M einmal exakt bis zum
beweisbaren Optimum und einmal wie bisher approximativ mit CPLEX gelost. CPLEX ist
gegeniiber CBC fir das exakte Ldsen besser geeignet, da hier anscheinend starkere Cuts
generiert werden. Neben den Laufzeiten in Sekunden geben wir in den Spalten ,Knoten” die
Anzahl besuchter Branch&Bound Knoten an und zeigen in der Spalte ,Fehler den relativen
Gewinnverlust der approximativen gegeniiber der optimalen Lésung an.

Die auftretende Laufzeitverlangerung beim Wechsel vom approximativen zum exakten Losen
ist teilweise gigantisch. Bei Instanz M wichst die Laufzeit um einen Faktor von iiber 3000 auf
iiber 38 Stunden. Dabei miissen fast 12000 mal so viele Knoten wihrend der Branch&Bound
Suche betrachtet werden. Ahnlich schlimm verhilt es sich mit den Datensitzen D, | und
L. Aber auch bei den meisten anderen Datensitzen steigt die Laufzeit um Faktoren an,
wenn man nach einer optimalen Lésung sucht. Tendenziell kann man sagen, dass je tiefer
im Branch&Bound Baum die erste ganzzahlige Lésung gefunden wird, desto langer bendtigt
man zum Berechnen des Optimums.

Die Experimente in diesem Abschnitt sind dabei mit den vollstandig aufbereiteten Einga-
beinstanzen durchgefiihrt worden. Ohne Preprocessing wiren die Laufzeiten noch sehr viel
hoher. Aber selbst bei maximalem Preprocessing ist es nicht gelungen, die groRten Instanzen
N bis Q optimal zu lésen. Die entsprechenden Laufe sind nach drei Tagen ohne Ergebnis
abgebrochen worden.
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Daten- SA CBC

satz zyklisch ‘ azyklisch || zyklisch ‘ azyklisch
A 0.04 0.05 0.01 0.02
B 0.19 0.29 0.07 0.12
C 47.39 52.24 15.34 20.13
D 41.59 49.58 61.86 48.63
E 08.19 107.92 154.40 145.45
F 119.07 151.90 100.19 110.08
G 136.83 202.59 86.08 112.07
H 73.55 135.80 60.86 76.19
| 438.93 397.90 | 657.17 435.87
J 140.25 268.08 154.14 218.88
K 284.10 305.22 6.36 7.80
L 2.62 17.90 3.53 1.40
M 70.55 234.65 57.39 64.53
N 161.70 274.66 234.22 260.22
@) 328.49 238.07 || 415.59 204.11

Tabelle 4.19: Laufzeiten der Verfahren SA und CBC auf zyklischen und azyklischen Flotten-
zuweisungsinstanzen bei maximalem Preprocessing

4.8.8 Zyklische vs. azyklische Flottenzuweisungsprobleme

Zum Schluss wollen wir noch kurz untersuchen, ob sich zyklische oder azyklischen Instanzen
schneller 16sen lassen. Dazu haben wir die zyklischen Instanzen A bis O sowohl mit einem
zyklischen als auch einem azyklischen Flottenzuweisungsoptimierer gel6st. Zyklische Daten-
satze eignen sich als Eingabe fiir beide Varianten von Flottenzuweisungsproblemen und lassen
so einen direkten Vergleich der Leistungsfahigkeit der zyklischen bzw. azyklischen Léser zu.
Da jede zyklische Lésung eines Flottenzuweisungsproblems insbesondere auch eine Lésung
fur die entsprechende azyklische Variante darstellt, haben die azyklischen Optimierer mehr
Freiheiten als ihre zyklischen Kollegen.

In Tabelle 4.19 sind die Ergebnisse fiir die beiden Lésungsverfahren SA und CBC dargestellt.
Wir beschranken uns hier auf diese beiden Verfahren, die stellvertretend fiir die Lokale Suche
und IP-basierten Verfahren stehen. Es wird fiir jeden Datensatz die Laufzeit in Sekunden
angegeben, die der zyklische bzw. azyklische Optimierer zum Ldsen benotigt.

Die Unterschiede zwischen zyklischen und azyklischen Instanzen sind bei beiden Verfahren
nicht besonders grol. CBC [6st mal die zyklische und mal die azyklische Instanz schneller.
Ein klarer Trend ist hier nicht zu erkennen. Bei den IP-basierten Verfahren hangt es sehr
stark davon ab, wie frith man wahrend der Branch&Bound Suche auf die erste ganzzahlige
Losung stoRt, und dies lasst sich im Einzelfall kaum vorhersagen.

Fir SA gilt dhnliches. Mal wird die zyklische, mal die azyklische Instanz schneller geldst.
Allerdings gewinnt der azyklische SA-L&ser nur bei den beiden Instanzen | und O. Die ande-
ren Male hat der zyklische SA-L&ser die Nase vorn. Das mag ein Indiz dafiir sein, dass das
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azyklische Flottenzuweisungsproblem von unseren Lokale Suche Verfahren ein wenig langsa-
mer geldst werden kann als das zyklische Flottenzuweisungsproblem. Die Freiheitsgrade sind
im azyklischen Fall ein wenig groRer, was sich auch in einer etwas groReren Nachbarschaft
wiederspiegelt.

4.9 Zusammenfassung

Wir haben in diesem Kapitel verschiedene neue heuristische und exakte Optimierungsverfah-
ren fir das Flottenzuweisungsproblem in der Flugplanung vorgestellt.

Die heuristischen Losungsverfahren basieren auf der Lokale Suche-ldee und verwenden eine
problemspezifische Nachbarschaft, die speziell fiir das Flottenzuweisungsproblem entwickelt
worden ist und die schnell (in deutlich weniger als einer Millisekunde) zuldssige Nachbarn zu
einer aktuellen L&sung produzieren kann. Die erreichbare Losungsqualitdt ist fiir das Simu-
lated Annealing Verfahren mit durchschnittlich 0.5% gut. Das Hill Climbing Verfahren fillt
demgegeniiber etwas ab, hat aber den Vorteil der mit Abstand schnellste Flottenzuweisungs-
optimierer zu sein, so dass er sich zur schnellen Beurteilung von alternativen Planungssze-
narien eignet.

Die Nachbarschaft der Lokale Suche Verfahren ldsst sich leicht an erweiterte Anforderungen
fir das Flottenzuweisungsproblem wie beispielsweise verbindungsabhingige Mindestboden-
zeiten oder die Beriicksichtigung von Homogenitatskosten anpassen, ohne dabei allzuviel an
Performance zu verlieren. Insbesondere konnen die Lokale Suche Verfahren durch die Inte-
gration mit den Planungsprozessen Marktmodellierung und Ertragsmanagement (Kapitel 6)
eine verbesserte und genauere Losungsbewertung bei der Optimierung einsetzen, und damit
die reale Qualitdt der produzierten Losungen nochmals deutlich verbessern.

Die exakten Verfahren sind IP-basiert und bauen auf dem Time Space Network Modell fiir
die Flottenzuweisung auf. Die Losungszeiten der Verfahren liegen dabei im gleichen Bereich
wie die Optimierungszeiten des heuristischen Simulated Annealing Verfahrens, wenn man
die Eingabeinstanzen durch den Einsatz von Preprocessing-Techniken vor der eigentlichen
Optimierung heuristisch verkleinert und darauf verzichtet, die Branch&Bound Suche bis zum
Ende auszufiihren, und nach dem Finden einer Lésung mit beweisbar guter Qualitat die Suche
abbricht. Die durch das heuristische Preprocessing verursachten Gewinneinbulen liegen dabei
mit durchschnittlich 0.3% in einem akzeptablen Rahmen. Die aus dem nur approximativen
Einsatz der Branch&Bound Suche resultierende Abnahme an Ldsungsqualitat ist dagegen
mit zumeist deutlich weniger als 0.1% vernachldssigbar. Damit schlagen sie die Simulated
Annealing Heuristik, da sie in vergleichbarer, teilweise sogar kiirzerer Zeit qualitativ bessere
Losungen liefern.

Wir konnten auch die exakten Verfahren um die Fahigkeit erweitern, verbindungsabhangige
Mindestbodenzeiten (und Gewinne) und Homogenitétskosten zu unterstiitzen. Verbindungs-
abhingige Mindestbodenzeiten sind dabei exakt modelliert worden und fiihren auf realen
Testinstanzen zu einer um den Faktor 2 bis 3 héheren Laufzeit. Wir konnten auch die Be-
riicksichtigung von Homogenitatskosten in der Zielfunktion exakt modellieren, allerdings sind
die resultierenden IP-Modell wegen ihrer GroRe und damit verbundenen extrem langen L&-
sungszeit kaum brauchbar. Eine heuristische Umsetzung von Homogenitdtskosten konnte
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dagegen iiberzeugen und liefert qualitativ hochwertige Ergebnisse bei ungefahr verdoppelter
Laufzeit gegeniiber dem Grundmodell.

Die von den exakten Verfahren aufgestellten IP-Modelle sind mit Standard-IP-Optimieren
gelost worden. Dabei kam zum einen das kommerzielle ILOG CPLEX und zum anderen das
freie CBC aus der COIN-OR-Library zum Einsatz. Im direkten Vergleich konnte sich dabei
CPLEX praktisch kaum von CBC absetzen.

AbschlieRend kann gesagt werden, dass sich mit den in diesem Kapitel prasentierten Ver-
fahren auch groRe reale Flottenzuweisungsprobleme mit mehr als 40000 Legs fast optimal
in weniger als einer Stunde I6sen lassen. Die Lokale Suche Verfahren haben dabei ihre volle
Praxistauglichkeit bei mehreren internationalen Fluggesellschaften seit einigen Jahren unter
Beweis gestellt und geholfen, die Flotteneinsatzplanung entscheidend zu verbessern.

Damit werden natiirlich auch neue Begehrlichkeiten auf Seiten der Fluggesellschaften ge-
weckt. Der Trend geht hier zunehmend in Richtung einer starkeren Integration der verschie-
denen Planungsprozesse. Zusatzliche Anforderungen, die ihren Ursprung in benachbarten
Planungsprozessen haben, sollen daher bereits bei der Flottenzuweisung beriicksichtigt wer-
den. Dazu gehdren

e die Verwendung einer genaueren Zielfunktion fiir die Bewertung von Flottenzuweisun-
gen,

das Erstellen von robusten Planen, die unempfindlicher gegeniiber Stérungen sind,

die Beriicksichtigung von Wartungsaspekten,

die Integration mit der Crewplanung,

® USw.

Auf die ersten beiden Punkte gehen wir in den folgenden beiden Kapiteln noch naher ein.
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Das stochastische
Flottenzuweisungsproblem

In diesem Kapitel fiihren wir das stochastische Flottenzuweisungsproblem ein, bei dem man-
che der Eingabedaten, wie beispielsweise die Blockzeit, keine feste Zahl sondern eine Zu-
fallsvariable sind, mit der sich Stérungen im Flugbetrieb modellieren lassen. Ziel ist es hier
darauf zu achten, dass die produzierten Flottenzuweisungen unempfindlich gegeniiber Sto-
rungen sind und gegebenenfalls einfach repariert werden kdnnen.

Dabei handelt es sich nicht um eine kiinstliche Erweiterung des Flottenzuweisungsproblems
sondern um ein bedeutendes Real-World-Problem, mit dem Fluggesellschaften taglich im
Stoérungsmanagement konfrontiert sind und das trotzdem bisher nicht untersucht worden ist.

Neben der Erkenntnis, dass es sich bei der stochastischen Flottenzuweisung um ein PSPACE-
vollstandiges Problem handelt, prasentieren wir in diesem Kapitel eine generische Methode,
wie sich das stochastische Flottenzuweisungsproblem als ein spezielles 2-Personen-Spiel mo-
dellieren und iiber eine Spielbaumauswertung I6sen l3sst.

5.1 Motivation

Ein Plan ist eine Losung eines Zuweisungsproblems, das sich {iber mehrere Zeitschritte er-
streckt. Der groRte Teil der Forschung im Bereich der Optimierung von Planen beschaftigt
sich mit der Generierung statischer, vorberechneter Plane in dem Sinne, dass man annimmt,
die zum Planungszeitpunkt vorliegenden Plandaten seien vollstindig bekannt und unver-
anderbar. Traditionellerweise werden Pliane erzeugt, die das Ziel haben, den Gewinn unter
Verwendung von festen Schitzdaten bzw. , Erwartungsdaten™ zu maximieren.

133
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Sobald ein vorberechneter Plan in der echten Welt eingesetzt wird, werden verschiedene
Unsicherheitsaspekte des Systems, in dem der Plan ablduft, zu Stérungen fiihren, so dass
der urspriingliche Plan seine Giite oder sogar seine Zulassigkeit verliert. Es ist dann die
Aufgabe des Stérungsmanagements, einen teilweise neuen Plan zu entwickeln, der das System
wieder in einen zuldssigen Zustand iiberfiihrt. Der alte Plan wird also schnell auller Kraft
gesetzt, bzw. muss ,repariert” werden, oder es muss sogar komplett neu geplant werden. Dies
verursacht im Allgemeinen betrachtliche Kosten, die den eigentlich vorausgeplanten Gewinn
massiv schmalern kdnnen.

Nichtsdestotrotz wird haufig ein vorberechneter Plan bendtigt, um sicherzustellen, dass die
vorhandenen Ressourcen prinzipiell ausreichen, um langfristige Ziele optimieren zu kdnnen
und um als Grundlage fiir nachgelagerte Planungsstufen zu dienen. Im Falle von Fluggesell-
schaften, aber auch anderen fahrplangebundenen Verkehrsbetrieben wie OPNV oder Eisen-
bahngesellschaften, dienen Plane ferner als Kommunikationswerkzeug mit den Kunden und
stellen damit das fiir den Kunden sichtbare Produkt des Unternehmens dar.

Erstrebenswert ist es allerdings, dass der Plan so gebaut wird, dass er sich im Falle von
auftretenden Storungen einfach, schnell und kostengiinstig reparieren lasst. Auch die vom
Stérungsmanagement ausgearbeiteten Neu- oder Umplanungen sollten diese Eigenschaft be-
sitzen, da anschlieBend mit weiteren Stérungen zu rechnen ist. Insofern lassen sich die beiden
Probleme, das initiale Erstellen eines Plans und das Beheben von Stérungen, nicht véllig von-
einander trennen.

Haufig besitzen Planer Informationen (iber das reale Verhalten einer sich verandernden Um-
gebung in Form von Wahrscheinlichkeitsverteilungen iiber die Eingabedaten, ignorieren diese
aber bewusst, um die Planung, die auch so schon kompliziert und aufwendig genug ist, zu
vereinfachen.

Wir stellen in diesem Kapitel das Reparaturspiel vor, eine generische Methodik fiir allgemei-
ne mehrstufige Planungsprobleme, die mit stochastischen EingabegréRen sinnvoll umgehen
kann, indem sie beispielsweise die erwarteten Gewinne optimiert. Das Verfahren basiert auf
der Modellierung der Planungsaufgabe als spezielles 2-Personen-Spiel und der Auswertung
des resultierenden Spielbaums mittels eines modifizierten Alphabeta-Algorithmus.

5.1.1 Szenario fur die stochastische Flottenzuweisung

Wir betrachten hier hauptsichlich das Problem der stochastischen Flottenzuweisung im Be-
reich des Stérungsmanagements. Gegeben ist ein zuldssiger azyklischer Flugplan inklusive
Flottenzuweisung, der umgesetzt werden soll. Im Stérungsmanagement, das Teil des Ope-
rations Control ist, haben wir es im Gegensatz zur langfristigen Planung immer mit dem
Flugplan eines konkreten Zeitraums zu tun, so dass hier nur die azyklische Variante des Flot-
tenzuweisungsproblems Sinn macht. Wahrend der operationellen Durchfiihrung treten nun
unvorhergesehene Ereignisse (Stérungen) auf, die die vorausberechnete Planung unzuléssig
machen kdnnen. Wir betrachten hier zwei Arten von Storungen:

e Ein Leg weist eine gegeniiber der urspriinglichen Planung verlangerte Blockzeit auf.
Das verspatete Flugzeug kann also unter Umstanden nicht das ihm zugedachte Folgeleg
erreichen.



5.1 Motivation 135

e Ein Leg fallt komplett aus, entweder wegen eines schwerwiegenden technischen Defekts
oder als Folge monetarer Uberlegungen, da das Leg nicht gut ausgelastet ist.

Aufgabe des Stérungsmanagements ist es nun, bei Bekanntwerden von Stérungen unverziig-
lich zu reagieren und den Flugplan, wenn nétig, zu reparieren. Dabei kénnen vom Stdrungs-
management folgende Aktionen veranlasst werden:

e Verschieben des Starts eines Legs nach hinten. Kurze Verspatungen kdnnen so abge-
fangen werden. Es besteht aber die Gefahr, dass sich dadurch Verspitungen weit in
die Zukunft fortpflanzen.

e Andern der Flottenzuweisung eines Legs. Unter Umstinden steht von einer anderen
Flotte ein Flugzeug zur Verfiigung, das einen wegen einer Verspatung verpassten An-
schlussflug tibernehmen kann.

e Streichen eines Legs. Gerade bei Ausfall eines Legs ist das Streichen weiterer Legs oft
die einzige Moglichkeit, wieder einen zuldssigen Flugplan zu produzieren.

Durch diese Aktionen soll wieder ein zuladssiger Flugplan erzeugt werden. Dabei kann natiirlich
nur Einfluss auf zukiinftige, noch nicht gestartete Legs genommen werden. Das Hauptan-
liegen ist dabei, so wenig Anderungen wie moglich am Ursprungsplan vorzunehmen. Griinde
dafiir sind:

o Der Ursprungsplan ist fiir den Kunden das Produkt der Fluggesellschaft und Anderun-
gen sorgen hier schnell fiir unzufriedene Kunden.

e Der Ursprungsplan ist unter der Pramisse der Gewinnmaximierung erstellt worden, und
groe Anderungen haben im Allgemeinen negative Auswirkungen auf den erzielbaren
Gewinn.

e Der Ursprungsplan dient als Grundlage fiir eine ganze Reihe weiterer Planungen. Crews
miissen den Legs zugewiesen werden und iibernehmen hiufig mehrere Legs, die ein
Flugzeug nacheinander bedient, so dass Anderungen von Folgelegs gravierende Aus-
wirkungen im Crew-Bereich nach sich ziehen. Auch die Bodenabfertigung, Wartung,
usw. sind auf verlassliche Informationen iiber den Flugplan mit seiner Flottenzuweisung
angewiesen.

Die Qualitit einer Umplanung wird daher anhand ihrer getitigten Anderungen bewertet.
Zusammen mit unserem Industriepartner, Lufthansa Systems, haben wir fiir jede der oben
aufgefiihrten Anderungsaktionen Kosten definiert, die die Schwere der Anderung ausdriicken.
Legstreichungen sind am teuersten, danach kommen Flottenwechsel. Das Verschieben von
Legs wird in Abhangigkeit von der Dauer der Verschiebung bewertet. Dazu kommen noch
Anderungen auf der Einnahmeseite, da durch Flugplaninderungen unter Umstinden Passa-
giere zu anderen Fluggesellschaften wechseln. Es kann aber in seltenen Fillen auch der Fall
eintreten, dass durch Anderungen zusitzliche Erldse erzielt werden kdnnen, da sich neue Um-
steigemdglichkeiten ergeben oder durch einen Flottentausch zusatzliche Sitzplatze verfiigbar
werden.
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Bis hierher ldsst sich das Problem der Flottenzuweisung im Stérungsmanagement als eine
deterministische Planungsaufgabe ansehen. In der Praxis wird sie bis heute auch als solche
behandelt. Wir stellen in Abschnitt 5.4.2.2 ein auf dem Time Space Network aufbauendes
Modell vor, das diese deterministische Planungsaufgabe [6st.

Nun ist aber das Stérungsmanagement ein fortlaufender Prozess. Nachdem eine Stérung be-
hoben worden ist, tritt eher frither als spater die ndchste Stérung auf, die eine Umplanung
erforderlich macht. Wir gehen hier davon aus, dass zukiinftige Stérungen nicht vollkommen
unerwartet eintreten, sondern das zu jedem Leg eine diskrete Wahrscheinlichkeitsverteilung
gegeben ist, die mogliche Verspdtungen und Ausfalle beschreibt. Dann ldsst sich das Sto-
rungsmanagement als ein mehrstufiger Entscheidungsprozess unter Unsicherheit ansehen -
der Optimierer repariert einen gestdrten Plan, anschlieRend treten zufillig neue Stérungen
ein, woraufhin der Optimierer wieder in Aktion treten muss, usw. - und die Bewertung ei-
ner Umplanung fiir eine akute Stdrung sollte nicht nur von der aktuellen Situation sondern
auch von méglichen zukiinftigen Stérungen abhingig gemacht werden. Das heiflt, neben den
tatsdchlich anfallenden Kosten fiir eine durchzufithrende Umplanung sollten auch die erwar-
teten Kosten fiir zukiinftige Umplanungen mitberiicksichtigt werden, und wir erhalten das
stochastische Flottenzuweisungsproblem im Stérungsmanagement.

Neben der Verwendung im Stdrungsmanagement lasst sich die hier beschriebene stochasti-
sche Flottenzuweisung allerdings auch beim Erstellen der initialen Flottenzuweisung einsetzen:

e Es lassen sich Zeitpunkte identifizieren, die hohe erwartete Umplanungskosten verur-
sachen. Dafiir simuliert man die wahrend der Planungsperiode moglicherweise auftre-
tenden Stérungen und protokolliert die anfallenden Umplanungskosten.

e Sind erst einmal die kritischen Zeitpunkte eines Flugplans identifiziert, kann man ver-
suchen, durch lokale Neuplanungen die Robustheit des Planes zu erhéhen und damit
die erwarteten Umplanungskosten zu senken.

5.1.2 Literaturiubersicht

Der Bereich der Optimierung von stochastischen Flottenzuweisungsproblemen ist bislang
in der Literatur nicht betrachtet worden, obwohl das Beriicksichtigen von stochastischen
Eingabedaten als einer der bedeutenden und gewinnsteigernden Aspekte in der Flugplanung
angesehen wird [Barnhart et al., 2003].

Die hier betrachteten Planungsaufgaben fallen in den Bereich der ,Mehrstufigen Entschei-
dungen unter Unsicherheit”. Es ist ein Teilgebiet des groReren Feldes von entscheidungstheo-
retischen Ansédtzen [Horvitz et al., 1988], zu dem auch die (lineare) stochastische Program-
mierung gehort [Engell et al., 2001], [Rémisch and Schultz, 2001].

Manchmal wird in diesem Zusammenhang der Begriff , robuster Plan” verwendet, der in zwei-
erlei Bedeutung auftritt: Zum einen informell als Plan, dessen Wert relativ unsensibel auf
mogliche Realisierungen der echten Welt reagiert, aber dann auch als Plan, der bei schlimmst-
moglichem Verlauf der exogenen Einfliisse noch giiltig bleibt. Bei robuster Planung (vgl.
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[Scholl, 2001]) geht man also von einer grundsatzlichen Risikoscheu des Anwenders bei Ent-
scheidungssituationen mit ausgepragter Unsicherheit der verfiigbaren Informationen aus. Wir
verstehen in diesem Kapitel unter , robust” die informelle Interpretation, sehen unsere Arbeiten
aber im Bereich zwischen robuster Optimierung und stochastischer Optimierung, wobei wir
uns zundchst am Erwartungswert orientieren und nicht an Minmax-, (1, 0)-, Bernoulli- oder
anderen Kriterien [Daniels and Kouvelis, 1995], [Kouvelis et al., 2000], [Mulvey et al., 1995,
Scholl, 2001].

Die Erkenntnis, dass sich mehrstufige Entscheidungsprobleme unter Unsicherheit in Form von
speziellen 2-Personen-Spielen ausdriicken lassen, stammt bereits von [Papadimitriou, 1985].
Er geht in seiner Arbeit allerdings nur auf die theoretischen Aspekte ein und zeigt, dass
die Klasse der mehrstufigen Entscheidungsprobleme unter Unsicherheit (unter moderaten,
eher technischen Einschrankungen) der Klasse PSPACE entspricht. [Leon et al., 1994] stellen
in ihrer Arbeit ein Verfahren vor, das diese Erkenntnis speziell fiir ein Job-Shop-Problem
umsetzt. Die Algorithmus ist allerdings stark abhdngig von dem betrachteten Job-Shop-
Problem, und die resultierenden Spielbaumauswertung ist nicht besonders effizient.

Der Alphabeta-Algorithmus [Knuth and Moore, 1975] bildet die Grundlage der Spielbaum-
suchalgorithmen. In professionellen Computerspiel-Programmen [Donninger et al., 2004] wird
meistens die Negascout-Variante [Reinefeld, 1983] des Alphabeta-Algorithmus benutzt. Die
wichtigste Beobachtung iiber die letzten 40 Jahre hinweg in Spielen wie Schach und Ahnli-
chen ist dabei, dass der Spielbaum wie ein Fehlerfilter wirkt. Deshalb gilt: ,Je schneller und
je intelligenter der Suchalgorithmus ist, desto besser werden die Spielergebnisse.” Dass die-
ses nicht selbstverstandlich ist, zeigen theoretische Untersuchungen zu Fehlerfortpflanzungen
von [Nau, 1979], [Althofer, 1988] und [Lorenz and Monien, 2004].

Es ist nicht fiir jedes mehrstufige Entscheidungsproblem unter Unsicherheit sinnvoll zu ver-
suchen, es mittels aufwendiger Verfahren mit potentiell exponentieller Laufzeit wie der Spiel-
baumsuche zu ldsen. In manchen Fillen lassen sich schnelle Approximationsverfahren mit
polynomieller Laufzeit angeben, so zum Beispiel fiir ein in [Shmoys and Swamy, 2004] be-
schriebenes stochastisches Set-Cover Problem oder fiir ausgewahlte stochastische Scheduling
Probleme [Mdrhing et al., 1999]. Allerdings handelt es sich bei der stochastischen Flotten-
zuweisung um ein PSPACE-vollstandiges Problem (Abschnitt 5.3), dessen deterministische
Variante bereits NP-vollstindig und nicht approximierbar ist (Kapitel 3). Hier ist nicht zu
erwarten, dass sich polynomielle Approximationsalgorithmen finden lassen.

5.2 Games against Nature

Papadimitriou fiihrt in seinem Artikel [Papadimitriou, 1985] einen neuen Formalismus fiir
Entscheidungsprobleme unter Unsicherheit ein, der auf 2-Personen-Spielen mit einem zufillig
agierenden Gegenspieler beruht. Er nennt diese Spiele Games against Nature und zeigt, dass

es sich dabei (unter sehr allgemeinen Annahmen) um eine alternative Charakterisierung der
Klasse PSPACE handelt.

Definition 5.1 (Game against Nature). Eine Problemklasse 11 ist ein Spiel gegen die Natur
(Game against Nature), wenn fiir I1 und jede Instanz x von 11 (mit Eingabeldnge |z|) gilt:
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Es existieren ein festes Polynom p und eine feste Konstante d € IN fiir I1.

Zu v existieren Mengen von Zustinden Zy, ..., Zy ). Jeder Zustand s € Z; lasst
sich in Platz O(p(|z|) kodieren. Z; enthilt die mdglichen Zustinde nach der i-ten
Entscheidung. Z enthalt nur den initialen Zustand und Z, .y die Endzustande.

Jeder Nicht-Endzustand besitzt d viele, mit ihm assoziierte Entscheidungen {1,. .., d}.

Zu jeder Entscheidung j eines Zustands s € Z; existiert eine diskrete Wahrschein-
lichkeitverteilung iiber Ziy,, die wir mit DI = {(s],w}),..., (s}, wi )} bezeichnen.
Dabei gehdren die si zur Zustandsmenge Z; .1 und die Wahrscheinlichkeiten wi sind
p(|x|)-bittige rationale, echt-positive Zahlen mit > w) = 1. Ferner darf DI nur ma-
ximal p(|z|) viele Wahrscheinlichkeiten echt gréBer Null enthalten, das heit es muss
m < p(|z|) gelten.

Zu jedem Endzustand s sind ganzzahlige Kosten c(s) definiert, wobei |c(s)| < 2r(e]
Ist.

Zu 11 gehéren zwei feste Algorithmen A und B mit Laufzeit O(p(n)).

— Bei Eingabe eines Instanz x, eines Zustands s, einer Entscheidung j und einer
Zahl k liefert A das Paar (s;,,w;,) zuriick.

— Bei Eingabe einer Instanz x und eines Zustands s entscheidet B, ob s ein End-
zustand ist, und gibt fiir Endzustinde zusatzlich c(s) zuriick.

Die Aufgabe ist es, eine beste Strategie (eine Strategie mit minimalen bzw. maximalen er-
warteten Kosten) fiir eine Instanz x zu ermitteln, bzw. (fiir das zu 11 korrespondierende
Entscheidungsproblem) zu entscheiden, ob es eine Strategie mit Kosten kleiner gleich (Mini-
mierungsproblem) bzw. gréBer gleich (Maximierungsproblem) einer vorgegebenen Schranke

gibt.

Dabei ist noch zu kldren, was wir unter einer Strategie und deren erwartete Kosten verstehen
wollen. Wir definieren dazu:

Definition 5.2 (Spielbaum). Der Spielbaum T der Instanz x eines Spiels gegen die Natur
ist wie folge definiert:

o Der Baum besteht aus 2p(|x|) — 1 Ebenen Zy, Ey, Z1, E, ..., Eya))-1, Zp(z|)- Die

Knoten in Ebene Z; entsprechen den Zustinden Z; von x und die Knoten der Ebene
E; entsprechen allen Entscheidungen der Zustinde aus Z;.

s € Z; ist mit j € E; verbunden, wenn j eine der d Entscheidungen von s ist. Die
entsprechenden Kanten heien Entscheidungskanten.

Ist j die j-te Entscheidung von s, so verlaufen von j Kanten zu allen Zustédnden in der
Wahrscheinlichkeitsverteilung DI = {(s],w}), ..., (s, w? )}. Die Kante zum Zustand

s{: wird mit der Wahrscheinlichkeit w;, markiert und Zufallskante genannt.

o Die Knoten s der letzten Ebene Z,,,)) werden mit ihren Kosten c(s) markiert.
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Streng genommen muss es sich bei dem Spielbaum nur um einen Level-Graphen und nicht um
einen Baum handeln, da verschiedene Entscheidungen bzw. Zufallsereignisse spater wieder
zu ein und demselben Folgezustand fiihren diirfen. Wir bleiben aber bei der Bezeichnung
»Spielbaum®, da sie auch in diesem Fall gebrauchlicher ist.

Wir assoziieren zwei Spieler mit den Knoten eines Spielbaums. Zu den Zustandsknoten gehort
der Spieler ,Optimierer”, der fiir einen gegebenen Zustand die nachste (mdglichst optimale)
Entscheidung zu treffen hat. Zu den Entscheidungsknoten gehért der Spieler ,Natur”, der
zufallige Ereignisse auslosen kann. Wir nennen daher Zustandsknoten auch Optimiererknoten
und Entscheidungsknoten auch Naturknoten.

Definition 5.3 (Strategie). Eine Strategie S eines Spielbaums T eines Spiels gegen die
Natur ist ein Teilgraph von T, den man erhilt, wenn fiir jeden Zustandsknoten s € Z; alle
bis auf eine ausgehende Entscheidungskante I6scht. Der zusammenhéangende Graph, der den
initialen Zustand (die Wurzel des Baumes) enthélt, ist dann eine Strategie von T.

Mit einer Strategie wird damit dem Optimierer ein ,Regelwerk™ in die Hand gegeben, wie er
sich in jeder Situation beim eintreten eines Zufallsereignisses als nachstes verhalten soll.

Definition 5.4 (Kosten einer Strategie/eines Spielbaums). Die (erwarteten) Kosten einer
Strategie S sind rekursiv definiert, indem jedem Knoten v der Strategie Kosten c(v) zuge-
ordnet werden:

e Fiir Endzustinde s € Z,,) entsprechen die Kosten in der Strategie den gegebenen
Kosten c(v) im Spiel gegen die Natur.

e Fiir innere Zustandsknoten s € Z; sind die Kosten gleich den Kosten des einzigen
Kindes (einem Entscheidungsknoten) von s.

e Fiir einen Entscheidungsknoten j € E;, der die j-te Entscheidung von Zustand s € S;
ist und zu dem die diskrete Wahrscheinlichkeitsverteilung D = {(s1,w]), ..., (s} ,w’ )}

gehort, gilt:
m
c(j) =Y wj - c(s})
k=1
Hier werden also die erwarteten Kosten der Entscheidung bestimmt.

e Die Kosten c(S) der Strategie sind dann die Kosten des initialen Zustands.

Eine Strategie S mit minimalen Kosten wird optimale Strategie genannt.! Die Kosten c(T')
eines Spielbaums T' sind die Kosten einer optimalen Strategie.

Um eine optimale Strategie und die Kosten eines Suchbaums T zu bestimmen, miissen
nicht alle méglichen Strategien von T" bewertet werden. Ein Suchbaum ldsst sich auch direkt
bewerten und daraus eine optimale Strategie ablesen. Dazu seien die Kosten eines Knotens

1 Im Falle eines Maximierungsproblems ist eine Strategie mit maximalen Kosten optimal.
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Spielbaum-/Strategiekosten. Max-Knoten
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Abbildung 5.1: Ein Spielbaum mit einer optimalen (maximalen) Strategie

im Suchbaum fiir Endzusténde und Entscheidungsknoten wie im Fall von Strategien definiert.
Fiir innere Zustandsknoten s mit Kindern (Entscheidungen) {1,...,d} sei:

Die Kosten der Wurzel von T (initialer Zustand) entsprechen dann den Kosten des Baumes
und man erhilt eine optimale Strategie, indem man fiir jeden inneren Zustandsknoten s eine
Kante zu einem Entscheidungskind mit minimalen Kosten auswihlt.?

In Abbildung 5.1 ist ein Spielbaum inklusive der Kostenwerte der einzelnen Knoten darge-
stellt. An den Ausgangskanten der Naturknoten stehen die Wahrscheinlichkeiten, mit denen
die entsprechenden Folgezustdnde erreicht werden. Die fetten Linien bilden die optimale
(maximale) Strategie des Spielbaums.

Praktisch jedes Entscheidungsproblem unter Unsicherheit mit einer polynomiell beschrank-
ten Anzahl an aufeinanderfolgenden Entscheidungen lasst sich als Spiel gegen die Natur
auffassen. Die Einschrankungen in Definition 5.1 sind eher technischer Natur:

e Die Einschrankung, dass in jedem Zustand nur konstant viele Entscheidungen mdglich
sind, lasst sich durch das Einfiigen von polynomiell vielen Zwischenzustdnden auf eine
exponentielle Anzahl an Entscheidungen je Zustand anheben. Wichtig ist, dass dabei
die Anzahl an Zustandsmengen Z; polynomiell bleibt.

2 Im Falle von Maximierungsproblemen bildet man das Maximum iiber die Kosten der Entscheidungskinder.
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e Entsprechendes gilt fiir die Einschrankung, dass die Zufallsverteilungen nur polynomiell
viele echt positive Wahrscheinlichkeiten besitzen diirfen.

e Hiufig werden bei Entscheidungsproblemen die Kosten nicht von den Endzustidnden
bestimmt, sondern von den Entscheidungen und Zufallsereignissen, die zu einem End-
zustand fithren. Da die Zustande ausreichend Platz bieten, ist es hier moglich, sich in
den Zustanden die Historie an Entscheidungen und Zufallsereignissen zu merken und
diese Informationen im Endzustand zur Berechnung der Kosten zu verwenden.

Papadimitriou hat nun gezeigt:
Satz 5.5 ([Papadimitriou, 1985]). Die Klasse der Spiele gegen die Natur® entspricht der
Klasse PSPACE.

Insbesondere heilt dies, dass sich Spiele gegen die Natur mit polynomiellen Platz 16sen
lassen. In seinem Artikel gibt er auch sechs Beispiele fiir Spiele gegen die Natur an, die
PSPACE-vollstandig sind. Eines davon ist:

Definition 5.6 (Modified Stochastic SAT (SSAT')). Gegeben ist eine Boolsche Formel

B in konjunktiver Normalform iiber die Variablen x1, ..., x, (n gerade) und eine rationale
Konstante q € [0, 1].

Die Frage ist, ob die Formel B mit Wahrscheinlichkeit gréBer gleich q erfiillt werden kann,
wobei ungerade Variablen x;_1 mit dem Existenzquantor belegt sind und gerade Variablen
X9; mit einem speziellen stochastischen Quantor R, der folgendermalen definiert ist.

Mit Wahrscheinlichkeit von jeweils 1 gilt fiir Ra:

e Rux verhilt sich wie der Existenzquantor 3.
o x wird auf Wahr fixiert.
o x wird auf Falsch fixiert.

e Die Formel ist unerfiillbar.

Formal lautet die Frage also:
1, Rao, 23, ..., Ry, : Pr(B(zy,...,x,) = Wahr) > q

Satz 5.7 ([Papadimitriou, 1985]). SSAT" ist PSPACE-vollstindig.

SSAT’ l&sst sich offensichtlich als Spiel gegen die Natur auffassen. Der Optimierer muss sich
zunachst fiir Variable z; entscheiden, welchen Wahrheitswert er ihr zuweist. Daraufhin wiirfelt
die Natur aus, wie sich der stochastische Quantor von Variable x5 verhalt. Nun entscheidet
der Optimierer fiir die Variablen x5 und x5, welcher Wahrheitswert zugewiesen werden soll #

3 genauer die korrespondierenden Entscheidungsprobleme
# Je nachdem, wie sich der R-Quantor von x5 verhilt, ist die Belegung fiir x5 teilweise vorgegeben, bzw.
es ist klar, dass die komplette Formel unerfiillbar ist.
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usw. Anhand der Zuweisungen an die Variablen auf dem Pfad vom initialen Zustand (keine
Variable zugewiesen) zu einem Endzustand (alle Variablen zugewiesen) kann dann bestimmt
werden, ob B erfiillt ist. Falls ja, weisen wir dem Endzustand Kosten Eins zu, ansonsten
Null. Offensichtlich ist B genau dann mit Wahrscheinlichkeit gréBer gleich ¢ erfiillbar, wenn
es eine Strategie mit Kosten mindestens ¢ gibt.

Im nichsten Abschnitt definieren wir stochastische Flottenzuweisungsprobleme als Spiele
gegen die Natur. Wir zeigen, dass bereits einfachste Varianten ebenfalls PSPACE-vollstandig
sind.

5.3 Komplexitat

Wir definieren hier einige einfache stochastische Flottenzuweisungsprobleme und untersu-
chen ihre algorithmische Komplexitdt. Im Vergleich zu dem in Abschnitt 5.4 betrachteten
Reparaturspiel treten hier keine Legausfalle auf und wir erlauben als Reparaturaktionen keine
Legstreichungen und teilweise auch keine Startverschiebungen. Nichtsdestotrotz sind derar-
tige stochastische Flottenzuweisungsprobleme zumeist bereits PSPACE-vollstandig.

Definition 5.8 (SFAPfeas(f)). Grundlage fiir eine Instanz von SFAPfeas(f) ist die deter-
ministische Klasse FAP(Feas, Ac, f,Or). Dariiberhinaus sind eine Teilmenge L% C L der
Legs, eine disjunkte Aufteilung der Planungsperiode in Intervalle I, . . ., I,, und eine rationale
Konstante q € [0, 1] gegeben.

SFAPfeas(f) ist ein Spiel gegen die Natur mit folgenden Regeln:

Optimierer und Natur fiihren abwechselnd jeweils n Ziige (O1, Ny, ...,0,, N,) aus.
e In Zug O, weist der Optimierer allen Legs, die im Intervall I; starten, eine Flotte zu.

e In Zug N; verlangert die Natur zufallig und unabhingig mit Wahrscheinlichkeit % die
Blockzeit aller Legs, die im Intervall I; starten und zu L gehéren, um Eins,

e FEin Endzustand ist zuldssig, wenn die Flottenzuweisung, die sich aus dem Pfad vom
initialen Zustand (kein Leg zugewiesen) zum Endzustand (alle Legs zugewiesen und
teilweise gestort) definiert, eine zuldssige (deterministische) Flottenzuweisung darstellt.

Die Frage ist, ob es eine Strategie gibt, so dass sich mit Wahrscheinlichkeit mindestens q
eine zulissige Flottenzuweisung ergibt.

Offensichtlich handelt es sich bei SFAPfeas(f) um ein Spiel gegen die Natur gemall Defini-
tion 5.1.

Satz 5.9. SFAPfeas(2) ist PSPACE-vollstandig.
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Beweis. Als Spiel gegen die Natur gehort SFAPfeas(2) zu PSPACE.

Um die Vollstandigkeit zu zeigen, reduzieren wir SSAT" aus Definition 5.6 auf SFAPfeas(2).

Sei dazu
dzq, Rxe, 23, ..., R, : Pr(B(xy,...,x,) = Wahr) > ¢

eine Instanz von SSAT'. Wir verwenden hier fast die gleiche Transformation wie in Definiti-
on 3.26. Die Anderungen sind wie folgt:

e Das Paar, das Variable x; reprasentiert, beginnt zum Zeitpunkt 44, d.h. wir fiigen fiir
Variable x; das Paar P,,(47) dem Flugplan hinzu.

Die Startzeit der beiden Eingangslegs g; eines Paars, das Variable x; reprasentiert, wird
auf 4(7 — 1) gesetzt.

e Die Zeitpunkte aller tibrigen Flughafenkonstrukte werden um 4(n + 1) Zeiteinheiten
nach hinten verschoben. Dadurch bleiben alle Blockzeiten im Flugplan echt positiv.

o L% besteht aus den Eingangslegs ¢, aller Paare, die eine R-quantifizierten Variable z;
reprasentieren.

e Die Planungsperiode wird in die Intervalle Iy, ..., I,, unterteilt, wobei I; = [4i,4(i+1)[
furi €40,...,n —1} und I,, = [4n, oo] sind.

e ¢ wird direkt von der SSAT -Instanz iibernommen.

Die Transformation lasst sich offensichtlich in polynomieller Zeit durchfiihren. Die Struktur
des Flugplans wird gegeniiber Definition 3.26 nicht gedndert, nur die Variablen-Paare werden
kaskadiert in der Zeit angeordnet. Abbildung 5.2 zeigt die Kaskadierung der ersten vier
Variablen-Paare mit ihren Eingangslegs.

Nach Konstruktion muss der Optimierer in Intervall I; entscheiden, wie er die Ausgangs-
legs vom Paar, das Variable x; représentiert, zuweisen will. Unter den Voraussetzungen von
Lemma 3.20 gilt dann:

e Falls x; 3-quantifiziert ist, gehdren die Eingangslegs des Paars nicht zur Menge £°
und kénnen deshalb keine verlangerte Blockzeit aufweisen. Der Optimierer kann hier
also frei entscheiden, welche der beiden zul&dssigen Zuweisungen fiir die Ausgangslegs
er wahlt. Das Flughafenkonstrukt verhalt sich wie ein Existenzquantor.

e Falls z; R-quantifiziert ist, gehdren die Eingangslegs des Paars zur Menge £° und
konnen wihrend des Intervalls I;_; von der Natur jeweils um eine Zeiteinheit verlangert
worden sein. Hier sind nun vier Falle moglich, die jeweils mit Wahrscheinlichkeit }l
eintreten:

¢1 gestort | go gestort || zuldssige Zuweisungen an (pq, p2)

Nein Nein (T, F), (F,T)
Nein Ja (F,T)
Ja Nein (T, F)

Ja Ja - (unzulissig)
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Abbildung 5.2: Kaskadierung der Variablen-Paare

Damit verhalt sich das Flughafenkonstrukt exakt wie ein R-Quantor. (Zur Erinnerung:
Einer der Ausgédnge p; steht fiir das Literal z;, der andere Ausgang fiir das Literal 7;.)

Abbildung 5.3 zeigt die vier méglichen Fille, wie sich die Eingangslegs eines Variablen-Paares
einer R-quantifizierten Variablen verspaten konnen, und welche Konsequenzen dies fiir die
zuldssigen Zuweisungen der Ausgangslegs hat.

Es verbleibt noch zu zeigen, dass die Boolsche Formel B genau dann mit Wahrscheinlichkeit
mindestens ¢ erfiillbar ist, wenn das oben konstruierte stochastische Flottenzuweisungspro-
blem mit Wahrscheinlichkeit mindestens ¢ zuldssig ist.

= Nach dem oben Gesagten iiber die Variablen-Paare ldsst sich wie im Beweis zu Satz 3.18
jede Strategie fiir die SSAT -Instanz, die mit Wahrscheinlichkeit p erfiillbar ist, direkt in eine
Strategie fiir das stochastische Flottenzuweisungsproblem transformieren, die mit derselben
Wahrscheinlichkeit p zul&ssig ist.

Dazu muss man sich nur klar machen, dass eine Strategie Sp der SSAT -Instanz strukturell
mit einer Strategie S fiir das stochastische Flottenzuweisungsproblem iibereinstimmt.

Sp ist ein Baum mit n + 1 Ebenen, wobei sich in Ebene 1 nur die Wurzel befindet und in
Ebene n 4 1 die Endzustande.

o Auf der Ebene 2, 1 < i < 5, befinden sich Naturknoten, die das Verhalten des R-
Quantors fiir Variable xo; festlegen. Jeder dieser Naturknoten hat einen Ausgangsgrad
von vier, wobei jede Kante mit Wahrscheinlichkeit % gewahlt wird.
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Abbildung 5.3: Die vier Stérungsfalle fiir ein Variablen-Paar

o Auf Ebene 2i 41, 0 < i < 7 befinden sich Optimierer-Knoten mit Ausgangsgrad eins,
die die Belegung der Variablen 5,1 und ggf. xo; festlegen. Fiir x9; muss dabei dann
eine Belegung festgelegt werden, wenn der Vorgangernaturknoten auf Ebene 2i den
R-Quantor zu einem 3-Quantor gemacht hat.

e Die Endzustinde auf Ebene n + 1 missen ggf. noch die Belegung fiir Variable z,
festlegen und dann auswerten, ob die Boolsche Formel B mit der Variablenbelegung,
die sich durch den Pfad von der Wurzel zum Endzustand definiert, erfiillend ist.

e Sz hat damit 4/2 = 2" viele Bltter.

Die Struktur von S, einer Strategie fiir das stochastische Flottenzuweisungsproblem, ist wie
folgt. Da die Flottenzuweisungsinstanz die Planungsperiode in n+ 1 Intervalle aufteilt, miiss-
te sich eigentlich ein Strategiebaum mit 2n + 3 Ebenen ergeben. Allerdings treten wegen der
speziellen Konstruktion der Flottenzuweisungsinstanz Stérungen nur in den ungeraden Inter-
vallen Iy, I3, I, . . ., I,,_; auf - nur dort starten Eingangslegs von R-quantifizierten Variablen-
Paaren. Somit kénnen die Optimierer-Entscheidungen der Ebenen I5; und I, 0 <i < 3,
zu einer Entscheidung zusammengefasst werden, und S ist ein Baum mit n + 1 Ebenen,
nummeriert von 1 bis n + 1.
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e In Ebene 2i, 1 <14 < 7, befinden sich wieder Naturknoten, die Legs aus L5 im Intervall
I5;_1 storen. Dies sind genau die Eingangslegs des Variablen-Paars von Variable z5;. Wie
oben ausgefiihrt, kdnnen somit vier Storungsszenarien, jeweils mit Wahrscheinlichkeit
1

3. auftreten. Die Knoten in Level 2i von Strategie S entsprechen also genau den

Knoten in Level 2¢ von Strategie Sp.

o Auf Ebene 2i + 1, 0 < i < %, befinden sich Optimierer-Knoten mit Ausgangsgrad
eins, die die Zuweisung fiir die Legs, die in den Intervallen I5; und Iy, starten,
festlegen. Damit werden insbesondere die Ausgangslegs der Variablen-Paare fiir die
Variablen x9; 1 und x5; zugewiesen und damit analog zum Beweis von Satz 3.18 deren

Variablenbelegung™ festgelegt.

e In Ebene n + 1 befinden sich die Endzustdnde. Diese miissen noch den Ausgangslegs
des Variablen-Paars P, und allen iibrigen Legs der restlichen Flughafenkonstrukte eine
Flotte zuweisen. Dies geschieht wie im Beweis zu Satz 3.18. Dann kann gepriift werden,
ob es sich um eine zul3ssige Flottenzuweisung handelt oder nicht.

e Also hat auch die Strategie S insgesamt 4"/2 = 2" viele Endzustinde.

Die Strategien S und Sp sind demnach isomorph und eine Strategie Sp fiir die SSAT '-Instanz
|dsst sich direkt in eine Strategie S fiir die SFAPfeas-Instanz mit gleicher Zuldssigkeitswahr-
scheinlichkeit Giberfiihren.

< Sei S eine Strategie fiir das stochastische Flottenzuweisungsproblem mit Zuldssigkeits-
wahrscheinlichkeit p. Sei E die Menge der zuldssigen Endzustinde von S. Jeder Pfad von
der Wurzel der Strategie zu einem Zustand aus E beschreibt eine zuldssige deterministi-
sche Flottenzuweisung. Fiir sie muss nach dem Beweis von Satz 3.18 gelten, dass jedes
Variablen-Paar den Voraussetzungen von Lemma 3.20 geniigt und dass die zu der Flottenzu-
weisung gehorende Variablenbelegung der Formel B, definiert durch die Ausgangsbelegung
der Variablen-Paare, erfiillend ist.

Da also zumindest fiir die Teilstrategie S’, die aus den Pfaden von der Wurzel von S zu den
zuldssigen Zuweisungen E besteht, die Voraussetzungen von Lemma 3.20 gelten, verhalten
sich alle Variablen-Paare der Teilstrategie S’ wie 3- bzw. R-Quantoren, und die Teilstrategie
korrespondiert direkt zu einer Teilstrategie S fiir die Boolsche Formel B, die nur erfiillende
Variablenbelegungen enthélt. Erweitert man S; beliebig zu einer vollstéandigen Strategie Sp,
ist diese mindestens mit Wahrscheinlichkeit p erfiillend. ]

Fiir das Problem SFAPfeas sind die Handlungsméglichkeiten des Optimierers stark einge-
schrankt: die einzige Entscheidung, die er treffen kann, ist die Zuweisung einer Flotte an
ein Leg. Im Falle, dass, wie hier, Legs verspiatet ankommen konnen, ist es natiirlich, dem
Optimierer als weitere Handlungsalternative zu erlauben, Legs verspitet starten zu lassen.
Erlaubt man hier aber zu viele Freiheiten, wird zumindest das Zuldssigkeitsproblem einfach:

Definition 5.10 (SFAPfeas'(f)). Die Klasse SFAPfeas'(f) ist fast wie die Klasse SFAPfeas( f)
aus Definition 5.8 definiert. Die einzige Erweiterung besteht darin, dass der Optimierer im

Zug O; den Startzeitpunkt eines jeden Legs, das urspriinglich im Intervall I; starten sollte,

beliebig weit nach hinten verschieben darf.
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Satz 5.11. SFAPfeas (f) € P.

Beweis. Wir brauchen nur zu {iberpriifen, ob die Gesamtflugzeuganzahl F' einer Instanz x
von SFAPfeas'(f) ausreicht, um eine Instanz ' der deterministischen Variante FAPfeas(1)
mit einer Flotte und F' Flugzeugen zu lGsen:

e Im hier betrachteten azyklischen Fall kann jeder Umlauf eines Flugzeugs von ' durch
das Flugzeug einer beliebigen Flotte von = durchgefiihrt werden.

e Dabei spielen unterschiedliche Blockzeiten und eventuell auftretende Stérungen keine
Rolle, da die Startzeiten der Legs eines Umlaufs beliebig weit ,auseinander” gezogen
werden kdnnen, so dass die Anschlusslegs auf jeden Fall erreicht werden kdnnen.

Wir modellieren eine Instanz von FAPfeas(1) als gerichteten Multi-Graph G = (V, E). Die
Knotenmenge V' entspricht den Flughifen und fiir jedes Leg [ fiigen wir eine Kante (s, s¢)
der Kantenmenge hinzu. Jeder kantendisjunkte Pfad in G entspricht damit einem legalen
Umlauf eines Flugzeugs. Man beachte, dass Start- und Ankunftszeiten von Legs keine Rolle
spielen, da wir die Startzeit eines jeden Legs beliebig weit nach hinten schieben diirfen,
so dass ein Flugzeug, das auf einem Flughafen s landet, jedes von dort startende Leg als
nachstes bedienen kann.

Die Frage nach der minimal benétigten Anzahl Flugzeuge ist damit offensichtlich identisch
zu der Frage nach der minimalen Anzahl an kantendisjunkten Pfaden in G, die alle Kanten
beinhalten. Diese Problem lasst sich in polynomieller Zeit mittels eines erweiterten Eulerpfad-
Algorithmus 16sen. Bezeichne dabei out(v) den Ausgangsgrad eines Knoten v und in(v)
seinen Eingangsgrad:

1. Fiir jeden Knoten v mit out(v) > in(v):

e Konstruiere out(v) — in(v) kantendisjunkte Pfade, die in v starten, nur bisher
unbenutzte Kanten verwenden und nicht erweiterbar sind.

Unter nicht erweiterbaren Pfaden verstehen wir hier Pfade, die in einem Knoten
enden, der keine unbenutzten ausgehenden Kanten mehr besitzt.

2. Fiir jede noch unbenutzte Kante e:
e Konstruiere einen nicht erweiterbaren kantendisjunkten Kreis K aus unbenutzten

Kanten, der e enthilt.

e Verschmelze K dabei mit vorher konstruierten Kreisen, wenn diese einen gemein-
samen Knoten mit K besitzen.

e Verfiigt ein so konstruierter Kreis iiber einen gemeinsamen Knoten zu einem Pfad,

so fiige den Kreis in den Pfad ein.

3. Breche jeden noch existierenden Kreis K an einem beliebigen Knoten zu einem Pfad
auf.
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Die in Schritt 1. konstruierten Pfade sind offensichtlich nétig, um alle Kanten des Graphen
abzudecken. Ist der Ausgangsgrad eines Knoten v gréBer als sein Eingangsgrad, kdnnen
out(v) — in(v) ausgehende Kanten keinen direkten Vorgdnger besitzen und entsprechend
viele Pfade miissen mindestens in dem Knoten v beginnen. Im Anschluss an 1. hat jeder
Knoten in GG eine balancierte Anzahl an eingehenden und ausgehenden unbenutzten Kanten.
Die verbleibenden unbenutzten Kanten werden in Schritt 2. durch Kreise iiberdeckt. Das
beschriebene Verschmelzen mit anderen Kreisen und Pfaden sorgt dafiir, dass dabei nur
eine minimale Anzahl an Kreisen entsteht. Die Kreise, die vor Schritt 3. iibrig sind, stellen
jeweils eine schwache Zusammenhangskomponente von G dar, die eine Eulertour besitzt.
Offensichtlich ist fiir jede solche Zusammenhangskomponente ein weiterer Pfad notwendig,
der in Schritt 3. erzeugt wird. Am Ende liefert der Algorithmus also die minimale Anzahl an
kantendisjunkten Pfaden, die alle Kanten von G enthalten.

Der Algorithmus hat dabei offensichtlich polynomielle Laufzeit. ]

Die Abflugzeit eines Legs beliebig lange nach hinten schieben zu kénnen, ist nicht realistisch.
Verlangt man fiir das Verschieben eines Legs Kosten von Eins pro Zeiteinheit, erhalt man ein
halbwegs praxisnahes Optimierungsproblem, das allerdings wieder PSPACE-vollstandig ist.

Definition 5.12 (SFAP(f)). Die Klasse SFAP(f) ist ein zur Klasse SFAPfeas'(f) gehéren-
des Optimierungsproblem. Die Kosten eines Endzustand sind unendlich, wenn der Endzustand
eine unzuldssige Flottenzuweisung reprasentiert. Ansonsten bestimmen sich die Kosten eines
Endzustands aus der Summe der Zeiteinheiten, um die der Optimierer die Startzeiten von
Legs verschoben hat.

Eine Strategie fiir eine Instanz von SFAP(f) hat damit nur dann endliche Kosten, wenn alle
ihre Endzustdnde zuldssige Flottenzuweisungen reprasentieren. Die Kosten der Strategie ent-
sprechen der erwarteten Anzahl an Zeiteinheiten, um die die Abflugzeiten von Legs insgesamt
nach hinten verschoben werden miissen.

Satz 5.13. SFAP(2) ist PSPACE-vollstindig.

Beweis. SFAP(2) gehort als Spiel gegen die Natur zu PSPACE.

Um die Vollstandigkeit zu zeigen, reduzieren wir QSAT auf SFAP(2). QSAT wird allgemein
als das klassische PSPACE-vollstandige Problem angesehen [Stockmeyer, 1976]. Sei dazu

Ay, Ve, 23, ..., Vo, : B(2q,...,2,) = Wahr

eine QSAT-Instanz.

Die Transformation einer QSAT-Instanz in ein stochastisches Flottenzuweisungsproblem er-
folgt wie im Beweis zu Satz 5.9. Die Rolle der R-Quantoren iibernehmen dabei natiirlich die
V-Quantoren. Aulerdem werden samtliche Landungen auf Flughafen XY Z auf einen neuen
Flughafen XY Z" umgeleitet. Die Kostenschranke wird auf ¢ = 5 festgelegt.

Nach dem Beweis zu Satz 5.11 benétigt der so konstruierte Flugplan fiir eine zuldssige
Flottenzuweisung 2N Flugzeuge, da von Flughafen XY Z 2N Legs starten und keines landet.
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N ist dabei die Anzahl an Paar-Konstrukten, die in der Flottenzuweisungsinstanz enthalten
sind. Alle anderen Flughé&fen bis auf XY Z’ sind balanciert, auf XY Z’ kommen nur Legs an,
und der Flugplan besteht nur aus einer einzigen schwachen Zusammenhangskomponente.
Alle verfigbaren 2N Flugzeuge der Flotten T" und F' missen daher von Flughafen XY Z
starten und jedes dieser Flugzeuge bedient genau eines der abfliegenden Legs.

Es ist damit klar, dass die Voraussetzungen der Lemmata 3.20 bis 3.24 fiir zuldssige Zuwei-
sungen gelten miissen und dass ein Flughafenkonstrukt genau dann keine Kosten verursacht,
wenn es gemal den Aussagen der Lemmata eingesetzt wird. Nur dann kann eine zul3ssige
Zuweisung definiert werden, bei der der Abflug von Legs nicht verschoben werden muss.

Im Falle von Verspatungen, die nur bei V-quantifizierten Variablen-Paaren P,,,(8¢) auftreten
konnen, gilt, dass unter den Voraussetzungen von Lemma 3.20 das Paar, wenn hdchstens
eines der Eingangslegs ¢; verspatet ist, eine Zuweisung fiir die Ausgangslegs erzeugen kann,
die keine Kosten verursacht (siehe Beweis zu Satz 5.9). Wenn beide Eingangslegs verspatet
ankommen, muss das Ausgangsleg p; um eine Zeiteinheit nach hinten verschoben werden,
damit eine zulissige Flottenzuweisung zustande kommen kann.® Dies folgt aus den Beobach-
tungen im Beweis von Satz 5.9 zu R-quantifizierte Variablen und deren Variablen-Paaren.
Somit tragen die % Variablen-Paare mindestens erwartete Kosten von jeweils 1 zu den Ge-
samtkosten bei. Mithin kann es (unter den Voraussetzungen von Lemma 3.20) keine Strategie
mit Gesamtkosten echt kleiner ¢ geben.

Es gilt nun, dass die QSAT-Instanz genau dann erfiillbar ist, wenn die konstruierte Flotten-
zuweisungsinstanz erwartete Kosten von (hdchstens) ¢ besitzt.

= Sei S eine erfiillende Strategie der QSAT-Instanz. Diese definiert wie im Beweis zu Satz 5.9
sofort eine Teilstrategie S’ fiir das Flottenzuweisungsproblem, wobei fiir jede V-quantifizierte
Variable eines der Eingangslegs des korrespondierenden Variablen-Paares verspatet eintrifft.
(Dies ist nach dem Beweis zu Satz 5.9 gleichbedeutend mit dem Fixieren der Variable auf
T oder F.) Alle Endzustdnde von S’ sind ferner zuldssige Flottenzuweisungen und kommen
ohne Startverschiebungen aus, generieren also keine Kosten.

Wir miissen S’ nun noch fiir die Falle, das keine oder zwei Verspatungen in einem Variablen-
Paar auftreten, erweitern, um eine Gesamtstrategie fiir das Flottenzuweisungsproblem zu
bekommen. Fiir den Fall, dass keine Verspatung im Paar P,, (8i) auftritt, kopieren wir einfach
einen der beiden Aste fiir die Variable z5;. Ohne Verspitung kann jede Ausgangsbelegung des
Paares ohne Kosten realisiert werden. Fiir den Fall, dass beide Eingangslegs ¢, verspatet sind,
verschieben wir den Start von p; um eine Zeiteinheit und kopieren wieder einen der beiden
Aste fiir die Variable z5; in die Strategie S’. Durch das Verschieben von p; sind wieder
beide Ausgangsbelegungen zuldssig, und wir erhalten eine komplette Strategie S’ fiir das
Flottenzuweisungsproblem, das nur aus zuldssigen Endknoten besteht. Die erwarteten Kosten
belaufen sich auf genau ¢, da nur die 5 Variablen-Paare von V-quantifizierten Variablen
erwartete Kosten von jeweils i generieren.

 Damit sich die hier auftretende Verzégerung von p; nicht auf den Rest des Flugplans auswirken kann,
ersetzen wir das Leg p; durch zwei Legs p{ und p¢. Der Startflughafen von p¢ entspricht dem Startflug-
hafen von p; und der Zielflughafen von p{ dem Zielflughafen von p;. Die beiden Legs begegnen sich auf
einem neuen Flughafen und der Abstand zwischen der Ankunft von p¢ und dem Abflug von p¢ ist 3.
Damit kdnnen Verzdégerungen von 1 (und unterschiedliche Blockzeiten) kostenlos aufgefangen werden.
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< Sei S eine Strategie fiir das Flottenzuweisungsproblem mit Kosten hdchstens ¢. Da die
Kosten endlich sind, beschreibt jeder Endzustand eine zuldssige Flottenzuweisung. Unter den
Voraussetzungen von Lemma 3.20 muss S nach obigen Ausfithrungen genau Kosten ¢ besit-
zen und die Kosten werden ausschlieRlich fiir Variablen-Paare mit zwei Eingangsverspatungen
produziert. In der Teilstrategie .S’, die fiir jedes V-quantifizierte Variablen-Paar nur die Fille
mit genau einer Verspatung enthilt, treten somit keine Legverschiebungen auf. Diese Teil-
strategie korrespondiert dann aber direkt zu einer erfiillenden Strategie fiir die QSAT-Formel.

Bleibt noch die Frage zu klaren, ob S vielleicht nicht die Voraussetzungen von Lemma 3.20
erfiillen muss. Dann ist es moglich, dass zu einem Paar P, zwei Flugzeuge der Flotte T’
fliegen. Selbst im Fall, dass sich beide Eingangslegs verspdten, muss keines der Ausgangslegs
verschoben werden, um fiir P, eine zuldssige Flottenzuweisung zu finden. Die erwarteten
Kosten des Paares P; kdnnen also Null sein. Allerdings muss es zu einem Variablen-Paar
Py mit zwei ankommenden Flugzeugen von Flotte 7" ein Paar P, mit zwei ankommenden
Flugzeugen von Flotte F' geben, da die Gesamtflugzeuganzahl ansonsten nicht ausreicht,
um alle startenden Legs von Flughafen XY Z zu bedienen. Fiir dieses Paar muss dann aber
das Leg py immer um mindestens eine Zeiteinheit verschoben werden, das Paar P, hat
also erwartete Kosten von mindestens Eins. Im Durchschnitt iiber beide Paare ergeben sich
erwartete Kosten von mindestens % pro Paar, was zu viel ist um unter der Kostenschranke
q zu bleiben. Mit der gleichen Argumentation erzeugt auch eine Zuweisung von 7" an ¢;
und F' an ¢ mindestens erwartete Kosten von Eins. Der Fall, dass die Voraussetzungen von
Lemma 3.20 nicht erfiillt sind, kann also fiir eine Strategie mit Kosten ¢ nicht eintreten. [

5.4 Reparaturspiel

Beim Reparaturspiel handelt es sich um ein Spiel gegen die Natur mit speziellen Eigen-
schaften, wie sie fiir stochastische Flottenzuweisungsprobleme im Stérungsmanagement aus
Abschnitt 5.1.1 typisch sind.

5.4.1 Problemdefinition

Im Vergleich zu allgemeinen Spielen gegen die Natur gehen wir beim Reparaturspiel von
folgenden Besonderheiten aus:

e Wir wollen die Planung fiir einen vorgegebenen Planungszeitraum durchfithren. Da-
bei wollen wir zu jedem Zeitpunkt einen Plan fiir den kompletten Planungszeitraum
besitzen, der im Fall, dass der ,Normalfall” eintritt, zulassig ist.

e Im Laufe des Planungszeitraums werden wir zu definierten Zeitpunkten {ber zufal-
lige Stérungen informiert, die in Form von diskreten Wahrscheinlichkeitsverteilungen
gegeben sind. Als Reaktion darauf miissen wir bis zum Eintreten der ndchsten Stérun-
gen den aktuellen Plan so reparieren, dass bis zum Ende der Planungsperiode wieder
ein zulassiger Plan entsteht. Insbesondere reicht es an dieser Stelle nicht aus, nur die
unmittelbar folgenden Aktionen zu planen.
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e Wir bewerten Reparaturen anhand ihrer durchgefiihrten Anderungen beziiglich des ak-
tuellen Plans. Nach einer Reparatur wird der reparierte Plan zum neuen aktuellen Plan,
und spater folgende Reparaturen werden beziiglich des neuen Plans bewertet. Das hat
zur Folge, dass die Gesamtkosten von Reparaturen liber den gesamten Planungszeit-
raum additiv sind und einmal verursachte Reparaturkosten nicht wieder ausgeglichen
werden kdnnen.

Auf das stochastische Flottenzuweisungsproblem iibertragen ergibt sich:

Definition 5.14 (Reparaturspiel fiir das stochastische Flottenzuweisungsproblem (REPGA-
ME)). Grundlage fiir eine Instanz von REPGAME ist ein azyklisches deterministisches Flot-
tenzuweisungsproblem mit einer nicht notwendigerweise zuldssigen Flottenzuweisung. Fiir
jedes Leg ist eine diskrete Wahrscheinlichkeitsverteilung fiir mégliche Verspatungen und eine
Wahrscheinlichkeit fiir den Ausfall des Legs gegeben, und die Planungsperiode ist in disjunkte
Intervalle I, ..., I, aufgeteilt.

REPGAME ist ein Spiel gegen die Natur mit folgenden Regeln:

e Optimierer und Natur fiihren abwechselnd jeweils n Ziige (O, Ny, ...,0,, N,) aus.

e In Zug O; generiert der Optimierer fiir alle Legs, die in den Intervallen I; bis I,, starten,
eine (deterministisch) zuldssige Flottenzuweisung. Er darf dabei

— Den Start von Legs nach hinten verschieben.
— Die Flottenzuweisung von Legs dndern.
— Legs komplett streichen.

Dabei verursacht er Kosten, die abhingig von den Anderungen beziiglich des aktuellen
Plans sind.

e In Zug N; stort die Natur zufallig anhand der vorgegebenen Wahrscheinlichkeiten die
Legs, die wahrend des Intervalls I; starten.

e Die Kosten von Endzustdnden ergeben sich aus den aufaddierten Kosten aller vom
Optimierer durchgefiihrten Umplanungen auf dem Weg von der Wurzel des Spielbaums
hin zum jeweiligen Endzustand.

Ziel des Spiels ist es, eine Strategie mit minimalen erwarteten Kosten zu finden. Da Stra-
tegien im Allgemeinen exponentiell grok sind, reicht es alternativ aus, neben den minimalen
erwarteten Kosten nur den Plan des Optimierers in Zug Oy anzugeben, da hierdurch die
unmittelbar anstehenden Entscheidungen festgelegt werden.

Das so definierte Reparaturspiel ist eine Verallgemeinerung von Problem SFAP(f) aus Defi-
nition 5.12 und somit ebenfalls PSPACE-vollstindig.
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Algorithmus 3 mimav(Knoten v, Wert «, Wert (3)
1: generiere alle Nachfolger vy, ..., v, von Knoten v
2: if b =0 then
3:  return ¢(v) {Blatt}

4: cost =0
5. fori=1...bdo

6: if vist MAX-Knoten then

7

8

9

a = max{«a, mimav(v;, o, 5)}
if « > 3 oderi=0then
return «
10: if v ist MIN-Knoten then

11: £ = min{ 3, mimav(v;, o, 5)}

12: if « > 3 oderi=0>then

13: return

14: if v ist Natur-Knoten then

15: {Seien wy, ..., w, die Wahrscheinlichkeiten der Knoten vy, ..., vy}
16: o = max{ o‘*(c"s”UL‘UiZ?:wle') L}
17- 3 = min{ 5*(003"/*%;):1;:#1 wj)7 U}
18: cost = cost + w; - mzimav(vi, o, )
19: if cost + L - Z?ZHI w; > (3 then
20: return 3

21: if cost +U - Z?:iﬂ w; < o then
22: return «

23: if i =0 then

24: return cost

5.4.2 Losungsverfahren
5.4.2.1 Der mimav-Algorithmus

Fir die Auswertung von Spielbdumen hat sich in der Praxis der Alphabeta-Algorithmus
und seine Varianten bewihrt. Er lasst sich verhiltnismaBig leicht modifizieren, um auch
Naturspieler beriicksichtigen zu kdnnen. Besonders effizient l3sst sich dabei der Naturspieler
implementieren, wenn untere und obere Schranken auf die Kosten aller Knoten bekannt sind.

Seien nun U und L untere bzw. obere Schranken aller mdglichen Kosten, die das Spiel anneh-
men kann. Wenn die Natur am Zug ist, besitzt jeder Zug der Natur eine vorgegebene Wahr-
scheinlichkeit, und die Kosten der Nachfolger werden gewichtet mit ihrer Wahrscheinlichkeit
aufsummiert. Wenn wir uns also an einem Naturknoten befinden und die Untersuchung der
ersten Nachfolger dazu gefiihrt hat, dass auch im Extremfall der Wert des Knotens nicht mehr
unter eine Schranke (3 fallen kann, haben wir einen Cut-off. Analoges gilt natiirlich auch fiir
die a-Schranke. Algorithmus 3 ist eine Beschreibung erweiterten Alphabeta-Verfahrens. Auf-
gerufen wird der Algorithmus mit mimav(Wurzel, L, U) und liefert als Ergebnis die optimalen
erwarteten Kosten des Spielbaums.
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Wir haben in Algorithmus 3 sowohl den Fall beriicksichtigt, dass es sich bei dem Optimierer
um einen Maximierer als auch einen Minimierer handeln kann. In der beschriebenen Form un-
terstiitzt der Algorithmus sogar den Fall, dass neben dem Optimierer und der Natur noch ein
dritter Spieler, ein direkter Konkurrent des Optimierers, der diesem moglichst stark schaden
will, am Spiel teilnimmt.

Die Auswertung der MAX- bzw. MIN-Knoten entspricht dem normalen vorgehen eines Alpha-
beta-Algorithmus. Uns interessieren nur noch die genauen Kosten im Bereich zwischen «
und (3, und wenn ein Maximierer einen Nachfolger mit héheren Kosten als 3 findet, kann die
Suche in diesem Knoten abgebrochen werden. Entsprechendes gilt fiir MIN-Knoten, wenn
ein Nachfolger mit Kosten kleiner o gefunden wird.

Die Situation ist fiir Natur-Knoten ein wenig komplizierter. Die Kosten eines Natur-Knotens
werden im Gegensatz zu MAX- bzw. MIN-Knoten nicht nur von einem Nachfolger definiert
sondern ergeben sich aus einer gewichteten Summe der Kosten aller Nachfolger. Auch wenn
einzelne Kosten unterhalb von o bzw. oberhalb von (3 liegen, heilt das nicht, dass dies auch
fur die gewichtete Summe gilt.

Schauen wir uns dazu die Situation nach der Bewertung des Nachfolgers v; in Zeile 18
an. Die Knoten v; bis v; sind bereits berechnet und die Summe ihrer gewichteten Kosten
steht in cost. Die restlichen Knoten v;,1, ... v, werden nun noch mindestens L - Z?:H—l w;
zu dieser Summe beitragen. Liegt also diese untere Schranke auf die Naturknotenkosten
oberhalb von 3, kénnen wir die Suche in Zeile 20 abbrechen. Entsprechend wird in Zeile 21
eine obere Schranke auf die Naturknotenkosten berechnet und die weitere Suche in Zeile 22

abgebrochen, wenn die obere Schranke unterhalb von « liegt.

Im Vergleich zu MAX- und MIN-Knoten miissen ferner die Nachfolger von Naturknoten mit
veranderten Schranken o/ und (3 aufgerufen werden, da ja auch Nachfolgerkosten auRerhalb
des fiir den Naturknoten relevanten Intervalls zu Naturknotenkosten zwischen o und (3 fiihren
konnen. Vor der Auswertung von Knoten v; ist UB = cost + U - Z?:i—f—l w; eine obere
Schranke auf den Anteil, den die Nachfolgeknoten ohne v; zur gewichteten Summe beitragen.
Ist nun der Anteil von v; zu dieser Summe kleiner als o — U B, so wird die Naturknotensumme
den Wert « garantiert nicht iibersteigen kénnen. Also interessieren uns fiir den Knoten v;
nur die genauen Kosten ab o/ = C“’wﬂ und diese Grenze wird in Zeile 16 bestimmt. Analog
verlduft die Berechnung der oberen Grenze (' in Zeile 17. Das resultierende Intervall wird
dabei noch zusatzlich an die tiberhaupt mdglichen Kosten von Knoten angepasst, indem der
Schnitt mit dem Intervall [L, U] gebildet wird.

Mit Algorithmus 3 ist es prinzipiell méglich, jedes Spiel gegen die Natur auszuwerten. Aller-
dings muss der Algorithmus dabei mindestens die Knoten einer optimalen Strategie besuchen
und im worst-case sogar den ganzen Spielbaum durchlaufen. In beiden Féllen erfordert dies
aber exponentiellen Aufwand. Selbst verhiltnismalBig kleine Spiele wie Schach lassen sich so
nicht in akzeptabler Zeit exakt 16sen.

In Abschnitt 5.4.2.3 prdsentieren wir daher eine heuristische Variante des mimav-Algorithmus.
Dafiir benotigen wir allerdings ein Verfahren, um das deterministische Flottenzuweisungspro-
blem im Stérungsmanagement zu |3sen.
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5.4.2.2 Modell fiir die deterministische Flottenumplanung

Die Definition des deterministischen Flottenumplanungsproblems entspricht der des Repara-
turspiels ohne stochastische Einfliisse:

Definition 5.15 (Deterministisches Flottenumplanungsproblem (DETFAP)). Grundlage fiir
eine Instanz von DETFAP ist ein azyklisches deterministisches Flottenzuweisungsproblem mit
einer nicht notwendigerweise zuldssigen Flottenzuweisung.

Es soll eine zuldssige Flottenzuweisung berechnet werden, wobei

e der Start von Legs nach hinten verschoben werden kann,
e die Flottenzuweisung von Legs geandert werden kann und

o Legs komplett gestrichen werden diirfen.

Dabei fallen Kosten an, die abhingig von den Anderungen beziiglich des gegebenen Plans
sind.

Ziel ist es, eine Flottenzuweisung mit minimalen Umplanungskosten zu finden.

Im Vergleich zu einem normalen Flottenzuweisungsproblem miissen wir also Legs verschie-
ben und streichen kdnnen und eine gednderte Zielfunktion verwenden. Die Heuristiken aus
Abschnitt 4.3 lassen sich nicht fiir das Flottenumplanungsproblem einsetzen, da keine zulas-
sige initiale Flottenzuweisung bekannt ist. Alle IP-basierten Modelle lassen sich aber einfach
erweitern, um die Anforderungen der Flottenumplanung zu unterstiitzen. Wir beschreiben
hier nur die dafiir notwendigen Modifikationen fiir das Time Space Network Modell aus
Abschnitt 4.2. Die Ideen lassen sich leicht auf die tibrigen Modelle iibertragen.

Die Fahigkeit, Verschiebungen zu modellieren, geschieht auf folgende Weise: Wir schranken
die Freiheitsgrade, wie ein Leg [ verschoben werden kann, auf eine endliche (kleine) Menge
Dy = {dy,...,dp,} C INg von |D;| vielen Verschiebungen ein. Dabei ist d; immer gleich
Null und steht fiir den Fall, dass das Leg nicht verschoben wird.

Wir kreieren nun eine neue Legmenge L', in die wir fiir jedes Leg [ € £ der urspriinglichen
Legmenge | D,| Kopien [P = {l;,...,]p,} von [ aufnehmen. Alle Attribute (Startflughafen,
Zielflughafen, zulassige Flotten, Blockzeiten, Mindestbodenzeiten) des urspriinglichen Legs
[ werden an die Kopien unverdndert weitergereicht. Einzig die Startzeit von Leg [; wird auf
ti,f = tﬁf + d; gesetzt, also um d; Minuten nach hinten verschoben.

Um Legs streichen zu kdnnen, fiihren wir zu jedem Leg [ € L des urspriinglichen Flugplans
eine zusatzliche bindre Variable y; , ein, die anzeigt, ob ein Leg gestrichen werden soll (v, . =
1) oder nicht (y,. = 0).

Aus der neuen Legmenge £’ wird nun ein normales Time Space Network wie in Abschnitt 4.2.2
aufgebaut. Mit den dort verwendeten Bezeichnungen lasst sich das deterministische Flotte-
numplanungsproblem wie folgt formulieren:
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Modell 5.16 (DETFAP).

Minimiere Z Z cLryLr + Z CoYix (5.1)

lel! feF leL

unter den Nebenbedingungen

Yt D> Yk =1 Viecr (5.2)

kelP feF
Yowr— Y Yt re sz =0 Yoev (5.3)
(I,f)eLs (1,f)eLs
Yz <Ny VfeF (5.4)
veVp
yrs € 10,1} VieL (5.5)
y.r €{0,1} Viel' feF (5.6)
2y o+ € Np Yo eV (5.7)
Zo € Ny voe VP (5.8)

feF

Gegeniiber dem normalen azyklischen Time Space Network Modell 4.5 haben sich hier nur
die Zielfunktion und die Gleichungen (5.2) gedndert. Die Gleichungen (5.2) stellen nun fiir
jedes Leg [ € L der urspriinglichen Legmenge sicher, das héchstens einer Kopie von [ aus
der neuen Legmenge L' eine Flotte zugewiesen wird. Wird dabei die y; .-Variable auf Eins
gesetzt, wird keine der zu Leg [ gehdrenden Flugkanten im Time Space Network verwendet
und das Leg damit aus dem Flugplan gestrichen.

Fiir die veranderte Zielfunktion (5.1) fiihren wir zunichst die folgenden Bezeichnungen ein:

cr Kosten fiir die Verschiebung eines Legs um eine Zeiteinheit
CE Kosten fiir das Andern der Flottenzuweisung eines Legs
co Kosten fiir das Streichen eines Legs

or(1) Anzahl Zeiteinheiten, um die das Leg | € L' gegeniiber seinem Original
nach hinten verschoben worden ist

dp(l,f) = 1, falls fir ein Leg [ € L' die Flottenzuweisung des Originals nicht
Flugzeugtyp f ist; sonst ist dg(l, f) =0

6p(l, f) Anderungen auf der Erldsseite, wenn anstatt des Originals mit seiner ur-
spriinglichen Flottenzuweisung das gednderte Leg [ € L’ von Flotte f
bedient wird

Die Umplanungskosten fiir ein Leg [ € L', wenn es von einem Flugzeug der Flotte f geflogen
wird, belaufen sich damit zu

C,f = 6T(l) er + 5E(l7 f) " Cg + 5P(l7 f)

und kénnen in der Zielfunktion direkt den entsprechenden y; ;-Variablen zugeordnet werden.
Dazu kommen noch die Strafkosten fiir Legstreichungen, die von den y, ,.-Variablen angezeigt
werden.
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Unter der Annahme, dass keine weiteren Storungen auftreten, ist eine mit Modell 5.16 be-
stimmte Umplanung kostenminimal.

Aus der Definition der Zielfunktion ergibt sich in der Praxis ein sehr effizientes Laufzeitver-
halten beim Ldsen von deterministischen Flottenumplanungsproblemen. Da die Zielfunktion
Abweichungen von einer existierenden, im Normalfall nur leicht gestérten Flottenzuweisung
bestraft, zeigen unsere experimentellen Ergebnisse, dass sich auch grole Instanzen in wenigen
Sekunden l6sen lassen, da die Zielfunktion implizit in Richtung einer fast zuldssigen Losung
optimiert.

5.4.2.3 Heuristischer mimav-Algorithmus

Da eine vollstidndige Spielbaumauswertung nicht praktikabel ist, beschrankt man sich bei
Alphabeta- und verwandten Algorithmen auf eine heuristische Baumauswertung, wobei die
Suchtiefe und Suchbreite beschrankt werden. Daraus ergeben sich eine Reihe von zu beant-
wortenden Fragen:

o Wie sollen Suchtiefe und -breite beschriankt werden?

Soll der Baum beispielsweise immer nur bis zu einer vorgegebenen Tiefe durchsucht
werden, oder soll knotenabhingig die Suchtiefe angepasst werden?

e Im Falle, dass die Suchbreite beschrankt wird, welche Nachfolgeknoten sollen unter-
sucht werden und welche ignoriert werden?

e Da man bei einer beschrankten Suchtiefe keine Endzustinde im Spielbaum erreicht,
muss geklart werden, wie die Blatter des beschrankten Baums bewertet werden sollen.

Wir verwenden fiir unseren heuristischen mimav-Algorithmus eine feste Suchtiefe von derzeit
3. So halten sich die auftretenden Laufzeiten in ertraglichen Grenzen.

Durch die besondere Struktur des Reparaturspiels ist eine Blattbewertung, auch wenn es
sich nicht um einen Endzustand handelt, sehr einfach, da sich die Kosten eines Blattes aus
der Summe der Umplanungskosten von der Wurzel bis zum Blatt zusammensetzen. Dabei
wird implizit angenommen, dass nach dem vom Blatt reprdsentierten Planungsintervall keine
weiteren Stérungen und damit Umplanungskosten mehr anfallen. Insofern handelt es sich bei
dieser Blattbewertung natiirlich um eine Heuristik.

Der interessanteste Punkt beim heuristischen mimav-Algorithmus ist die Art und Weise, wie
die Suchbreite in jedem Knoten des Spielbaums beschrankt wird. Abhdngig vom Knotentyp
setzen wir dafiir spezielle Zuggeneratoren ein.

Der Zuggenerator fir die Natur untersucht, welche Abfliige im aktuellen Planungs-
intervall anstehen. Die atomaren Stérungen ,Streichung” und ,Verspitung um x Minuten,,
werden fiir jedes Leg, das in diesem Zeitraum den Boden verldsst, generiert. Die atomaren
Stérungen werden gemaR ihren (vorgegebenen) Eintrittswahrscheinlichkeiten gewichtet. Im
Prinzip wiirden wir jetzt gerne alle diese atomaren Stérungen sowie alle ihre Kombinationen
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untersuchen. Leider fiihrt dies zu einer zu groen Anzahl moglicher Szenarien und damit zu
einem zu hohen Knotengrad. Zurzeit beschranken wir daher die Suchbreite dadurch, dass wir
nur atomare Stérungen betrachten.

Wir gehen dabei wie folgt vor. Seien [y,...,[, die Legs, die im aktuellen Planungsinter-
vall starten und damit von der Natur gestdrt werden kdnnen. Fiir Leg [; seien S; Storun-
gen (Verspatungen oder Ausfille) mit Eintrittswahrscheinlichkeiten w{, ... w§, gegeben. Mit
wh =1—3% w' bezeichnen wir die Wahrscheinlichkeit, dass das Leg I; nicht gestrt wird.
Wir gehen davon aus, dass die Stoérungen der Legs unabhingig voneinander sind, so dass
sich in diesem Planungszeitraum insgesamt

verschiedene Szenarien ergeben. Bereits bei sechs Legs mit jeweils vier Stérungen ergeben
sich so 5% = 15625 verschiedene Szenarien, die alle untersucht werden miissten. Dies ist bei
weitem zu viel, so dass wir uns entschieden haben, beim Zuggenerator fiir die Natur aus-
schlieRlich die atomaren Szenarien zu betrachten, also die Szenarien, bei denen (héchstens)
ein Leg gestort wird. Dann kommen wir mit

1+ iSi
i—1

vielen Szenarien aus. Im Beispiel von oben wéren das also nur noch 1+ 6 -4 = 25 Fille.

Jetzt verbleibt aber die Schwierigkeit, den eingeschrénkten Szenarien brauchbare Eintritts-
wahrscheinlichkeiten zuzuweisen. Das Szenario, bei dem bei Leg [; die s-te Stérung auftritt
und ansonsten alle iibrigen Legs ungestort sind, tritt eigentlich nur mit Wahrscheinlichkeit
wi [, w} auf. Wiirde man nur diese Wahrscheinlichkeiten verwenden, wiirde das Szenario,
bei dem gar keine Stérung auftritt, mit viel zu hoher Wahrscheinlichkeit eintreten.

Wir weisen daher dem Szenario S°, bei dem nur fiir Leg [; die s-te Stérung auftritt, die
folgende Wahrscheinlichkeit zu:

Pr(S?) :(1_Hw0>z 5 .
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Damit bleibt fiir das Szenario S°, bei dem keine Stérung eintritt, die Wahrscheinlichkeit

Pr(S?) —1—ZZPT (S
i=1 s=1
S;

=1- 1-— J '
;;< Hw0> Z] 1Zt1wt)
- j i: Es; w;)

=1 = 1 — J 1 1 ‘

( jl;[lw0> Z?:1 Zf:ll w;
=1- 1_ﬁwg)

j=1
“1[ v
j=1

iibrig, was genau der eigentlichen Eintrittswahrscheinlichkeit dieses Szenarios entspricht. Die
Restwahrscheinlichkeit wird gem3R der w’-Wahrscheinlichkeiten gleichmiRig auf die {ibrigen
atomaren Szenarien S° aufgeteilt.

Der Zuggenerator flir den Optimierer erzeugt mehrere ,gute”, aber unterschiedliche
Reparaturalternativen fiir einen gestorten Plan. Sie fiihren alle so schnell und kostengiinstig
wie moglich zuriick in den aktuellen gestdrten Plan. Dabei kann jede Alternative aus einer
Mehrzahl von Reparaturoperationen bestehen: aus Startverschiebungen, aus Neuzuweisungen
von Flotten an Legs und aus Streichungen von Legs.

Die spezielle Struktur des Reparaturspiels gibt begriindete Hoffnung, dass die so ausgewahlten
Reparaturalternativen zu guten Ergebnissen fiir den heuristischen mimav-Algorithmus fiihren.
Da die Kosten einer zum jetzigen Zeitpunkt durchgefiihrten Umplanung spater nicht mehr
ausgeglichen werden kénnen, fiihren sehr wahrscheinlich nur Umplanungen mit fast optimalen
deterministischen Umplanungskosten auch zu geringen erwarteten Gesamtreparaturkosten.

Als Basis benutzen wir dabei das deterministische Flottenumplanungsmodell DETFAP 5.16
aus Abschnitt 5.4.2.2, um Reparaturalternativen zu erzeugen. Wir modifizieren jedoch die
Branch&Bound Suche des IP-L&sers. Wenn eine neue ganzzahlige Lésung (also in unseren
Worten eine gute und giiltige Reparaturalternative) gefunden worden ist, wird diese Losung
gespeichert und durch Hinzufiigen geeigneter Cuts fiir den Rest der Branch&Bound Suche fiir
ungliltig erklart. Die Branch&Bound Suche terminiert, sobald ¢ viele Reparaturalternativen
gefunden worden sind. Zurzeit benutzen wir ¢ = 3.

Heutige IP-L&ser, wie die von uns eingesetzten Verfahren CPLEX und CBC, unterstiitzen
das benutzergesteuerte Generieren von Cuts wahrend der Branch&Bound Suche iiber ein
Callback-Interface. Wann immer in einem Knoten wihrend der Branch&Bound Suche eine
ganzzahlige Lésung gefunden wird, werden die benutztereigenen Routinen aufgerufen, die
die gefundene Lésung untersuchen kdnnen. Dabei kdnnen sie entscheiden, ob sie die ganz-
zahlige Losung akzeptieren wollen oder nicht. Durch das Hinzufiigen von benutzereigenen
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Cuts (zusatzlichen Ungleichungen) zum Modell kénnen sie so eine eigentlich aus IP-Sicht
zulassige Losung unzuldssig machen und die Branch&Bound Suche zwingen, nach anderen
ganzzahligen L6sungen zu suchen.

Der Vorteil dieser Vorgehensweise liegt darin, dass so zumindest fiir das Flottenumplanungs-
problem das Finden von mehr als einer guten zuldssigen Losung kaum ldnger dauert als das
Bestimmen nur einer Lsung mit dem Modell DETFAP. Beide Verfahren schaffen es durch-
schnittlich in unter 10 Sekunden einen gestérten Plan zu reparieren und eine oder eben auch
mehrere gute Reparaturvorschlage zuriickzuliefern.

Da wir nur eine verschwindend kleine Auswahl an Reparaturalternativen betrachten wol-
len, miissen diese zwei Anforderungen erfiillen, um fiir den heuristischen mimav-Algorithmus
nitzlich zu sein:

e Sie miissen die akuten Stérungen kostengiinstig reparieren, da nach den obigen Ausfiih-
rungen einmal angefallene Reparaturkosten spater nicht wettgemacht werden kénnen.

e Die Reparaturalternativen sollten trotzdem strukturell moglichst verschieden sein, um
in unterschiedliche Bereiche des Spielbaums vordringen zu kdnnen.

Es ist sehr wahrscheinlich wenig hilfreich, wenn man zwei Reparaturalternativen gelie-
fert bekommt, die sich nur darin unterscheiden, dass ein Leg 5 Zeiteinheiten verscho-
ben worden ist. Zukiinftige Stérungen werden sich in beiden Reparaturalternativen sehr
dhnlich auswirken.

Den ersten Punkt erreichen wir dadurch, dass wir zum Generieren der Reparaturalternativen
das Modell DETFAP einsetzen, das kostenminimale Reparaturvorschlage erzeugt.

Die zweite Anforderung stellen wir dadurch sicher, dass wir sehr spezielle Cuts dem Modell
hinzufiigen, um eine gefundene Losung und zu ihr strukturell dhnliche Losungen von der
weiteren Branch&Bound Suche auszuschlieRBen.

Die Standardmethode, um speziell fiir IPs mit 0-1-Variablen eine eigentlich zul3ssige Losung
abzuschneiden, sieht wie folgt aus. Seien x4, ..., z, die 0-1 Variablen eines IP-Modells, die in
einer ganzzahligen Lésung den Wert 1 zugewiesen bekommen haben. Durch das Hinzufligen
der Ungleichung

Zmi <n-1 (5.9)
i=1

wird die ganzzahlige Losung unzuldssig, da die linke Seite fiir die aktuelle ganzzahlige Losung
zu n ausgewertet wird.

Da die wesentlichen Entscheidungsvariablen y; ; im Modell DETFAP binar sind, lieBe sich
diese Technik prinzipiell zur Generierung von Cuts fiir DETFAP einsetzen. Allerdings wiirden
so neben der aktuellen Lésung keine weiteren Losungen fiir die Branch&Bound Suche ab-
geschnitten, insbesondere wiirde beispielsweise das Verschieben nur eines Legs sofort wieder
zu einer zul3ssigen Losung fiihren.
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Um auch wirklich unterschiedliche Lésungsvorschldge zu bekommen, muss man also die zu-
satzlichen Cuts sorgfaltig auswahlen. Wir beriicksichtigen fiir Cuts nur Entscheidungsvaria-
blen von Legs, die anders gehandhabt werden (verschoben, neu zugewiesen oder gestrichen)
als im Originalplan. Das heit in unseren Cuts tauchen grundsitzlich nur die y, ,-Variablen
und y; s-Variablen, fiir die dr(1) > 0 oder ég(l, f) = 1 gilt, auf. Genau diese Variablen
zeigen Reparaturaktionen am urspriinglichen Flugplan an, und da wir nach méglichst unter-
schiedlichen Reparaturalternativen suchen, sollten auch nur diese Variablen zur Entscheidung
herangezogen werden.

Sei daher fiir eine aktuelle ganzzahlige Lésung wihrend der Branch&Bound Suche im DETFAP-
Modell Y die Menge an y, s bzw. y,; .-Variablen, die einen Wert von 1 haben und fiir eine
Reparaturaktion stehen. Ist Y = () heilt das, das der urspriingliche Flugplan nicht repariert
zu werden braucht, und wir generieren keine Cuts und geben uns mit der einen , Reparatu-
ralternative” zufrieden, da es aus der Sicht des Stérungsmanagements keinen Sinn macht,
einen zulassigen Plan auf Verdacht zu dndern.

Ansonsten bilden wir fir die aktuelle Losung Umlaufplane fiir die Flugzeuge (siehe Bemer-
kung 3.13) und Partitionieren die Menge Y in Teilmengen Y., Yi,..., Y. In Y, sind alle
Y1 «-Variablen enthalten. In Y; sind jeweils die y; ;-Variablen zusammengefasst, die gemaR
obiger Umlaufgenerierung von einem Flugzeug i bedient werden. Es gibt also k& Flugzeuge,
die gednderte Legs fliegen.

In der Menge Y, befinden sich alle Variablen, die anzeigen, dass ein Leg gestrichen werden
soll. Falls Y, # () ist, generieren wir fiir diese Menge einen Cut gemaR Ungleichung (5.9).
Dadurch miissen in zukiinftigen Lésungen andere Legs gestrichen werden.

Ferner konstruieren wir wie folgt einen Cut fiir jede der Mengen Y; = {1, ¢, ...,y 7 }:

Z Z ym,fgn_la

J=1 meL(ly)

wobei L(l;) fiir die Menge von Legs steht, die wie [; Kopien eines gemeinsamen Originallegs
sind, dass heillt sie stehen eigentlich fir dasselbe Leg mit verschobenen Abflugzeiten. Bis
auf die zusatzliche Summe iiber die Menge L(l;) handelt es sich also auch hierbei um einen
Cut gem3R Ungleichung (5.9). Man beachte, dass in der Summe ZmGL(lj) Ym,r wegen Glei-
chung (5.2) nur genau die Variable y;, s den Wert Eins besitzt und der Cut damit tatsichlich
die aktuelle Lésung abschneidet.

Damit muss jedes der k Flugzeuge, das reparierte Legs fliegt, in zukiinftigen Ldsungen etwas
anders machen. Dabei reicht es wegen der Summe iiber die Menge L(l;) nicht aus, einfach
nur ein Leg etwas zu verschieben.

Durch die so generierten Cuts werden also neben der aktuellen Lésung auch strukturell
dhnliche Lsungen von der weiteren Branch&Bound Suche ausgeschlossen, und wir erhalten
gute, aber verschiedene Reparaturalternativen.
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5.5 Experimentelle Ergebnisse

Ziel der experimentellen Untersuchung war es herauszufinden, ob die Beriicksichtigung von
stochastischen Daten zu einem verbesserten Stérungsmanagement fiihrt. Dabei sollte das
etablierte deterministische Modell DETFAP aus Abschnitt 5.4.2.2 mit dem stochastischen
Modell REPGAME aus Abschnitt 5.4.1 verglichen werden. REPGAME-Instanzen wurden da-
bei mit dem heuristischen mimav-Algorithmus aus Abschnitt 5.4.2.3 geldst. Wir nennen im
Folgenden DETFAP auch deterministisches Verfahren und REPGAME stochastisches Verfah-
ren. Deterministisch/stochastisch bezieht sich dabei auf die Eingabedaten, beide Algorithmen
arbeiten deterministisch.

Ein analytischer Vergleich der erzeugten Losungen gestaltet sich schwierig, so dass wir uns
mit unserem industriellen Partner Lufthansa Systems auf die Evaluation in einer Simulati-
onsumgebung geeinigt haben.

5.5.1 Losungsbewertung durch Simulation

Die Basis fiir unsere Simulation und die Eingabe fiir den Simulator stellt ein kontinentaler
Lufthansa Flugplan dar. Zusatzlich stehen uns weitere Daten zur Verfligung, um alternative
Pline fiir die Reparatur berechnen und sich daraus ergebene Anderungen an Ticketerldsen
bestimmen zu kénnen. Der Plan besteht aus 20603 Fliigen, die von 144 Flugzeugen aus 6
Flotten bedient werden.

Der Simulator teilt nun den Planungszeitraum in 15-miniitige Intervalle auf und erzeugt
nacheinander fiir jedes Intervall Stérungen, die von einem der beiden Reparaturverfahren
behoben werden miissen. Jeder Abflug des aktuellen Umlaufplans stellt ein mégliches Ereignis
dar, wobei das betroffene Leg gestort werden kann, das heilit, es kann in unserem Fall um
30, 60 oder 120 Minuten verzdgert werden oder auch ganz aus dem Flugplan gestrichen
werden. Die Stérungen treten dabei jeweils mit einer vorgegebenen Wahrscheinlichkeit auf.
Bezeichnet 7" den aktuellen Simulationszeitpunkt, dann betrachtet und stdrt der Simulator
alle Ereignisse im Intervall [T, T + 15[, iibergibt die Stérungen an ein Reparaturverfahren,
wartet auf den reparierten Flugplan und geht 15 Minuten in der Zeit vorwiarts.

Die Aufgabe der Reparaturverfahren besteht nun darin, die wihrend der Simulation auftre-
tenden Stérungen moglichst kosteneffizient {iber den zu simulierenden Zeitraum hinweg zu
beheben. Als Bewertung der Simulationsergebnisse haben wir vier relevante MaRe wahrend
der Simulation protokolliert und Giber eine gewichtete Kostenfunktion zu unseren Reparatur-
kosten umgerechnet. Als Male kamen dabei die Summe der benétigten Startverschiebungen
in Minuten (TIM), die Anzahl der Wechsel eines Flugzeugtyps fiir ein Leg (ECH) und die
Anzahl der Flug-Streichungen (CNL) zum Einsatz. Zusitzlich haben wir noch die Ande-
rungen der ErlGse, die sich aus gednderten Passagierzahlen ergeben, beriicksichtigt. Unser
Industriepartner hat als Kostenfunktion ¢(TIM,ECH,CNL,Erlése) = 50 TIM + 10000 ECH +
100000 CNL - Erlose vorgeschlagen, mit der wir die Simulationsergebnisse der verschiedenen
Reparaturverfahren verglichen haben.

Den Reparaturverfahren sind dabei die Parameter des Simulators bekannt, das heilt beide
Verfahren setzen zur Bewertung ihrer Reparaturlésungen die selben Kostenparameter wie der
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deterministisches Reparaturverfahren || stochastisches Reparaturverfahren
Datum TIM ‘ ECH ‘ Erlose ‘ c TIM ‘ ECH ‘ Erlose ‘ c Ac
01/03 6270 0 0 313500 | 5850 0 0| 292500 || 21000
01/04 6090 0 0 304500 || 6540 2 2219 | 344781 || -40281
01/05 5820 0 0 291000 || 5910 0 0| 295500 || -4500
01/06 6240 2 -3717 335717 5910 2 -3717 | 319217 || 16500
01/07 5160 4 | -28602 326602 5130 4 | -28073 | 324573 2029
01/08 3600 4| -51674 271674 3570 4 | -47784 | 266284 5390
01/09 5250 2| -28193 310693 5370 2 -6091 | 294591 | 16102
01/10 5730 0 0 286500 5940 0 0| 297000 || -10500
01/11 6270 4| -19915 373415 | 6090 4| -19915 | 364415 9000
01/12 6660 0 0 333000 | 6420 0 0| 321000 || 12000
01/13 6750 4| -24790 402290 | 6810 2 -8782 | 369282 || 33008
01/14 5730 0 0 286500 | 5670 0 0| 283500 3000
01/15 3390 0 0 169500 | 3270 0 0| 163500 6000
01/16 5880 2 -4775 318775 || 5880 0 0| 294000 || 24775
> 78840 22 | -161666 4323666 || 78360 20 | -112143 | 4230143 | 93523

Tabelle 5.1: Simulationsergebnisse fiir Wahrscheinlichkeiten 0.001/0.02/0.8/0.12

Simulator ein. Dem stochastischen Verfahren sind dariiber hinaus auch die Intervalleinteilung
des Simulators und die Wahrscheinlichkeiten der moglichen Storungen bekannt, so dass sich
ein vollstindig spezifiziertes Reparaturspiel REPGAME fiir die stochastische Flottenzuwei-
sung ergibt.

5.5.2 Simulationsergebnisse

Wir haben den realen Flugplan der Lufthansa mit 144 Flugzeugen in 6 Flotten mit 20603
Legs in 14 aufeinander folgende Tage aufgeteilt und daraus 14 unabhingige Teilplane als
Testinstanzen generiert, fiir jeden der 14 Tage eine Instanz. Wie oben bereits erwédhnt, wird
dabei jede Instanz in 15-Minuten-Intervalle eingeteilt. Der Simulator kann verschiedene Re-
paraturverfahren zur Stérungsbehebung einsetzen, und so haben wir das deterministische mit
dem stochastischen Verfahren verglichen. Es ging dabei primar um die Frage, ob man fiir
das gegebene Problem unter halbwegs realistischen Annahmen tiberhaupt Heuristiken finden
kann, die eine deterministische Planung schlagen.

In einem ersten Testlauf haben wir die Wahrscheinlichkeiten fiir Legausfille/Verspatungen um
120 Minuten/Verspatungen um 60 Minuten/Verspatungen um 30 Minuten auf 0.001/0.02/
0.8/0.12 festgelegt. Die Ergebnisse finden sich in Tabelle 5.1. Die Spalten 2 bis 5 zeigen die
Ergebnisse des deterministischen Verfahrens, die Spalten 6 bis 9 gehdren zum stochastischen
mimav-Reparaturverfahren. Flug-Streichungen (CNL) werden nicht gezeigt, da sie wegen
der geringen Wahrscheinlichkeit wahrend der Simulation nicht aufgetreten sind. Die Ac-
Spalte zeigt die Kostendifferenz der c-Spalten der zwei Reparatur-Engines; positive Werte
bedeuten, dass das stochastische Verfahren weniger Reparaturkosten verursacht hat als das
deterministische. Wie aus der Tabelle ersichtlich wird, gewinnt das stochastische Verfahren
11 von 14 Tagen gegeniiber dem deterministischen. Uber alle 14 Tage zusammen kann der
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Tag 01/03 Tag 01/04 Tag 01/05
# Proz. Zeit ‘ Speedup Zeit ‘ Speedup Zeit ‘ Speedup
1 226057 1.00 || 193933 1.00 || 219039 1.00
2 128608 1.76 || 111612 1.73 || 126915 1.73
4 68229 3.31 || 59987 3.23 || 66281 3.30
8 46675 4.84 40564 4.78 46065 4.75

Tabelle 5.2: Speedups der parallelisierten Baumsuche im mimav-Algorithmus

deterministisches Reparaturverfahren stochastisches Reparaturverfahren
Datum TIM ‘ CNL ‘ ECH ‘ Erlose ‘ c TIM ‘ CNL ‘ ECH ‘ Erlose ‘ c Ac
01/03 12210 8 2 -684 1431184 12120 8 2 -11374 1437374 -6190
01/04 11460 6 1 2028 | 1180972 11550 4 0 1145 976355 || 204617
01/05 10950 6 4 -24978 1212478 11340 3 5 -20407 1437407 || -224929
01/06 13830 8 1 -5654 | 1507154 13470 8 1 -2567 | 1486067 21087
01/07 10530 7 2 | -28385 | 1274885 10950 7 3| -33248 | 1310748 -35863
01/08 6000 4 4 -49501 789501 5430 2 4 -49784 561284 228217
01/09 11640 4 2 -29410 1031410 11570 4 2 -20977 1019477 6933
01/10 11730 6 3| -20403 | 1236903 11130 6 3| -25713 | 1212213 24690
01/11 12060 8 0 2003 | 1400997 12150 6 3 12119 | 1225381 || 175616
01/12 12030 6 2 -1971 1223471 11790 8 2 974 1408526 || -185055
01/13 12630 8 0 580 | 1430920 12570 6 1 1036 | 1237464 || 193456
01/14 10410 6 4 | -38488 | 1198988 10020 6 4| -36133 | 1177133 21855
01/15 5790 2 0 -1000 490500 5760 2 0 -1000 489000 1500
01/16 12270 5 0 -133 | 1113633 12090 4 0 257 | 1004243 || 109390
> 153540 | 84 | 25 | -195996 | 16522996 | 152040 | 79 | 30 | -185672 | 15987672 || 535324

Tabelle 5.3: Simulationsergebnisse fiir Wahrscheinlichkeiten 0.003/0.04/0.16/0.24

mimav-Algorithmus 2.21% an Reparaturkosten einsparen.

Was die Qualitat der produzierten Reparaturpldne angeht, kann das stochastische Verfahren
das DETFAP-Modell in allen drei Kategorien TIM, ECH und Erldse schlagen. Das ist ein wenig
iberraschend, da wir erwartet haben, dass das stochastische Verfahren die ,billigen” TIMs
einsetzen wiirde, um die teureren ECHs zu vermeiden und damit die Gesamtreparaturkosten
zu senken.

Fiir jeden Reparaturschritt eines 15-Minuten-Intervalls benétigt der deterministische Algo-
rithmus ungefdhr 8 Sekunden. Der stochastische Verfahren ist ungefahr 200-mal langsamer,
da es im Mittel 213 Suchknoten in jedem Schritt untersuchen muss. Eine Parallelisierung
mittels dynamischer Lastverteilung brachte auch das stochastische Verfahren unter die wich-
tige Realzeitgrenze. In Tabelle 5.2 sind die Laufzeiten der Simulation in Sekunden und die
erreichten Speedups mit bis zu 8 Prozessoren fiir die ersten drei Tage angegeben. Mit nur
einem Prozessor belduft sich die Simulationszeit mit dem mimav-Algorithmus fiir einen Tag
simulierter Flugplan auf 2.5 Tage. Mit vier Prozessoren sinkt diese Zeit auf 18 Stunden.und
damit unter die simulierte Planungsdauer.

In einem zweiten Lauf haben wir die Wahrscheinlichkeiten fiir Stérungen auf 0.003/0.04/0.16/
0.24 erhoht. Dann sieht ein typischer Testlauf wie in Tabelle 5.3 dargestellt aus.

Die Spalten 2 bis 6 von Tabelle 5.3 zeigen die Ergebnisse des deterministischen IP-Verfahrens
aus Abschnitt 5.4.2.2, die Spalten 7 bis 11 gehdren zu der stochastischen Heuristik aus Ab-
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H Lauf 1 \ Lauf 2 \ Lauf 3 \ Lauf 4 \ Lauf 5

Woche 1 || 70293 | 27696 | 32261 | -9238 | -15799
Woche 2 8389 | 48778 | 11580 | -1253 9144

Tabelle 5.4: Durchschnittliche eingesparte tagliche Reparaturkosten des stochastischen Ver-
fahrens gegeniiber dem deterministischen Verfahren

schnitt 5.4.2.3. Die Ac-Spalte zeigt die Kostendifferenz der c- Spalten der zwei Reparaturver-
fahren; positive Werte bedeuten, dass das stochastische Verfahren weniger Reparaturkosten
verursacht hat als das deterministische. Wie aus der Tabelle ersichtlich wird, gewinnt das
stochastische Verfahren 10 von 14 Tagen gegeniiber dem deterministischen. Uber alle 14
Tage zusammen kann die stochastische Heuristik 3.32% Reparaturkosten einsparen.

Hier kdnnen wir auch sehen, dass der mimav-Algorithmus weniger von den sehr teuren Flug-
Streichungen produziert, dafiir aber zusatzliche ECHs in Kauf nimmt. Eine interessante Be-
obachtung ist, dass man an den Ergebnissen erkennen kann, dass es sich beim 8. und 15.
Januar um Sonntage handeln muss. Stérungen haben an diesen Tagen signifikant geringere
Auswirkungen, da der Schedule an Sonntagen nicht so , dicht gepackt” ist.

Zwei bis drei Prozent Einsparungen sehen zwar schon schon aus, die gegebenen Daten klaren
aber noch nicht die Signifikanz der Ergebnisse. Obwohl an jedem Simulationstag fast 100
Entscheidungen getroffen werden, konnten wir die einzelnen Entscheidungen nicht direkt zur
Klérung von Signifikanzfragen zu Hilfe nehmen, da die einzelnen Entscheidungen nicht unab-
hangig voneinander sind. Innerhalb eines Tages sind die Entscheidungen Folgeentscheidungen
von Folgeentscheidungen, usw.

Die Resultate von einzelnen Tagen sind ebenfalls mit Vorsicht zu genieBen. Zum einen schei-
nen sie nicht einer Normalverteilung zu geniigen, zum anderen sind sie auch von der Struktur
des Plans an einem bestimmten Tag abhangig. Wir nehmen daher Durchschnittswerte auf
Wochenbasis als Messpunkte.

Wir haben deshalb zusatzliche Testldufe mit den bereits oben verwendeten Stérungswahr-
scheinlichkeiten 0.003/0.04/0.16/0.24 durchgefiihrt. Dabei kam jeweils ein anderer Random-
Seed zum Einsatz. Als Messpunkte wurden die durchschnittlichen Tagesreparaturkosten iiber
eine komplette Woche genommen, wobei wir davon ausgehen, dass sich die beiden Wochen
des Plans ,hinreichend wenig” in ihrer Struktur unterscheiden. Damit sind strukturelle Ein-
fliisse (auBer denjenigen, die auf die Pseudo-Zufilligkeit des Zufallsgenerators zuriickzufiihren
sind) eliminiert, und wir erhalten insgesamt 10 Messpunkte, die in Tabelle 5.4 angegeben
sind.

Ein Eintrag Woche i / Lauf j beschreibt den durchschnittlichen absoluten Tagesgewinn bzw.
-verlust des stochastischen Verfahrens gegeniiber dem deterministischen Verfahren in Woche
i bei Simulationslauf j. Positive Werte sind giinstig fiir das stochastische Verfahren. Der
Mittelwert {iber diese Werte betragt 18185 Einheiten, die Standardabweichung 26762. Gehen
wir nun davon aus, dass die gegebenen Durchschnittswerte anndhernd normalverteilt sind,
ergibt sich mit Hilfe der t-Verteilung, dass mit 95% Sicherheit der stochastische Algorithmus
besser ist als der deterministische.



5.6 Zusammenfassung 165

5.6 Zusammenfassung

Wir haben in diesem Kapitel das stochastische Flottenzuweisungsproblem definiert und mo-
tiviert, dass es sich dabei um ein wichtiges Real-World-Problem handelt, mit dem Flugge-
sellschaften taglich im Stérungsmanagement konfrontiert sind.

Wir konnten zeigen, dass selbst einfachste Untervarianten des stochastischen Flottenzuwei-
sungsproblems PSPACE-vollstandig sind.

Das stochastische Flottenzuweisungsproblem ist ein mehrstufiges Entscheidungsproblem un-
ter Unsicherheit. Solche Probleme lassen sich als Spiel gegen die Natur modellieren und mit
unserem generischen mimav-Algorithmus 16sen. Die spezielle Struktur der stochastischen
Flottenzuweisung, die wir Reparaturspiel nennen, erlaubt dabei, den mimav-Algorithmus er-
folgreich heuristisch einzusetzen.

Unsere experimentellen Ergebnisse zeigen, dass durch das Spielen des Reparaturspiels ro-
bustere (Teil-)Plane fiir die Flottenumplanung im Stérungsmanagement erzeugt werden als
mit etablierten deterministischen Verfahren. Unser vorausschauender Reparaturalgorithmus
schlagt ein ,kurzsichtiges”, exaktes IP-Verfahren statistisch signifikant in der vereinbarten
Simulationsumgebung.



166 5 Das stochastische Flottenzuweisungsproblem




— 06 -

Integration von Ertragsmanagement
und Flottenzuweisung

Dieses Kapitel beginnen wir mit einer Motivation zur Integration unterschiedlicher Planungs-
schritte in der Flugplanung. Wir gehen genauer auf die Aufgaben der Marktmodellierung und
des Ertragsmanagements ein. AnschlieRend stellen wir drei Integrationsstrategien vor, die die
Flottenzuweisung mit den beiden anderen Planungsphasen verbinden und auf diese Weise die
Qualitat des Planungsprozesses erhohen.

6.1 Motivation

Durch die Integration von Planungsphasen kann die Gesamtqualitdt der Planung einer Flug-
gesellschaft weiter verbessert werden. Der Hauptgrund dafiir liegt in den teils starken Ab-
hangigkeiten, die zwischen den einzelnen Planungsphasen bestehen, und den vereinfachenden
Annahmen, die zum Beispiel in der Flottenzuweisung iiber die Gewinnermittlung der Markt-
modellierung angenommen werden.

Die meisten Modelle der Flottenzuweisung gehen von lokal berechenbaren Gewinnen aus,
das heilt, es wird angenommen, dass sich der Gesamtgewinn aus unabhidngigen Leggewin-
nen zusammensetzt, wobei die Leggewinne ausschlieRlich von der dem Leg zugewiesenen
Flotte abhangig sind. In diesem Fall ware die Gewinnfunktion durch die p; ;-Werte exakt
beschreibbar. Auf der Kostenseite kann diese Annahme als ausreichend realistisch angese-
hen werden, allerdings ist die Lage auf der Erldsseite im Allgemeinen komplizierter, wie das
folgende Beispiel zeigt.

Auf einem Leg von FRA nach JFK wiirden gerne 300 Passagiere mitfliegen, die jeweils
€500 fiir ein Ticket bezahlen. Beim Einsatz eines Flugzeugs mit 300 Sitzpldtzen auf diesem

167
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Leg ergeben sich also Erlése von €150000. Beim Einsatz eines Flugzeuges mit nur 200
Passagieren kdnnen 100 Passagiere nicht mitgenommen werden und die Erldse belaufen sich
nur auf €100000. Was ist an dieser Betrachtung unrealistisch?

e Haufig benutzen Flugpassagiere nicht nur ein Leg, um ihrer Reise durchzufiihren, son-
dern eine Folge von mehreren Legs, so genannte Reiserouten oder Itineraries.

Ist nun aber ein Leg einer Reiseroute nicht verfiigbar, wird die gesamte Reiseroute
nicht gebucht und bezahlt. Somit kann das Nicht-Beférdern der 100 Passagiere auch
zu Erlosausfallen auf anderen Legs fiihren. Dieser Effekt wird spill genannt.

e Gleichzeitig wird durch das etwaige Freiwerden von Sitzpldtzen auf anderen Legs zu-
satzlichen Passagieren die Moglichkeit gegeben, diese Legs zu buchen, was zusatzliche
Erlose bringen kann.

e Desweiteren werden sich die 100 Passagiere, die abgewiesen wurden, nach alternativen
Reiserouten umsehen. Es ist zu erwarten, dass zumindest ein Teil von ihnen auf andere
Legs der Fluggesellschaft ausweicht und dort fiir zusatzliche Erldse sorgt. Dieser Effekt
wird recapture genannt.

All diese Effekte, Spill&Recapture- oder Netzwerk-Effekte genannt, lassen sich nicht exakt
durch rein lokale, lineare Gewinnbewertungen modellieren, und auch der Einsatz von ver-
bindungsabhingigen Gewinnen reicht dafiir nicht aus. Bei der Gewinnfunktion handelt es
sich in der Realitdt um eine hochgradig nicht-lineare Funktion, die nur kompliziert zu be-
rechnen ist. Es ist die Aufgabe der Marktmodellierung, zu einem Flugplan mit gegebener
Flottenzuweisung den zu erwartenden Gewinn mdglichst exakt zu bestimmen.

Je weiter man sich dem Tag der eigentlichen Umsetzung der Flugplanung n&hert, desto ge-
nauer lassen sich aus den bereits eingegangenen Ticketbuchungen die vom Marktmodell nur
recht grob geschétzten Passagierzahlen und erwarteten Erldse vorhersagen. Die Planungs-
abteilung mit den genauesten Informationen in diesem Bereich ist das Ertragsmanagement.
Beim Ubergang zur kurzfristigen Planung sollte man daher in der Flottenzuweisungen die
Daten des Ertragsmanagements zur Erlésermittlung verwenden.

6.2 Marktmodellierung

Die Aufgabe der Marktmodellierung ist es, in der lang- bis mittelfristigen Planung die zu
erwartende Passagiernachfrage auf den eigenen Legs einer Fluggesellschaft moglichst ge-
nau vorherzusagen. Damit kann die Profitabilitit eines Flugplans abgeschatzt werden. Die
Marktbewertung ist damit die zentrale Kontrollinstanz fiir die im Laufe der Zeit entwickelten
Flugplanszenarien (siehe auch Abbildung 1.2 auf Seite 3). Die parallel verlaufende Planung
der Ressourcen greift immer wieder auf das Marktmodell zuriick, um Verdnderungen zu
bewerten.
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’ Profitability Evaluation Model ‘ ’ Fleet Assignment ‘
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s
Market Share Model ‘
unconstrained demand
prelim. capacity assignment }
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Abbildung 6.1: Die Vorgehensweise der Marktmodellierung

6.2.1 Uberblick

Die Eingaben, Steuerungsparameter und Ausgaben der Marktmodellierung beschreibt die
folgenden Tabelle.

Marktmodellierung

Eingabe Markte (Stddtepaare (O&D-Paare) mit Transportbedarf)
Flugplan (Legs mit zugewiesener Flotte)
ggf. Informationen zu konkurrierenden Fluggesellschaften und Verkehrsmitteln

Parameter | Regeln fiir den Aufbau der Reiserouten
Parameter fiir die Verteilung der Marktnachfrage
Definition der Kosten

Definition der Erlése

Ausgabe | Passagierfluss
Gewinn = Ertrige - Kosten des Flugplans

Ausgangspunkt ist der geschitzte (globale) Transportbedarf in Form von Markten. Jeder
Markt reprasentiert dabei die Menge an Personen, die von einer Stadt/Region (origin) zu
einer anderen Stadt/Region (destination) gelangen wollen. Solch ein Markt wird daher auch
0&D-Paar genannt. Auf der anderen Seite steht die verfliighare Transportkapazitdt in Form
eines zugewiesenen Flugplans. Neben dem eigenen Flugnetzwerk bieten aber auch andere
Fluggesellschaften Transportkapazititen an, und man beriicksichtigt teilweise sogar alter-
native Verkehrsmittel mit PKW und Eisenbahn. Die konkurrierenden Transportkapazitaten
werden dabei meist vereinfacht beriicksichtigt, um die DatengroRe halbwegs ertraglich zu
halten.

In Abbildung 6.1 wird gezeigt, wie aus diesen Daten prinzipiell der auf das eigene Flugnetz
entfallende Passagierfluss und die erwarteten Gewinne bestimmt werden. Zuerst werden fiir
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jeden Markt die relevanten Reiserouten (ltineraries) bestimmt. Es gibt typischerweise sehr
viele Moglichkeiten, um von A nach B zu gelangen, so dass hier eine Auswahl nach Attrakti-
vitdt getroffen wird: die Ticketkosten sollten klein sein, die Reisezeit sollte kurz sein, es sollte
nicht zu oft umgestiegen werden usw.

Der zentrale Punkt, auf den wir weiter unten noch naher eingehen, ist die anschlieRende Auf-
teilung der Marktnachfrage auf die generierten Reiserouten. Dabei kommen bei den meisten
Fluggesellschaften Verhaltensmodelle zum Einsatz, die die Wahl eines einzelnen Passagiers
von seinen personlichen Praferenzen abhingig machen. In diesem Schritt bleiben Kapazi-
tatsbeschrankungen der Legs zunachst unberiicksichtigt und man erhélt den unbeschrankten
Transportbedarf (unconstraint demand) fiir jede Reiseroute.

Der unbeschrinkte Transportbedarf iibersteigt eventuell die Anzahl verfiigbarer Sitzplitze
auf einzelnen Legs. In diesem Fall miissen einige Passagiere einen alternative Reiseroute
wahlen. Ebenfalls (iber Verhaltensmodelle wird vorhergesagt, wie sich abgewiesene Passagiere
verhalten und welche alternativen Reiserouten sie wahlen werden (Spill&Recapture). Es ergibt
sich ein erfiillbarer Passagierfluss im Flugnetz (constraint demand).

Damit ist fir jedes Leg bekannt, wie viele Passagiere es verwenden werden. Daraus werden
dann die zu erwartenden Erlse berechnet und die variablen Kosten bestimmt. Die fixen
Kosten eines Legs ergeben sich aus der dem Leg zugewiesenen Flotte und man kann den
Gesamtgewinn des Flugplans bestimmen.

6.2.2 Verhaltensmodelle

Modelle des Passagierverhaltens (passenger choice models) basieren auf Praferenzen der
Passagiere und erlauben Voraussagen, fiir welche der angebotenen Reisealternativen sich
ein Passagier entscheiden wird. Im Marktmodell kommen dabei vor allem Discrete-Choice-
Modelle, noch genauer so genannte Logit-Modelle, zum Einsatz.

Die nachfolgende Darstellung der Discrete-Choice-Theorie lehnt sich stark an das Buch
von [Ben-Akiva and Bierlaire, 1985] an. Die Grundlagen werden auch im Buchkapitel in
[Ben-Akiva and Bierlaire, 1999] vorgestellt. In [Koppelman and Sethi, 2000] werden diverse
Logit-Modelle behandelt und deren Starken und Schwachen miteinander verglichen.

Der Entscheidungsprozess eines Passagiers wird von vier Komponenten beschrieben: Ent-
scheider, Alternativen, Attributen und Entscheidungsregel. Das Szenario ist wie folgt: Der
Entscheider hat aus einer Menge der Alternativen eine auszuwédhlen. Die Entscheidung wird
nach der Entscheidungsregel vorgenommen, die die Attribute der Alternativen auswertet.
Jeder Entscheider besitzt eine Nutzenfunktion, die von den Attributen abhingt. Da dem
Entscheider nicht unbedingt vollstindige Informationen vorliegen, beeinflusst eine Zufalls-
komponente die ansonsten deterministische Nutzenfunktion.

Mit den folgenden Parametern
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Cn Auswahlmenge des Entscheiders n

) Alternative i € C,, aus der Auswahlmenge von n

Tink Attribut k fir die Kombination (i,n)

O Gewichtsparameter fiir Attribut k& der Alternative i

Vi,  deterministischer Anteil der Nutzenfunktion des Entscheiders n bei der Alternative ¢
Ein Zufallsterm

Uin Nutzenfunktion des Entscheiders n bei der Alternative i

lasst sich die Entscheidungsfindung mittels der folgenden Funktionen beschreiben:

V;',n = E 5kxi,n,k
k

Ui,n = ‘/i,n + Ein
Pr(i|C,) = Pr(U;, =maxU,,)
jeCh

Der deterministische Nutzen V; ,, ist eine Summe der gewichteten Attribute einer Alternative.
In der Nutzenfunktion U, ,, des Entscheiders n kommt noch zusatzlich eine Komponente ¢; ,,
vor, die die Zufalligkeit der Entscheidung abbilden soll. Der Passagier entscheidet sich damit
fir die wertvollste Alternative U, ,, = max;ec, Uj .

Wahlt man ¢;,, gemal unabhangiger Gumbel-Verteilungen
Fe)=e """ >0 (scale), n (location)

ist die Wahrscheinlichkeit, dass ein Entscheider die Alternative i aus der Menge C), auswahlt,
relativ einfach zu berechnen:

Discrete-Choice-Modelle mit Gumbel-verteilten Zufallsvariablen bilden die Klasse der so ge-
nannten Logit-Modelle. Die Vorteile sind ihre einfache Implementierbarkeit und die Verfiig-
barkeit von Schatzalgorithmen, die es erlauben, alles Passagiere eines Marktes gleichzeitig
auf die verfiigbaren Reiserouten zu verteilen. Dem steht der Nachteil gegeniiber, dass Logit-
Modelle keine gegenseitigen Abhangigkeiten zwischen den Alternativen beriicksichtigen kdn-
nen. Es gibt andere Discrete-Choice-Modelle, zum Beispiel Dogit- und Probit-Modelle, die
mit Abhdngigkeiten umgehen kénnen und andere Zufallsverteilungen einsetzen. Diese haben
sich in der Praxis allerdings wegen ihres deutlich hdheren Rechenaufwands nicht durchsetzen
kénnen ([Miiller-Bungart, 2003, Scheidler, 2003]).

Unser Industriepartner Lufthansa Systems, und damit auch wir, verwenden eine Logit-basierte
Marktmodellierung wie in Abbildung 6.1. Die genaue Funktionsweise und die verwendeten
Steuerungsparameter konnen in dieser Arbeit nicht beschrieben werden, da vor allem die Kali-
brierung der Steuerparameter iiber die Brauchbarkeit der Marktmodellierung entscheidet und
damit ein gut gehiitetes Betriebsgeheimnis darstellt. In einem internen Dokument von Luft-
hansa Systems [Lefeld and Polt, 1995] werden die fiinf Bestandteile des Marktmodells de-
tailliert beschrieben: Connection-Builder, das Logit-Modell, das Spill&Recapture Modul, das



172 6 Integration von Ertragsmanagement und Flottenzuweisung

Kosten-Modul und die Profitabilitdtsbewertung. In [Sieber, 1995] wird die Spill&Recapture
Komponente genauer vorgestellt. In der technischen Dokumentation [LufthansaSystems, 1997]
werden Eingabedaten, Parameter und das Verhalten des Marktmodells beschrieben. Im Pro-
jektbericht [PARALOR, 1997] wird das Marktmodell und dessen Parallelisierung im Rahmen
des BMBF-Projekts beschrieben.

Neben dem hier beschriebenen Logit-basierten Verfahren zur Marktmodellierung existieren
noch eine Reihe anderer Verfahren mit unterschiedlichen Stirken und Schwichen. In seiner
Dissertation gibt [Kniker, 1998] einen Uberblick.

6.3 Ertragsmanagement

Der in diesem Abschnitt gegebene Uberblick iiber die Verfahren im Ertragsmanagement
(Revenue Management) folgt der Beschreibung im Buch von [Talluri and van Ryzin, 2005].

6.3.1 Ubersicht

Die Aufgaben des Ertragsmanagements beinhalten die Aufteilung der Plitze auf einem
Flug in unterschiedliche Kategorien, die Festlegung der Ticketpreise und die Steuerung der
Ticketverkaufe. Diese Aufgaben werden wahrend der ganzen Buchungsperiode wahrgenom-
men, das heift zwischen der Verdffentlichung des Flugplans fiir eine Periode (Sommer-
/Winterflugplan) und dem jeweiligen Flug. Das oberste Ziel des Ertragsmanagements ist
dabei:

Verkaufe das richtige Flugticket zum richtigen Zeitpunkt an die richtige Person
zum richtigen Preis.

Daraus resultieren die wesentlichen Merkmale eines Ertragsmanagement-Systems:

Product differentiation Die Tickets werden nach Verkaufs- und Umbuchungsbedingun-
gen (Business, Economy, Discount) mit bis zu zehn unterschiedlichen Preisklassen
differenziert.

Dynamic pricing Wahrend des Buchungszeitraums werden die Preise dynamisch an die
Nachfrage angepasst.

Inventory control Die Verfiigbarkeit der einzelnen Preisklassen wird stindig iiberwacht
und unter der Beriicksichtigung von Buchungsprognosen angepasst.

Im Bild 6.2 ist der Aufbau eines typischen Revenue Management Systems dargestellt. Zu-
nachst werden die relevanten historische Daten werden gesammelt und fiir die Prognosen
aufbereitet. Die Passagiernachfrage wird modelliert und daraus werden Buchungsprognosen
erstellt, die laufend angepasst und verfeinert werden miissen.



6.3 Ertragsmanagement 173

Customer Product
purchase

history

Pricing

information information

i

Data collection layer
8
8
I A0y 1ds 4 YT SAR Sl F 35 g ) s
NS - 2 £
S RY Estimation/Forecasting L £ g
# Y ]
2 L TYYRE IR F T ey < Analyst
R ha R | &
ARIRY A YA g ?«—7%”4 =
d Optimization } g
22 @
B onts ol AR L P BT ek g Analyst
o
E
Allocation controls S
Overbooking controls S
>
L |§
cl[
—
Reservation system/PMS/ERP
_l__ Y
—f
Sales/CRM
e Call center Web
Global distribution €D Server
systems
Distribution points

Abbildung 6.2: Ein Ertragsmanagementsystem (Quelle: [Talluri and van Ryzin, 2005])

Die Optimierung muss eine optimale Steuerung des Ticketverkaufs organisieren. Die ak-
tuellen Preise werden festgelegt, und die Regeln fiir die Annahme oder das Abweisen von
Buchungsanfragen werden aufgestellt.

Das Reservierungssystem empfangt iiber samtliche Verkaufskanale (Reisebiiros, Call-Center,
Internet) Anfragen und bedient sie nach der aktuell giiltigen Steuerungsstrategie.

Die wichtigsten Bestandteile eines Ertragsmanagementsystems sind die Prognosemodelle fiir
Buchungen und die Optimierungsverfahren zur Kapazitatssteuerung. Sie machen das eigent-
liche Revenue Management Modell aus.

Die Prognosemodelle miissen der Tatsache Rechnung tragen, dass unterschiedliche Kunden-
gruppen ein unterschiedliches Buchungsverhalten an den Tag legen. In Abbildung 6.3 sind
die zeitlichen Verldufe beispielhaft dargestellt. Business-Kunden buchen typischerweise erst
ein Paar Tage vor Abflug und mé&chten vor allem flexible Umbuchungsmdoglichkeiten erhalten.
Economy- und Discount-Kunden buchen lange vor Abflug und nehmen diverse Restriktionen
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Abbildung 6.3: Buchungsverhalten unterschiedlicher Kundengruppen

(beispielsweise Wochenend-Regeln) in Kauf, vorausgesetzt der Ticketpreis bleibt niedrig.

6.3.2 Kapazitatssteuerung

Die grundsatzliche Frage des Revenue Managements lautet deswegen:

Soll eine Economy- oder Discount-Buchungsanfrage jetzt akzeptiert werden oder
lohnt es sich, den betreffenden Platz fiir eine spatere Business-Anfrage zu reser-
vieren?

Verkauft man jetzt, besteht die Gefahr, dass im Flugzeug friih keinen freien Plitze mehr
verfiigbar sind und spatere gewinnbringende Business-Anfragen abgewiesen werden miissen.
Verkauft man das Ticket jetzt nicht, kann es passieren, dass das Flugzeug halb-leer auf Reise
gehen muss. In beiden Fillen verliert man Erlose.

Im einfachsten Fall von nur zwei Klassen mit Preisen p; und py (pl > p2) und als Wahr-
scheinlichkeitsverteilungen gegebenen Bedarfen D; und Ds kann der Platz = an die Anfrage
zum Preis po vergeben werden, falls gilt:

p2 > p1- Pr(Dy > x)

Der Preis p, libersteigt also den erzielbaren erwarteten Preis fiir diesen Sitz in der Klasse 1.
Da die Funktion Pr(D; > x) fallend in x ist, existiert ein optimaler Wert x} mit:

p2 = p1 - Pr(Dy > 27)
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Bei einer kontinuierlichen Wahrscheinlichkeitsfunktion F'(z) fiir Dy kann dieser optimale
Wert mit Littlewood's Regel bestimmt werden ([Littlewood, 1972]):

zy = F'(1—p2/pl)

Entsprechend dieser Regel kann eine Buchungsgrenze von 27 Pldtzen definiert werden, die
die Klasse-1 vor Klasse-2 Buchungen schiitzt: Es werden x} Platze exklusiv fir Klasse-1-
Passagiere reserviert. Bei sich dndernden Preisen oder Bedarfsverteilungen muss diese Grenze
natiirlich entsprechend angepasst werden.

Eine Verallgemeinerung dieser Regel auf n Klassen wurde von [Belobaba, 1989] vorgeschla-
gen. Die heuristische Strategie EMSR-b (expected marginal seat revenue - version b) findet
eine sehr breite Verwendung in Ertragsmanagementsystemen vieler Fluggesellschaften.

Dabei geht man bei n Klassen mit Preisen p; > po > ... > p, und als Zufallsvariablen
gegebenen Klassenbedarfen Dy, ..., D,, davon aus, dass die Ticketanfragen in umgekehrter
Klassenreihenfolge n,...,2,1 das Ertragsmanagementsystem erreichen. Nach den billigen
Tickets wird also zuerst verlangt.

In der Runde mit Ticketanfragen von Klasse j + 1 suchen wir nach einer Buchungsgrenze z;
fir die Klassen 1,. .., j. Der Gesamtbedarf dieser Klassen ist S; = > "7 _, Dy, ebenfalls eine

Zufallsvariable. Der gewichtete Durchschnittspreis der Klassen 1, ..., j ist
_ Zizlpk - E[Dy]
;= .
?4::1 E[Dk]

Die Buchungsgrenze z; wird daher auf

PT(S]' > l’j) = pj_+1
bj

festgelegt. In jeder Runde kann so bestimmt werden, wie viele Buchungsanfragen in der
jeweiligen Preisklasse akzeptiert werden kdnnen.

6.3.3 Bid prices

Auch das Ertragsmanagement steht vor dem Problem, dass die Sitzplatze eines Legs haufig
nicht unabhangig von anderen Legs vergeben werden konnen. Die Problematik ist dhnlich
wie bei der linearen Gewinnfunktion der Flottenzuweisung in Abschnitt 6.1.

Bei der Anfrage eines Kunden nach einer Reiseroute, fiir die er p bezahlen will, steht das
Ertragsmanagementsystem vor dem Problem, den Ticketpreis auf die verschiedenen Legs der
Reiseroute aufteilen zu miissen. Ist das geschafft, kann es aber passieren, dass das System
dem Kunden nur Platze fiir einige Legs der Reiseroute verkaufen mochte. Der Kunde hat
aber ein Paketangebot gemacht und will entweder die komplette Reiseroute fliegen kdnnen
oder auf alle Fliige verzichten.
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In diesem Fall muss die Kapazitdtskontrolle auf der Netzwerkebene ausgefiihrt werden und
wir kommen in den Bereich des O&D-Revenue Managements (origin-destination revenue
management). Von den existierenden Arten der Netzwerkkontrolle mdchten wir in diesem
Abschnitt auf die bid-price Steuerung eingehen.

Ein bid-price definiert eine Preisschwelle fiir jeden Sitz auf Legs im Netzwerk. Bei einer
Buchungsanfrage fiir eine Reiseverbindung, die eventuell aus mehreren Legs besteht, wird
deren Preis mit der Summe der bid-prices der einzelnen Legs verglichen und die Anfrage
dann akzeptiert, wenn der gebotene Preis hGher ist.

Bid-price-Kontrollstrategien sind nicht immer optimal, liefern aber eine gute Approximation
der optimalen Kontrolle [Talluri and van Ryzin, 1998].

Bid-prices kénnen mit unterschiedlichen Methoden berechnet werden:

e Globale Approximationsmethoden:

— deterministisches lineares Modell

— probabilistisches oder randomisiertes lineares Modell

e Dekompositionsmethoden:

OD factors Methode
prorated EMSR

DAVN: displacement-adjusted virtual nesting

Dynamische Programmierung

iterative DAVN

— iterative prorated EMSR

Wir gehen hier nicht genauer auf die einzelnen Verfahren ein. Die EMSR-Varianten basieren
auf den Beschreibungen des vorherigen Abschnitts, da neben den Buchungsgrenzen implizit
auch die Wertigkeit von Sitzen ermittelt werden kann. In Abschnitt 6.4.2 verwenden wir das
deterministische lineare Modell, um eine verbesserte Zielfunktion fiir das Flottenzuweisungs-
problem zu erhalten.

Das Ergebnis dieser Methoden ist ein bid-price fiir jedes Legs, genauer jeden Sitz eines Legs,
im Netzwerk. Die bid-prices geben damit sehr genau den Wert von Sitzplatzkapazitaten auf
den einzelnen Legs wieder. Dies ist eine Information, die wir in Abschnitt 6.4.3 benutzen,
um eine genauere Erlsschatzung, als sie das Marktmodell liefern kann, dem heuristischen
Flottenzuweisungsoptimierer verfiigbar zu machen.
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6.4 Integrationsstrategien

Allen nun vorgestellten Integrationsstrategien ist gemein, dass sie dem Flottenzuweisungspro-
blem eine verbesserte Zielfunktion liefern sollen. Grundsatzlich werden dabei Zwischenlésun-
gen wahrend der Optimierung eines Flottenzuweisungsproblems an die integrierten Algorith-
men iibergeben, die darauf aufbauend eine neue, an die aktuelle Zwischenlésung angepasste
Zielfunktion zuriickliefern.

Ein Wechsel der Zielfunktion wihrend eines Optimierungslaufs ist fiir IP-Loser praktisch kaum
zu bewerkstelligen. Ferner stehen wihrend der Branch&Bound-Suche nicht immer zuldssi-
ge Zwischenlsungen zur Verfiigung, so dass die hier beschriebenen Integrationsstrategien
ausschlieRlich mit den heuristischen Lokale Suche Verfahren aus Abschnitt 4.3 realisierbar
sind.

6.4.1 Marktmodellierung und Flottenzuweisung

Das Marktmodell wird bereits dazu verwendet, die (lineare) Zielfunktion eines Flottenzu-
weisungsproblems aufzustellen. Das Vorgehen ist in Abbildung 6.1 auf Seite 169 dargestellt.
Eigentlich berechnet das Marktmodell fiir einen gegebenen Flugplan inklusive Flottenzuwei-
sung nur den erwarteten Gewinn (pro Leg). Wir benétigen aber zusitzlich fiir jedes Legs
den Gewinn, der sich aus den alternativ moglichen Flottenzuweisungen an dieses Leg ergibt.
Hierzu wird die Flottenzuweisung jeweils eines Legs gedndert und aus den sich ergebenden
Kosten- und Erlésdanderungen die Gewinndifferenz zur Originalzuweisung bestimmt. Dies lie-
fert den Gewinn, wenn das betroffene Leg von einer alternativen Flotte bedient wird, und
wir erhalten so alle p; ;-Werte, die unsere Zielfunktion definieren.

Wie wir in Abschnitt 6.1 gesehen haben, verhilt sich die so definierte Zielfunktion aber
nur dann wie das Marktmodell, wenn sich gegeniiber der zur Berechnung verwendeten Flot-
tenzuweisung die Flotte hdchstens eines Legs dndert. Bei mehr als einer Anderung kdnnen
die Zielfunktion und das Marktmodell eine Zuweisung unterschiedlich bewerten, da nur das
Marktmodell alle Netzwerkeffekte beriicksichtigen kann.

Da die Lokale Suche Verfahren nicht auf eine lineare Zielfunktion angewiesen sind, ist eine
erste ldee, die Losungsbewertung in der Heuristik einfach komplett dem Marktmodell zu
tiberlassen und so immer mit einer Marktmodell-konformen Lésungsbewertung zu arbeiten.
Allerdings verhindern die vor allem im Vergleich zur Nachbarschaftgenerierung sehr langen
Laufzeiten des Marktmodells einen solchen Ansatz. Es kdnnen pro Sekunde hunderte von
Nachbarn generiert und mit einer linearen Zielfunktion bewertet werden, die Zeiten fiir eine
Losungsbewertung durch das Marktmodell liegen im Minutenbereich.

Daher verwendet diese Integrationsstrategie eine periodische Kommunikation zwischen der
Lokalen Suche Heuristik und dem Marktmodell. Abbildung 6.4 zeigt die Vorgehensweise.

Nachdem zunéchst in der ersten Phase die Marktmodellierung eine lineare Zielfunktion fiir
das Flottenzuweisungsproblem aufgestellt hat, beginnt die Optimierung der Flottenzuweisung
durch den Simulated Annealing Algorithmus. Die Kommunikation findet jeweils nach einer
abgeschlossenen Temperaturstufe des Simulated Annealing Algorithmus statt. Die aktuelle
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Zuweisung wird an das Marktmodell gesendet. Die empfangene Losung wird im Marktmo-
dell neu bewertet, indem die neuen Kapazititen auf den Fliigen bei der Berechnung des
Passagierflusses beriicksichtigt werden. Da die Lésungen aus der Flottenzuweisung keine
Startzeiten verdndern, sind eine erneute Berechnung der Reiserouten und die Bestimmung
des unconstraint demand nicht notwendig. Nur durch die Spill&Recapture-Effekte ergibt
sich eine veranderte Zielfunktion, die wie zu Beginn aufgestellt wird und anschlieBend dem
Simulated Annealing Algorithmus iibergeben wird.

Die Haufigkeit der Kommunikation und die Anzahl der Kommunikationsrunden ist verander-

bar:

Beginn der Kommunikation: Nach Erreichen einer vorgegebenen Akzeptanzrate im
Simulated Annealing Algorithmus. Dadurch kann z.B. vorgegeben werden, dass in der
Anfangsphase der Optimierung, in der die Lsung noch sehr stark verandert wird, keine
Kommunikation stattfinden soll. Der Standardwert fiir die Akzeptanzrate liegt bei 20%.

Haufigkeit der Kommunikation: Anzahl der Temperaturstufen zwischen zwei Kommu-
nikationsphasen. Das Kommunikationsmuster kann auch dynamisch verdndert werden.
In der Anfangsphase kann zum Beispiel nach jeder 10. Temperaturstufe kommuniziert
werden, spater wird immer haufiger kommuniziert, bis am Ende der Optimierung nach
jeder Stufe die Losung verschickt wird.

Schwelle fiir die Kommunikation: Die Kommunikation soll erst stattfinden, wenn ei-
ne vorgegebene Anzahl von Fliigen eine andere Flotte zugewiesen bekommen hat.
Dadurch wird erreicht, dass eine zeitintensive Kommunikation nicht fiir ganz wenige
Veridnderungen in der Flottenzuweisung angestolien wird.

Anzahl der Kommunikationsrunden: Die Anzahl kann vom Systembenutzer vorgege-
ben werden. Damit kann erreicht werden, dass fiir bestimmte Analysen eine schnelle
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Antwort geliefert wird und nicht unbedingt die vollstindige Konvergenz des Verfahrens
abgewartet werden muss.

Als Hauptvorteil dieser Kopplung kann die bessere Beriicksichtigung der Netzwerkeffekte ge-
nannt werden. Diese Effekte werden vom Marktmodell beriicksichtigt und explizit modelliert.
Durch die angepasste Zielfunktion kann die Lokale Suche die Auswirkung der Flottendnde-
rung im Netzwerk erkennen und durch weitere Optimierung darauf reagieren. Die Ergebnisse
der Experimente mit dem neuen System werden im Abschnitt 6.5 prasentiert.

Der Nachteil des Verfahrens liegt hauptsichlich in der zeitintensiven Neubewertung durch
das Marktmodell. Typischerweise werden ca. 10-20% der Legs mit einer anderen Flotte ge-
flogen und dementsprechend miissen Passagiere auf samtlichen Reiserouten, die diese Fliige
benutzen, neu bewertet werden. Die im nédchsten Abschnitt vorgestellte Vorgehensweise ver-
sucht, einen Kompromiss zwischen der Genauigkeit der Voraussagen iiber den Passagierfluss
und der Berechnungsgeschwindigkeit zu finden.

6.4.2 Berlcksichtigung des Passagierflusses

Ziel dieser Integrationsstrategie ist es, die aufwendige Neuberechnung der Zielfunktion durch
das Marktmodell zu beschleunigen, indem diese durch ein lineares Passagierflussmodell ap-
proximiert wird. Der Passagierfluss im Netzwerk wird dabei als ein lineares Mehrgiiter-
Flussproblem aufgefasst. Wir beschreiben zunachst das Modell des Passagierflusses auBerhalb
des Marktmodells und gehen danach auf die besonderen Integrationsaspekte ein.

6.4.2.1 Modell des Passagierflusses

Die Verteilung der Passagiere auf die Fliige des Flugnetzwerks kann mit einem Netzwerkfluss
modelliert werden. Das Passenger Flow Modell (PFM) bildet den Passagierfluss im Netzwerk
als ein Mehrgiiter-Flussproblem ab. Die Giiter entsprechen den Passagieren in den unter-
suchten Markten (Reiseverbindungen zwischen zwei Stadten). Die Kanten des Netzwerks
werden von den Legs gebildet. Die Kapazitdten sind durch die Sitzplatzanzahl der eingesetz-
ten Flugzeuge auf den Legs definiert. Gesucht ist ein giiltiger Fluss im Netzwerk mit dem
maximalen Gewinn als Zielfunktion. An dieser Stelle verweisen wir auf einen wichtigen Un-
terschied zu Modellen des Passagierverhaltens hin: die Passagiere entscheiden sich nicht fiir
die fur sie gilinstigste Verbindung. Es wird vielmehr angenommen, dass die Fluggesellschaft
durch Steuerung der Buchungen die Passagiere auf die Verbindungen bringen kann, die den
Gewinn der Gesellschaft maximieren.

Bei der Definition der Transportgiiter kénnen unterschiedliche Detaillierungsgrade gewahlt
werden. Fiir jeden Markt (Stadtepaare) bendtigt man mindestens ein Transportgut. Des
Weiteren kdnnen zusitzlich die Reiseroute (itinerary), die Klasse (Economy, Business, First),
die Buchungsklasse (fare) und/oder der Ort des Ticketverkaufs (point of sale) beriicksichtigt
werden.

Wir definieren an dieser Stelle das Passenger Flow Modell fiir die grobste Detaillierungsstufe:
auf ODI-Basis (origin, destination, itinerary). Dazu bendtigen wir die folgenden Eingabedaten:
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Fiir jede Reiseroute p eines Marktes od fiithren wir eine Variable xgd ein, die die Anzahl der Pas-
sagiere von Markt od auf Reiseroute p beschreibt. Dann l3sst sich das ODI-Passagierflussmodell
wie folgt aufstellen:

Modell 6.1 (Passenger Flow Modell (PFM)).

Maximiere Z Z f"dxf,d (6.1)
0d€OD pg pod

unter den Nebenbedingungen
> ! < dog Vod € OD (6.2)

pepod
Y aptt<a VieL (6.3)

odeOD pepod

29" >0 Yod € OD,p € P (6.4)

Die Zielfunktion (6.1) maximiert die Erlose der Fluggesellschaft. Die Restriktionen (6.2)
stellen sicher, dass auf allen mdglichen Reiserouten, die den Markt od bedienen, nicht mehr
Passagiere transportiert werden als geschatzt wurden. Die Ungleichungen (6.3) erzwingen,
dass die Kapazitat auf den Legs nicht iiberschritten wird. Die Entscheidungsvariablen :pgd
werden nicht als ganzzahlig vorausgesetzt, da es sich bei den Passagierzahlen um Schatzungen
handelt. Wegen einer inhdrenten Ungenauigkeit der Prognosen der Passagierzahlen wird an

dieser Stelle auf die Ganzzahligkeit verzichtet und mit fraktionalen Fliissen gearbeitet.

Lineare Passagierflussmodelle werden in der Literatur fiir unterschiedliche Zwecke benutzt
[Glover et al., 1982], [Phillips et al., 1991], [Farkas, 1996]. Neben einer Modellierung des
Passagierflusses im Netzwerk werden dhnliche Modelle im Bereich des Ertragsmanagements
dazu verwendet, Buchungsanfragen zu verarbeiten und iiber die Verfiigbarkeit von Plat-
zen auf Fliigen zu entscheiden [Boer et al., 2002], [Boyd, 2002], [Williamson, 1988] und
[Williamson, 1992].

6.4.2.2 Beschreibung der Integrationsstrategie

Bei dieser Variante modellieren wir den Passagierfluss mit Hilfe des Passenger Flow Modells
und koppeln diese neue Komponente an die Lokale Suche Heuristik. Abbildung 6.5 zeigt die
Vorgehensweise.
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Abbildung 6.5: Passenger Flow Modell als Zwischenkomponente

Die Schritte bis zur ersten Lsungsiibermittlung verlaufen wie bei der Integration des Markt-
modells. Anstatt nun die aktuelle Flottenzuweisung an das Marktmodell zu schicken, ver-
wenden wir das PFM, um eine aktualisierte Zielfunktion zu bestimmen. Das Passenger Flow
Modell berechnet neben einem Passagierfluss zusitzliche Informationen und schickt diese als
neue Zielfunktion an die Flottenzuweisung.

Die Kernidee besteht darin, fiir jede Netzwerkkante die dualen Variablen zu berechnen und
diese der Flottenzuweisung zur Verfiigung zu stellen. Die Nebenbedingungen (6.3) begrenzen
den Fluss auf den Legs. Der Wert der dualen Variable gibt fiir ein Leg an, wie groR die
Anderung der Zielfunktion bei einer Anderung der Kapazitit um genau eine Einheit ist. Im
Bereich des Ertragsmanagements werden die dualen Werte daher hdufig auch als bid-prices
verwendet.

Kanten, deren Kapazitdt vom Passagierfluss nicht komplett ausgeschopft wurde, haben nach
der Complementary-Slackness-Bedingung einen dualen Wert von Null. Der Simulated An-
nealing Algorithmus fiir die Flottenzuweisung bekommt die dualen Werte aller Kanten im
Netzwerk und erhdlt dadurch die Information, welche Kanten einen Engpass darstellen. Die
Zielfunktion wird entsprechend angepasst. Konkret wird der duale Wert bei den Koeffizienten
der Flugzeugtypen aufaddiert, die eine hdhere Kapazitat besitzen als die aktuelle Zuweisung.
Bei Flugzeugtypen mit geringerer Kapazitit wird der Zielfunktionskoeffizient um den dualen
Wert reduziert.

Die Anderung der Zielfunktion im Simulated Annealing Algorithmus soll bewirken, dass die
Typzuweisung besser dem geschatzten Passagierfluss entspricht. Wie der Algorithmus auf die
Anpassung der Zielfunktion reagiert, wird in Abschnitt 6.5 untersucht.

Der Vorteil der zweiten Integrationsstrategie im Vergleich zu der ersten ist die schnellere
Anpassung der Zielfunktion durch das Passenger Flow Modell. AuRerdem wird hier aktiv ver-
sucht, Engpéasse im Netzwerk zu beheben. Dadurch werden insbesondere die Netzwerkeffekte
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besser beriicksichtigt. Die Kommunikationsstruktur ldsst sich ebenfalls in Bezug auf Beginn,
Haufigkeit und Anzahl der Kommunikationsrunden steuern.

6.4.3 Ertragsmanagement und Flottenzuweisung

Die letzte Integrationsstrategie verbindet die Systeme des Ertragsmanagements mit der Flot-
tenzuweisung. Die Motivation kommt aus der Tatsache, dass circa drei Monate vor dem
Start eines Legs bereits einige Buchungen im Ertragsmanagementsystem vorliegen und da-
durch eine genauere Abschatzung der Gewinne als mit einem Marktmodell méglich wird. Die
kurzfristige Anderungsplanung der Flottenzuweisung kann entscheidend von dieser besseren
Gewinnschitzung profitieren.

Das im Abschnitt 6.2 vorgestellte Marktmodell berechnet ca. ein halbes Jahr vor dem Start
der nichsten Flugplanperiode Prognosen zu den Passagierzahlen im Netzwerk. Diese Pro-
gnosen werden zur Schitzung der erzielbaren Erldse herangezogen. Neben der Erldsrechnung
beriicksichtigt das Marktmodell auch die Kosten fiir die Ausfithrung des Flugplans, die haupt-
sachlich von den auf den Legs eingesetzten Flugzeugtypen abhangig sind. Die Zielsetzung der
Flottenzuweisung besteht in der Maximierung der Gewinnfunktion unter Einhaltung sdamtli-
cher operationeller Restriktionen.

Zur Schitzung der Erlése geht das Verfahren von Reiserouten aus, die keine Unterscheidung
nach Klassen (First, Business, Economy) beinhalten. Vielmehr wird ein Durchschnittsertrag
fiir alle Klassen berechnet. Die Nachfrage-Prognosen werden lediglich als Mittelwerte ver-
wendet, der Prognosefehler bleibt in diesem Fall unberiicksichtigt.

Im O&D-Revenue-Management werden Steuerparameter zur Bestimmung der Verfiigbarkeit
von Fliigen und zur Entscheidung von Buchungsanfragen berechnet. Im Gegensatz zur lokalen
Steuerung beriicksichtigt die O&D-Steuerung Verdrangungseffekte innerhalb des Flugnetzes
(Netzwerkeffekte). Die Nachfrage-Prognose beriicksichtigt nicht nur die Reiserouten, sondern
auch die Buchungsklassen, die eine genauere Betrachtung als die Klassen (First, Business,
Economy) erlaubt. Weiterhin werden auch Prognose-Fehler erfasst und in die Schatzung
eingearbeitet.

Wie auch in den beiden bereits beschriebenen Integrationsstrategien erfolgt zunichst die
initiale Bewertung des Ausgangsflugplans durch das Marktmodell. Die Kommunikation des
Systems fiir die Flottenzuweisung erfolgt in diesem Fall mit dem O&D Revenue Management
System (siehe Abbildung 6.6).

Zunachst 1ddt das Revenue Management System Prognosen (einschlieBlich Prognose-Fehler)
aus der Forecast Datenbank. Der O&D Optimizer berechnet daraus mit Hilfe der iterative
prorated EMSR-Methode die Steuerparameter (bid-prices) und iibermittelt sie an die Gesamt-
Erlos-Schatzung. Im letzten Schritt wird unter Beriicksichtigung der aktuellen Flottenzuwei-
sung eine Erlésschitzung ermittelt. Diese Information wird dem Flottenzuweisungssystem
zur Verfiigung gestellt. Die Kostenberechnung erfolgt weiterhin auf der Grundlage der vom
Marktmodell ermittelten Daten.

Dieses Integrationsstrategie ist im Rahmen einer Vorstudie zusammen mit Lufthans Systems
erarbeitet worden. Sie ist allerdings noch nicht in die Praxis umgesetzt.
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Abbildung 6.6: Einbeziehung von genaueren Erlésprognosen in der kurzfristigen Flottenzu-
weisung

6.5 Experimentelle Ergebnisse

Fiir die Experimente in diesem Abschnitt standen uns nur zwei brauchbare Datensatze zur
Verfligung. Die Eingaben und Parameter eines Marktmodells sind sehr viel detaillierter als
die Instanzen eines einfachen Flottenzuweisungsproblems und werden von Fluggesellschaften
nicht nach drauRen gegeben. Die Datensatze werden stellvertretend fiir eine Reihe von Szena-
rien benutzt, die bei mehreren Kunden von Lufthansa Systems ausgewertet wurden. Unsere
Resultate spiegeln nach deren Aussagen das typische Verhalten der Integrationsstrategien
wieder.

6.5.1 Datensatze

Zunichst beschreiben wir die zugrunde liegenden Netzwerke und die Passagierdaten, die fiir
die Experimente benutzt wurden.

Anzahl | Datensatz A | Datensatz B
Legs 6287 9228
Flugh&fen 97 160
Markte 20358 6680
Itineraries (Reiseverbindungen) 34963 160635
Direkte itineraries 6740 14240
Single-connections (1 Zwischenstopp) 26573 140160
Double-connections (2 Zwischenstopps) 1650 5440
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Der Datensatz A basiert auf einem kleineren Netzwerk als der Datensatz B, es wurden
aber mehr Markte beriicksichtigt. Die Anzahl der Reiseverbindungen hingt stark von den
Einstellungen des Marktmodells ab.

Damit sich Netzwerkeffekte auf die Gewinnberechnung auswirken, miissen Flottenzuweisungs-
instanzen zwei Eigenschaften besitzen:

e Es muss Legs geben, mit denen mehr Fluggaste fliegen wollen als Sitzpldtze in dem
kleinsten Flugzeug, das das jeweilige Leg bedienen kann, verfiigbar sind.

Ansonsten kdnnte jede zuldssige Flottenzuweisung immer alle Passagiere transportieren
und die Erldse waren konstant.

e Es muss Passagiere geben, deren Reiserouten aus mehr als einem Leg zusammengesetzt
sind.

Wenn auf einem Leg [ fiir solch einen Passagier kein Platz im Flugzeug verfiigbar
ist, fliegt er keines der Legs der Reiseroute. Die Gesellschaft verliert also nicht nur die
Erlose des Passagiers fiir Leg [ sondern fiir alle Legs der Reiseroute. Dies l3sst sich aber
mit der in der Flottenzuweisung verwendeten linearen Zielfunktion nicht modellieren.

Wir untersuchen nun die beiden Datensitze auf diese Eigenschaften. Bezeichne dazu

P Menge aller méglichen Itineraries
P. Menge der Itineraries, die aus mehr als einem Leg bestehen
d, Unkapazitierte Anzahl an Passagieren auf der Itinerary p

Die Passenger Connectivity Ratio, gibt an, wie grol der Anteil der Passagiere ist, die iiber
mehrere Zwischenstationen zu ihrem Zielflughafen reisen.

Definition 6.2 (Passenger Connectivity Ratio). Das Passenger Connectivity Ratio ist das
Verhiltnis der Anzahl der Verbindungs-Passagiere zu der Gesamtanzahl der Passagiere im

Netzwerk:
ZpePc dP

PCR =
ZpGP dp
Datensatz A besitzt eine Passenger Connectivity Ratio von 0.57, bei Datensatz B belduft sie
sich auf 0.36. In beiden Datensatzen sind also die Reiserouten vieler Passagiere aus mehreren
Legs zusammengesetzt, so dass Netzwerkeffekte auftreten konnen.

Betrachtet man die Sitzplatzkapazitdten der moglichen Flugzeugtypen auf einer Flugstrecke
und die geschatzte Anzahl der Passagiere auf dieser Flugstrecke, lassen sich drei Klassen von
Legs definieren:

uncapacitated Die Nachfrage auf dem Leg liegt unterhalb der kleinsten Kapazitit der
moglichen Flugzeugtypen.

potentially capacitated Die Nachfrage auf dem Leg liegt oberhalb der kleinsten Kapazitat
der moglichen Flugzeugtypen, aber unterhalb der gréBten moéglichen Kapazitat auf der
Strecke.
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overcapacitated Die Nachfrage auf dem Leg liegt oberhalb der grollten Kapazitdt der
moglichen Flugzeugtypen.

Fir unsere beiden Testinstanzen sieht die Verteilung auf die Klassen wie folgt aus:

Legs | Datensatz A | Datensatz B
uncapacitated 1312 (21%) | 2835 (30%)
potentially capacitated | 1588 (25%) | 3805 (41%)
overcapacitated 3345 (54%) | 2591 (29%)

Hier zeigt sich, dass ein GroRteil der Legs der Passagiernachfrage nicht gewachsen sein wer-
den. Es missen also Passagiere zuriickgewiesen werden, und beide Datensatze erfiillen die
Voraussetzungen, das Netzwerkeffekte auftreten kdnnen. Datensatz A ist davon potentiell
starker betroffen, da er mehr liberlastetet Legs enthalt und auch mehr Passagiere, die Rei-
serouten mit mehr als einem Leg benutzen.

6.5.2 Ergebnisse der Integrationsstrategien

In der Abbildung 6.7 sind 15 Szenarien mit der ersten Integrationsstrategie dargestellt. Der
Gewinnwert der Startlésung wird in diesem Experiment mit 100% angegeben. Das Ergebnis
der Flottenzuweisung ohne die Interaktion mit dem Marktmodell (Fleet Assignment) erzielt
im Durchschnitt eine Verbesserung von knapp einem Prozent gegeniiber der Startldsung. Die
in dieser Arbeit vorgestellte erste Integrationsstrategie erzielt eine durchschnittliche Verbes-
serung von 8%. Die absoluten Gewinnzahlen kénnen auch hier nicht angegeben werden, weil
sie eine vertrauliche Information der jeweiligen Fluggesellschaft darstellen.

Die zweite Integrationsstrategie implementiert das Modell des Passagierflusses als eine zu-
satzliche Komponente an der Schnittstelle zwischen der Marktmodellierung und der Flotten-
zuweisung. Das lineare Programm steuert die Zielfunktion der Flottenzuweisung mittels der
dualen Werte der Kapazitdtsrestriktionen der Flugstrecken (siehe Abschnitt 6.4.2).

In der Abbildung 6.8 ist das Konvergenzverhalten der Integration des Modells des Passa-
gierflusses mit der Flottenzuweisung auf dem Datensatz B dargestellt. Im oberen Bild der
Abbildung 6.8 sind die dualen Werte iiber die gesamte Laufzeit zu sehen. Bei den ersten lte-
rationen sind die dualen Werte relativ grol und steuern den Simulated Annealing Algorithmus
entsprechend stark an. Zum Ende der Berechnung werden die dualen Werte deutlich kleiner.
Die Kapazitatszuweisung im Simulated Annealing Algorithmus wurde an den vorhergesagten
Fluss angepasst. Die Erhdhung der Kapazititen auf den entsprechenden Flugstrecken wiirde
keinen groReren Zugewinn mehr bedeuten.

Im unteren Teil der Abbildung 6.8 wurde die Differenz in der Zielfunktion des Simulated
Annealing Algorithmus jeweils vor und nach einer lteration mit dem Passagierflussmodell
protokolliert. Auch hier ist die Konvergenz des Verfahrens deutlich zu sehen. Die Bewertung
der aktuellen L3sung durch das System der Flottenzuweisung und das Modell des Passagier-
flusses ndhern sich im Verlauf der Optimierung stark an.
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Datensatz A
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Szenario Startlésung |Fleet Assignment |Fleet Assignment und Marktmodellierung

1 100% 100.8% 107.3%
2 100% 100.8% 109.3%
3 100% 101.0% 107.0%
4 100% 101.0% 108.5%
5 100% 100.9% 106.8%
6 100% 100.9% 108.1%
7 100% 100.9% 108.2%
8 100% 101.1% 107.9%
9 100% 101.0% 107.7%
10 100% 101.0% 108.4%
11 100% 100.8% 109.2%
12 100% 100.8% 107.3%
13 100% 100.8% 108.1%
14 100% 100.8% 108.0%
15 100% 100.8% 108.8%
Mittelwert 100.9% 108.0%

Abbildung 6.7: Ergebnisse der ersten Integrationsstrategie

6.6 Zusammenfassung

In diesem Kapitel haben wir uns mit der Integration der Flottenzuweisung mit der Marktmo-
dellierung bzw. dem Ertragsmanagement beschiftigt. Wir haben die beiden Planungsphase
beschrieben und das durch sie erzielbare Verbesserungspotential fiir die Flottenzuweisung
untersucht. In der Mittelfristplanung erfolgt die Integration mit der Marktmodellierung. Da-
durch werden die im Flugnetz auftretenden Netzwerkeffekte besser beriicksichtigt. In der
Kurzfristplanung werden die wesentlich genaueren Passagierprognosen und Erlésschatzungen
aus dem Ertragsmanagement benutzt, um die Kapazitdten durch verdnderte Flottenzuwei-
sung besser auf den Passagierfluss anzupassen.

Anhand der Experimente kann festgestellt werden, dass die Integration der Phasen der Markt-
modellierung und der Flottenzuweisung erfolgreich durchgefiihrt worden ist. Die implemen-
tierte Strategie wird bei mehreren Fluggesellschaften im Produktionsbetrieb eingesetzt und
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Abbildung 6.8: Konvergenz der dualen Werte und der Differenz in der Zielfunktion

leistet einen groRen Beitrag zur Steigerung der Profitabilitat der Flugplane.

Die zweite Integrationsstrategie ist als Forschungsprototyp implementiert und mit realen
Daten einer Fluggesellschaft getestet worden. Die Ubernahme der Erkenntnisse in die Pla-
nungssysteme der Fluggesellschaften steht noch bevor.

Die dritte Integrationsstrategie wird in naher Zukunft im Rahmen einer umfangreicheren Stu-
die evaluiert. Die hohe Aufwand fiir die Anpassung des Ertragsmanagement-Systems konnten
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im Rahmen dieser Arbeit nicht geleistet werden. Eine Auswertung der Ergebnisse dieser Inte-
grationsstrategie steht bevor. Die vorbereitenden Analysen seitens Lufthansa Systems lassen
auf ein hohes Potential der vorgeschlagenen Vorgehensweise schlieBen.
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Zusammenfassung und Ausblick

Im Rahmen der vorliegenden Arbeit wurde das Problem der Flottenzuweisung in der Flug-
planung behandelt. Es handelt sich dabei um eine der wichtigsten Planungsaufgaben bei
der Erstellung eines Flugplans. Die in der Arbeit fiir das Flottenzuweisungsproblem entwi-
ckelten Algorithmen kommen in kommerziellen entscheidungsunterstiitzenden Systemen zum
Einsatz, wo sie die Qualitdt der Flotteneinsatzplanung vieler Fluggesellschaften erfolgreich
verbessern konnten.

Die Flottenzuweisung ist ein kombinatorisch schweres Optimierungsproblem, bei dem den
vorgegebenen Fliigen eines Flugplans die sie operierenden Flugzeugtypen zugewiesen werden
miissen. Dabei muss sichergestellt werden, dass jedem Flug genau ein Flugzeugtyp zugewie-
sen wird und die bendtigten Flugzeuge in der vorhandenen Flotte verfiigbar sind. Aufgrund
unterschiedlicher Sitzkapazitdten und operationeller Kosten der einzelnen Flugzeugtypen ist
die Zielsetzung der Flottenzuweisung, eine gewinnmaximale, zuldssige Losung zu liefern.

Wir konnten neue Ergebnisse zur Komplexitat des Flottenzuweisungsproblems zeigen. Ins-
besondere ergibt sich, dass das Flottenzuweisungsproblem bereits fiir zwei Flugzeugtypen
streng NP-vollstandig und nicht in polynomieller Zeit approximierbar ist. Des Weiteren ha-
ben wir die bekannten Ergebnisse vervollstandigt, indem wir die Komplexitat des azyklischen
Flottenzuweisungsproblems und die Auswirkungen von Problemerweiterungen wie verbin-
dungsabhdngigen Gewinnen untersucht haben.

Zum Losen des Flottenzuweisungsproblems haben wir neue exakte und heuristische Ver-
fahren entwickelt. Die exakten Verfahren basieren auf IP-Formulierungen des Problems, die
mit Standardlésern aus dem Bereich der ganzzahligen linearen Optimierung geldst werden.
Verschiedene neue Modelle fiir erweiterte Flottenzuweisungsprobleme sind entwickelt und
vorgestellt worden. Die heuristischen Losungsverfahren basieren auf der Lokale Suche-ldee,
wobei hier die verwendete problemspezifische Nachbarschaft dafiir verantwortlich ist, dass
gute Losungen in kurzer Zeit gefunden werden.

189
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Durch die Beriicksichtigung von stochastischen Eingabedaten, etwa fiir die Dauer eines Flug-
es, konnten wir stérungsunempfindlichere Plane generieren, die beim Auftreten von Verspa-
tungen kostenglinstig repariert werden kénnen. Wir haben gezeigt, dass dadurch allerdings
die Flottenzuweisung sogar PSPACE-vollstdndig wird. Durch die Beschreibung als ein Spiel
gegen die Natur l3sst sich das Problem aber zumindest heuristisch mittels Spielbaumsuche
|6sen, und experimentelle Ergebnisse haben gezeigt, dass selbst diese heuristischen Losun-
gen den L&sungen von Modellen, die nur mit nicht-stochastischen Eingabedaten arbeiten,
iiberlegen sind.

Durch die Integration der Flottenzuweisung mit der Marktmodellierung und dem Ertragsma-
nagement konnten wir ferner die Bewertung von Zuweisungen erheblich verbessern, da die in
der Flottenzuweisung zumeist angenommene lineare Gewinnfunktion nicht realitdtsnah ge-
nug ist. Wir haben verschiedene Integrationsstrategien fiir unserer Lokale Suche Heuristiken
beschrieben und gezeigt, dass sich dadurch der tatséchlich erzielbare Gewinn von Flottenzu-
weisungen deutlich steigern l3sst.

Die Erkenntnisse dieser Arbeit fiihren zu neuen interessanten Fragestellungen und Anwen-
dungsmoglichkeiten:

e Die aktuellen Ldsungsverfahren fiir das Flottenzuweisungsproblem sind in der Lage,
auch sehr groRe Probleminstanzen in verhaltnismaRig kurzer Zeit fast optimal zu ldsen.

Somit ergibt sich Spielraum, das Flottenzuweisungsproblem um weitere praxisrelevan-
te Anforderungen zu erweitern und damit stirker mit anderen Planungsaufgaben zu
verkniipfen.

Ein natiirlicher Kandidat in diesem Zusammenhang ist das Rotation Building, bei dem
aus der Losung einer Flottenzuweisung Einsatzpldne fiir konkrete Flugzeuge erstellt
werden. Eine Hauptschwierigkeit ist hier die Sicherstellung der erforderlichen War-
tungsarbeiten.

Ein weiterer Kandidat ist die Crewplanung. Die Crewplanung ist in hohem MaBe von
der Flotteneinsatzplanung abhadngig und eine zumindest teilweise Beriicksichtigung von
komplizierten Anforderungen wie Ruhezeitregeln in der Flottenzuweisung wiirde zu
deutlich verbesserten Crewpldnen fiihren.

e Stochastische Eingabedaten kommen nicht nur in der Flottenzuweisung vor sondern
treten in praktisch allen realen Planungsproblemen auf. Mit dem Reparaturspiel haben
wie ein generisches Modellierungs- und L&sungsverfahren fiir mehrstufige Entschei-
dungsprobleme mit stochastischen Eingabedaten entwickelt.

Der Einsatz der Reparaturspiels fiir andere Optimierungsprobleme aus den Bereichen
Verkehrs- oder Produktionsplanung sollte auch hier zu robusteren, besseren Lésungen
fiihren konnen.

e Das Potential der Integration von Ertragsmanagement und Flottenzuweisung ist noch
nicht vollstdndig ausgeschopft. Bereits durch die Verwendung der vergleichsweise gro-
ben Methoden der Marktmodellierung lassen sich bedeutend bessere Flottenzuwei-
sungen produzieren. Das Ertragsmanagement sollte hier nochmals eine Verbesserung
erzielen kdnnen, eine Umsetzung und Evaluierung der in dieser Arbeit vorgestellten
Integrationsstrategie steht aber noch aus.
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