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Einleitung 1

1 Einleitung

Die Mechatronik ist aus heutigen Kraftfahrzeugen nicht mehr wegzudedregst sind Kom-
ponenten wie ABS (Anti-Blockier-System), ASR (Antriebsschlupfregg), ESP (Elektroni-
sches Stabilitdtsprogramm) oder ABC (Active Body Control) seri@mnéerfiigbar. Durch sie
sind in den letzten Jahren grol3e Fortschritte im Bereich der €famiseit und des Fahrkomforts
erzielt worden.

Fur den Stral3enverkehr der Zukunft wird weltweit intensiv an der Bidtwig leistungsfahiger
und intelligenter Verfahren zur gleichzeitigen Erhdhung der KapazitabtaBennetzes sowie
der Sicherheit gearbeitet. Zielsetzung ist die Ausschopfung bzw. ErhdbuBdfizienz der vor-
handenen Straf3enkapazitat ohne die Durchfiihrung straRenbaulicher MalRnahmenvifdabei
zwischen fest installierten infrastrukturellen Einrichtungen (2/@8kehrsleitsystemen) und im
Fahrzeug integrierter Mechatronik unterschieden. Eine wichtige Anwendtigs automati-
sierte Kolonnenfahren von Fahrzeugen, die dazu mit Abstandsregelsystesgeruatet werden.
Rein sensorgefiihrte Systeme werden mit AICC (Autonomous IntelligageOControl [Dori-
Ren, Hover 1996]) oder auch ACC (Adaptive Cruise Control) bezeichneigdgeniber stehen
CICC-Systeme (Communicative Intelligent Cruise Control [Mayr 200ddd) denen zusétzlich
zur Sensorinformation auch Datenkommunikation zwischen den Fahrzeugemdetattf

Durch Bildverarbeitung, RADAR- (Radio Detection and Ranging), LIDARs®ren (Light
Detection and Ranging), GPS (Global Positioning System) und Funknetzwerkeire im
Fahrzeug zukinftig eine Fulle von Informationen tber die ndhere und wedterentgebung
vorliegen. Diese Informationen mussen intelligent verknipft werden und dianerzur Unter-
stitzung des Fahrers (komplexe Fahrerassistenzsysteme). Ein eisibaénziel ist das vollstan-

dig autonome mechatronische Fahren ohne menschlichen Fahrer. AbbildungytLeinesePro-

gnose fur die Entwicklung von Anwendungen in Stra3enfahrzeugen von Fahrerassistenz-
Systemen bis hin zu autonomen Fahrzeugen:

A

Autonomous vehicles ?
collision avoidance

driving in inner city areas
Driving on country roads
reading of traffic signs

(most important ones)

functionality

collision warning (ext. ,.Stop & Go')
lane change assistance
,Stop & Go' assistent (V<30 km/h)

Extended Adaptive Cruise Control
(radar + vision)
lane departure warning (Freightliner, Actros)*

*on the market

Abbildung 1-1: Fahrerassistenzsysteme in StraBenfahrzeugen [gehitbnomous Systems 2002]



2 Einleitung

Als Vision fur ein zukinftiges CICC-System ist die Idee flr estbstorganisierendes Kreu-
zungsmanagement entstanden, das im DFG-Sonderforschungsbereich 376 "Resdiektat -
Algorithmen, Methoden, Anwendungen" im Teilprojekt C1 ([Deppe, Rasche 200D&gpe,
Rasche 2000/2], [Deppe at al. 2003/1], [Deppe at al. 2003/2]) als Anwebeisms| dient. Ziel
des Kreuzungsmanagements ist das vollstandig dezentral organisierqedibe einer Stralen-
kreuzung. Dabei sind alle Fahrzeuge autonom gesteuert und sollen unteregnadestill-
stands- und kollisionsfreien Ablauf selbststéandig organisieren, indemnthele Anteile der
verkehrsbegleitenden Informationsverarbeitung den zentralen Instanzen enmdgeriokale,
fahrzeugeigene Bereiche verlagert werden. Die dafir erfordeltikbke Rechenleistung stellen
die beteiligten Kraftfahrzeuge selbst zur Verfigung, so dass esiviEgalleles Rechnernetz-
werk entsteht. Neben der Grundforderung nach Kollisionsfreiheit muf3 féntheehenden Ziel-
konflikte bezuglich Mindestgeschwindigkeit, Durchsatz, Fahrkomfort und Energicuch ein
moglichst guter Kompromiss innerhalb harter Zeitschranken gefunden werden:

Abbildung 1-2: Selbstorganisierendes dezentrales Kreuzungsmanatieme

Angestrebt ist nicht eine reale Umsetzung des Kreuzungsmanagesoetidss die Fragen bzgl.
geeigneter Sensorik und Sicherheitstechnik auch nicht im Fokus stehknehievird nach
Methoden gesucht, um das Problem von der konzeptionellen und algorithmiscleehebeiti
I6sen. Die wichtigste Methode fir das Kreuzungsmanagement istnaven&lung von online-
fahigen Mehrziel-Optimierungsverfahren auf der Basis von Modellen:

Mit Hilfe von Online-Mehrziel-Optimierungsverfahren lasst sick @Gaundproblem der automa-
tisierten Entscheidungsfindung in autonomen Systemen l6sen. Neben physikalimtken-
flikten (z. B. schnelles Abbiegen und hoher Fahrkomfort) kbnnen auch die eslsobn "Wiin-
sche" der Einzelfahrzeuge (z. B. Zeit- oder Energieeffizienzjichsichtigt werden. Dazu
verfugt jedes Fahrzeug Uber Modelle von sich, von anderen Fahrzeugen und voeudengr
(vgl. Abbildung 1-2). Auf der Grundlage modellbasierter Vorhersagen ist eiaenVorabopti-
mierung der Uberquerung moglich.

1.1 Motivation

Am selbstorganisierenden dezentralen Kreuzungsmanagement wird am (MiegRatronik
Laboratorium Paderborn) bereits seit einigen Jahren intensiv gefdveti@n den Fahrzeugmo-
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dellen, den Regelungssystemen zum Kolonnenfahren und den Verfahren zuorh&sésmei-

dung entstand dabei eine Umgebung fir die Modellierung und Offline-Simulationtetligen-

ten mechatronischen Systemen mit hybrider (gemischt diskret-kontiobejli
Informationsverarbeitung [Naumann 2000]. Auch der systematische Entwurferoetzten
mechatronischen Systemen unter dem Aspekt der Selbstoptimierung wundealritgRasche
2004].

Damit ergibt sich eine Ankniipfung an den DFG-Sonderforschungsbereich 614t6ftathie-
rende Systeme des Maschinenbaus" [DFG-Antrag zum SFB 614 2001], dérijadéegensatz
zum Kreuzungsmanagement eine sehr weitreichende strukturelle Sathistapty von Mecha-
nik, Aktorik, Sensorik, Software und Hardware zur Laufzeit ansthebbesondere muss fur die
Selbstoptimierung ein vollstdndig automatisierter Ablauf erreichitieve der mindestens ein-
schliel3t: Erkennen der Notwendigkeit zur Optimierung, Identifikation von kdtuStrecken-
modellen, Definition von Optimierungszielen, Auswahl eines Optimierumigdwens, Konfigu-
ration und Definition eines modellbasierten Optimierungsexperimentschibitirung und
Steuerung des Online-Optimierungsexperiments, Prifen der Ergebnisse satzlihg auf das
reale System. Damit wird deutlich, dass die in dieser Atlhandelte Online-Mehrziel-Opti-
mierung nur als ein Teilproblem der Selbstoptimierung anzusehen ist.

Im Kreuzungsmanagement werden Strukturen (Vernetzung von Fahrzeugen zu Kadh@umien)
stisch gebildet, und die Optimierung modifiziert Parameter deeiaen Systems. Die Gemein-
samkeiten bestehen in der konsequenten Hierarchisierung und Modularisieramgctatroni-
schen Systeme und der Nutzung von Online-Mehrziel-Optimierungsverfahreauzeit.

Als Anwendungsbeispiel im DFG-Sonderforschungsbereich 614 dient das Pr&gBk{N¢ue
Bahntechnik Paderborn [Lickel 2000]). Hier wird das herkdmmliche mechanigagen und
Fuhren von Schienenfahrzeugen auf dem bestehenden Schienennetz mit démittfmten
verschleil3freien Linearantrieb kombiniert. Zusatzlich soll durcHligeate aktive Fahrwerk-
stechnik ein hoherer Fahrkomfort erzielt werden. WesentlicheselBleties neuen Verkehrssys-
tems sind kleine, autonome Fahrzeuge, sogenannte Shuttles (Rakeadbshier ergeben sich
klare Parallelen zum Kreuzungsmanagement im Hinblick auf das autdfadmen und die Kol-
onnenbildung von Shuttles durch Ein-/Ausfadeln an Weichen. Da eine vollstadsdiggtzung
des Kreuzungsmanagements in die Realitat von vornherein nicht angedadheteadie Neue
Bahntechnik Paderborn die Plattform, um die Ergebnisse des Kreuzungemamés zukinftig
praktisch anzuwenden.

1.2 Zielsetzung

Das origindre Anwendungsgebiet flir Mehrziel-Optimierungsverfahrghitie Bereich der Ent-
wurfs- und Entwicklungsphasen fiir Systeme bzw. Produkte. Ubertragt manendinvaiendung

der Verfahren auf die gesamte Lebensdauer von (vernetzten autonometronestieen) Syste-
men, z. B. um die Fahigkeiten fur ein selbstorganisierendes Kreuzumggement in Fahrzeu-
gen zu implementieren, so erwachsen ganz neue Randbedingungen. Diesessthehdrganz

natdrliche Art und Weise: Zum Einen gelten harte Echtzeitbedingunggruadfder Verknip-

fung mit realen physikalischen Systemen, zum Anderen besitzt die htfonsverarbeitung
aufgrund der VerknUpfung von Einzelfahrzeugen hochgradig verteilten Charakter.



4 Einleitung

Die Ziele der Arbeit gliedern sich im Einzelnen wie folgt auf:

1. Entwicklung eines Konzepts fir die verteilte und echtzeitfahige Mgt®ptimierung, das
sich konsequent an der modular-hierarchischen Struktur mechatroniscleen&ysientiert.

2. Weiterentwicklung der Laufzeitplattform IPANEMA zur MultitaBlealisierung von Online-
Mehrziel-Optimierung auf Echtzeitsystemen.

3. Erweiterung der vorhandenen Mehrziel-Optimierungsalgorithmen von MOP@hhtiict
Parallel- und Echtzeitverarbeitung.

4. Verfeinerung und Weiterentwicklung des vorhandenen KreuzungsmanagementsgraBez
Modelle, Verfahren zur Vorfahrtsbestimmung und Optimierungsexperimente.

5. Uberprifung der Ergebnisse an Anwendungsbeispielen.

1.3 Gliederung und Aufbau der Arbeit

Kapitel 2 skizziert die Grundlagen zu Entwurf, Rechnerabbildung und Hardnine-Loop-
Simulation fir mechatronische Systeme. Erganzend stellt Kapdiel 8n MLaP entwickelten
Konzepte zur modular-hierarchischen Strukturierung mechatronischer $yatem

Danach geht Kapitel 4 speziell auf die Grundlagen fur das Kernthexhezldl-Optimierung ein.
Nach der Vorstellung von wichtigen Verfahren zur Mehrziel-Optimieruing die MLaP-eigene
Optimierungssoftware MOPO (Multi-Objective Parameter Optatnin) beschrieben.

Aufbauend auf den Uberblick zur Mechatronik und Mehrziel-Optimierung befasish die
nachfolgenden Kapitel mit den eigenen Arbeitsergebnissen. Eine wigasie fir die Online-
Optimierung ist die verteilte Echtzeitsimulation. Kapitel 5 besibt deren Konzept, die Erwei-
terung von IPANEMA um Madoglichkeiten zur Multitask-Simulation und die Ergeteder Paral-
lelisierung von Systemmodellen.

Das Konzept zur verteilten Online-Mehrziel-Optimierung wird in kKelpb definiert. Dieses
Konzept erlaubt es, vollstandige Optimierungsanwendung inkl. OptimiersterSbewertung,
Reglern, Systemmodellen flexibel in eine verteilte Applikationrgagrieren. Es werden ver-
schiedene Ebenen der Parallelitat vorgeschlagen, die zu modulacthssiarverteilten Struktu-
ren fuhren.

Kapitel 7 stellt drei Anwendungsbeispiele unterschiedlicher Komptexdé Durch die Bei-

spiele werden die Einsatzmdglichkeiten der verteilten Online-Mah@ptimierung fur den

Systementwurf, fur Echtzeitanwendungen am Hardware-in-the-Loop-Prdifsta hin zu ver-

netzten mechatronischen Systemen beschrieben. Insbesondere derStandsies Kreuzungs-
managements wird ausfuhrlich dargestellt, bevor ein Beispielriiiviehrziel-Optimierungsex-
periment der Kreuzung mit paralleler Verarbeitung gegeben wird.

Eine kurze Zusammenfassung und ein Ausblick auf mégliche weiterfiihrebddefrbeschlie-
Ren diese Arbeit in Kapitel 8.

Im Anhang finden sich weitergehende Detailinformationen zu den Verfatur Systembewer-
tung, zu den Anwendungsbeispielen sowie das Literaturverzeichnis.
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2 Mechatronik

Mit dem Ziel der Verbesserung mechanischer Systeme durch dieduwg der Rechentechnik
entstand eine neue Disziplin der Ingenieurwissenschaften, die MatkafDer Begriff ist ein
Kunstwort aus den beiden Anteildtechanik und Elekronik [Schweitzer 1989].

In der Mechatronik wird die Integration mechanischer Baugruppen und leisthiggsf digi-
taler Informationsverarbeitung auf besonders konsequente Weise von BegBntwieklung
bis zum Abschluss des Projekts durchgefuhrt. Dabei dienen als Verknip&mestd mit defi-
nierten Schnittstellen elektromagnetische, elektromechanische ktrdleyelraulische Wandler-
systeme fur Sensorik (Ermittlung von Prozessinformationen) und Aktorikédasing des tech-
nischen Prozesses).

Ein Ziel der Mechatronik ist es, das dynamische Verhalten esnbaischen Systems zu verbes-
sern. Dazu werden die Sensorinformationen durch Prozessoren veratbmitetne flr den
jeweiligen Kontext "optimale" dynamische Reaktion mit Hilfe der ok&h auszulésen. Am
MLaP (Mechatronik Laboratorium Paderborn) wurde dazu folgende Defindgromufiert:

Mechatronik ist die Wissenschaft von #entrollierten Bewegungsvorgangemechanischer
Systeme mit Hilfe von Mikrorechnern.

Die Zusammensetzung mechatronischer Systeme aus Komponenten dehiauicken tech-
nischen Disziplinen Informationstechnik, Maschinenbau und Elektrotechnikiriidheh meisten
Fallen zu einem hohen Komplexitatsgrad des Systems und damit zu eingaiiziesten und
aufwendigen Entwurfsprozess.

Die Forschungsaktivitaten des MLaP konzentrieren sich auf die Ehiwgssystematik modu-
larer und hochleistungsfahiger mechatronischer Systeme. Hier wikbarept der "Mechatro-
nischen Komposition" geforscht ([Luckel et al. 2000], [Luckel et al. Z]0BAahn et al. 1997],
[Toepper 2002], ). Die "Mechatronische Komposition" beriicksichtigt zusagefasst folgende
Gesichtspunkte:

1. Konsequente wechselseitige Beriicksichtigung von Konstruktionstechnik {Grestéle-
rung) und Mechatronik (Funktionsorientierung) von Anfang an (vgl. Kap. 2.1).

2. Vollstandige Abbildung und Bearbeitung des zu entwickelnden Systems im Ralshwietu-
eller Prototyp (vgl. Kap2.2).

3. Ermdglichung der schrittweisen Realisierung von Prototypen durch Hardwiae-loop-
Techniken (vgl. Kap. 3) und ein Konzept zur modular-hierarchischen Struktugieson
mechatronischen Systemen (vgl. Kap. 3)

4. Bereitstellung einer umfangreichen Softwareunterstitzung durch CA®ehputer-Aided
Mechatronics Laboratory) mit einzelnen Werkzeugen zu Modellbildung, Sionl&egler-
entwurf, Mehrziel-Optimierung und Echtzeit-Simulation.

Der "Mechatronischen Komposition" kommt daher eine zentrale Bedeutuny Beiwurf
mechatronischer Systeme zu. Abbildung 2-1 zeigt das Zusammenspielwlendligen Schritte
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von der textuellen Aufgabenbeschreibung bis zum ersten Prototypen einessSystem

Textuelle Aufgaben- Mechatronische
beschreibung Komposition
Lastenheft
Anbindung an die
¢ Konstruktion:
- Bewegungsfunktionen

- Reduzierte Mechanik

'

Abbildung des
Bewegungsverhaltens || virtueller

im Rechner:
- Objektmodell der Prototyp

<« Mechatronik

Spezifikation —_—

Konstruktion

: '

Teilefertigung /

Woniage Laborrealisierung:
- Hardware-in-the-Loop || Module
- Software-in-the-Loop

l

!

Konstruktion

} /

Teilefertigung /
Montage Erster
Erprobung Prototyp

Abbildung 2-1: Entwurf mechatronischer Systeme

2.1 Anbindung an die Konstruktionstechnik

Wichtigste Grundforderung ist die friihzeitige Einbeziehung der Informativegelungstechnik

in die Produktentstehung. Oft wird die Mechatronik als Reparaturmdgiictikes bereits kon-
struierten und gebauten Prototypen "missbraucht”. Der Gegensatz @dtogestierten Sicht-
weise der Konstruktionstechnik zu der funktionsorientierten SichtBessegungsfunktionen)

der Mechatronik erfordert ein geeignetes Konzept zur Einbindung der Kormtisiktzthnik in

den Mechatronikentwurf. Optimalerweise wird von Beginn des Entwur&renwechselseitige
Betrachtung von Bewegungsfunktionen und CAD-Ldsungselementen zu deren Umsetung erf
gen ([Luckel et al. 2002/2], [Wittler 2003]).

Fur die softwareunterstitzte Verkntpfung der Konstruktion mit der mecisthen Komposi-
tion werden in [Koch 2005] die konzeptionellen Ansatze der Entwurfssyskeadgegriffen
und detailliert. Das Ziel ist hier die teilautomatisienéepration mit Hilfe des Modellaustau-
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sches. Neben der Unterteilung der Haupt- und der Teilbewegungsfunktionen Berdiehe
Kinematik, Dynamik und Mechatronik erfolgt von Anfang an eine hierarchiStat&turierung
des Systems (vgl. Kap. 3), die als Bindeglied zwischen den Domamn die

Die Mechanik der CAD-L6sungselemente wird zunachst schematischdemeéspekten Funk-
tion und Struktur ausgearbeitet. Mit Hilfe von reduzierten ModellerCédd-L6sungselemente
in Form von Starrkodrper-Modellen mit reduzierter Anzahl von Freiheitigr kann deren Bewe-
gungsverhalten analysiert werden. Die Analyseergebnisse flie3en zuorigi& schematische
Ausarbeitung der Mechanik:

-Haupt- und Teilbewegungsfunktionen

-Aufstellen der Hi hi
LoTeTen der Hleratehie /- Funktionsorientierung
\ Kinematik (Mechanismen)
— ] Dynamik (Bewegungsverhalten)
Analyse der Mechatronik (Kontrolliertes Be-
Bewegungsfunktionen wegungsverhalten)
I = < Strukturorientierung
Komposition der
mechanischen Komponenten VMS (Vernetzte Mechatronische Systeme)
(reduziert, schematisch) AMS (Autonome Mechatronische Systeme)
[MFG (Mechatronische Funktionsgruppen)]
MFM (Mechatronische Funktionsmodule)

-Reduktion von CAD-Lésungselementen auf
Starrkdrperdarstellung

-Schematisches Ausarbeiten der Mechanik

unter den Aspekten Struktur und Funktion

Abbildung 2-2: Anbindung an die Konstruktionstechnik

2.2 Rechnerabbildung mechatronischer Systeme

Die Komplexitdt mechatronischer Systeme kann durch die Verwendung eeisodi System-
beschreibungssprachen besser beherrscht werden. Die einzelnen Basgksgrachen befas-
sen sich mit der Festlegung der Struktur und der Topologie des Systemstilematischen Be-
schreibung und schliel3lich der Festlegung verarbeitungsnaher Zusammenhange.

Die Aufteilung in mehrere Ebenen schafft ein hierarchisches Sgssareibungskonzept. Der
Vorteil dieser Vorgehensweise liegt in der Reduktion der Informatidrdie in der jeweiligen
Ebene beschriebenen Systemeigenschaften, was letztlich zu melsichtben Verlauf des
mechatronischen Entwurfs fuhrt.

Aufgrund der Erfahrungen im Bereich der Konzeption mechatronischer Sysdoigt die
Systembeschreibung am MLaP auf drei Ebenen. Die drei Beschreibungseleeden im Rech-
ner teilautomatisch erzeugt und synchronisiert. Diese RechnerabbilduthglsviObjektmodell
der Mechatronik (OMM, vgl. Abbildung 2-3) bezeichnet [Hahn 1999]. Das OM&ubt eine
ganzheitliche Abbildung verschiedenster Fachdisziplinen zur optimalen dymemiduslegung
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des gesamten mechatronischen Systems im MLaP-Modellierungstool IC¥iE\& ([iXtronics
2001/1], [iXtronics 2001/2]). Die drei Ebenen entsprechen den GesichtsputrktietuS Verhal-
ten und Verarbeitung:

1. Struktur :

Die oberste Ebene beschreibt die topologische Struktur des mechatrorfiyctems unter
Verwendung der disziplinspezifischen Beschreibungsformen der einzelnen Kaortgone
sowie ihrer ungerichteten Verknupfungen untereinander, durch die das meclhtoni
Gesamtsystem entsteht. Die einzelnen disziplinspezifischerhigdsengsformen werden
durch Verwendung objektorientierter Methoden zueinander kompatibel. ZuhrBésmg
mechatronischer Systeme wurde eine erweiterbare, textuellen®estchreibungssprache
entwickelt, die im Folgenden als ODSS (Objective-Dynamic Sys$é&uncture) bezeichnet
wird. Die Sprache wurde zur Beschreibung des topologischen Aufbaus von &ystehder
physikalischen Ebene entwickelt und erméglicht die Modellierung von Teilen ggickdaten
unterschiedlicher Disziplinen und deren Verbindungen.

. Verhalten:

Die mittlere, normierende Ebene vereinigt die Beschreibung deenSysu einem mathe-
matisch orientierten Formalismus auf der Basis von Differgigiahungen in Zustands-
raumdarstellung [Ludyk 1990]. Durch explizite Eingangs-/Ausgangsformulierung m For
sogenannter Blocke lasst sich auch auf dieser Ebene der modulare anthisene Charak-
ter des modellierten Systems nachvollziehen. AuRerdem wird durchodiglare und hierar-
chische Modellbeschreibung der Aufbau selbst groR3er Systeme (in der GdifRergorwon
einigen hundert Differentialgleichungen) moglich. Der Name der diEelsene entsprechen-
den Beschreibungssprache lautet Objective-Dynamic System Languagk)(Di2Se Ebene
kann mit Hilfe von Ableitungsformalismen automatisch aus ODSS ergergen.

. Verarbeitung:

Die Orientierung der untersten Ebene ist bereits sehr stark aMedarbeitung im Digital-
rechner ausgerichtet, ohne sich in die Abhangigkeit zu einer bestirhiatdwarearchitektur
zu begeben. Die Beschreibung des Systems auf dieser Ebene ist dénebabe der explizi-
ten Auswertereihenfolge der Systemgleichungen gekennzeichnet. Entspreéehmeverarbei-
tungsnahen Charakter dieser Ebene heil3t die verwendete BeschreibungsByranhe
System Code (DSC). Diese Beschreibungsebene wird automatisoib&userzeugt. Fur die
Ausfihrung von Simulationen erzeugt ein Codegenerator aus DSC effizieatiorplunab-
hangigen C-Code:
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Beschreibung der Topologie
von:

Mechanik, Hydraulik, elektr.
Bauteilen, Informations-
verarbeitung etc.

Ubertragung der entwickelten
Systemstruktur in das
Objektmodell der Mechatronik:
Ziel ist die optimale Auslegung einer
kontrollierten Dynamik des
mechatronischen Systems

OMM Blockorientierte
Beschreibung:
Nichtlineare explizite
Ein-/Ausgangsbeziehungen
als gewohnliche
Differentialgleichungen

| \
| \

Ganzheitliche, \formalisierte
Beschreibung des gesamten Systems
und seine Bearbeitung in
symbolisch/numerischer Form

Struktur

Verhalten

Verarbeitung Rechnernahe Beschreibung:

Bestimmung der
Auswertereihenfolge,
Codegenerierung etc.

Abbildung 2-3: Objektmodell der Mechatronik zur Rechnerabbildung mechatronischen Systemen

Verwendung von Graphen

Zur Beschreibung und Verarbeitung von mechatronischen Systemen werden &mgiphen-
basierte Reprasentationen eingesetzt. Die Graphentheorie veeeifurdile der guten Umsetz-
barkeit im Digitalrechner mit hoher Anschaulichkeit. Fir jede derkElbenen des OMM existie-
ren weitreichende Anwendungen der Graphentheorie [Hahn 1999]:

OMM Topologie-Ebene: Systemgraph

Knoten Basiselemente und Hierarchieelemente

Kanten Kopplung von Bauteil-Bauteil, System-Subsystem, Eltern-Kind
OMM Verhaltens-Ebene: Systemgraph

Knoten Basiselemente und Hierarchieelemente

Kanten Kopplung von System-System, System-Subsystem, Eltern-Kind
OMM Verarbeitungs-Ebene: Berechnungsgraph

Knoten mathematische Funktionen

Kanten Datenfluss, Reihenfolge von Funktionsaufrufen

Graphen bestehen aus einer Menge von Knoten und einer Menge von Kanten. BrerEpic-
sentieren diskrete Objekte und die Kanten die Beziehungen zwischen dem.Khat graphi-
schen Darstellung werden Ublicherweise Knoten als Kreise und Kasté&meen dargestellt.
Wenn die Kanten Richtungsinformationen beinhalten werden sie als Bé&testellt, man
spricht dann von gerichteten Graphen im Gegensatz zu ungerichteten Gsydddrel 1984],
[Nagler, Walter 1987]). Isolierte Teilgraphen innerhalb eines Grapleeden auch als Kompo-
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nenten bezeichnet (siehe Abbildung 2-4). Extremer Sonderfall istraph®hne Kanten, in dem
dann jeder Knoten eine Komponente darstellt. Um den Vernetzungsgratgim &raphen zu
charakterisieren wird zwischen lichten und dichten Graphen unterschiadaiten Graphen
ist die Kantenanzahl kleiner als die Knotenanzahl, in dichten Gragheie$ genau umgekehrt.

Fur gerichtete Graphen unterscheidet man zwischen Knoten mit aessktii ausgehenden
Kanten (Quellen) und ausschliesslich eingehenden Kanten (Senken). ddéigste Kriterium
fur einen gerichteten Graphen ist die Aussage, ob er kreisfiedastnicht. Ein Graph ist dann
kreisfrei, wenn es fur keinen Knoten im Graphen einen Pfad gibt,iddemzu ihm zurtckfuhrt.
Auf kreisfreie gerichtete Graphen lasst sich die sog. topologisatier@ng anwenden. Sie hat
zum Ziel eine Liste (sequentielle Reihenfolge) von Knoten so zitteim dass die Richtung
aller Kanten auf den letzten Knoten der Liste weist. Ein waitgichtiger Algorithmus fur kreis-
freie gerichtete Graphen ist die Ermittlung der langsten oderdt@rz®fade von einer Quelle zu
einer Senke:

Ungerichteter Graph Gerichteter Graph Topologische Sortierung

. Komponente 1
)

Komponente 1

—’b Komponente 2
4

Abbildung 2-4: Gerichtete und ungerichtete Graphen

2.3 Hardware-in-the-Loop-Simulation

Besonderes Gewicht bei der Entwicklung mechatronischer Systeme haldaddillierung, die
Simulation und die Optimierung des zu entwickelnden Systems. Mit didier Techniken ist es
maoglich, zeitaufwendige Ablaufe von der Werkshalle oder dem Versighsfden Rechner zu
verlagern. Erklartes Ziel dieser Vorgehensweise ist die Redugieer Durchlaufzeiten sowie
eine bessere Reproduzierbarkeit der Ergebnisse.

Der Ubergang vom rein simulierten zum vollstandig physikalisch reddisienechatronischen
System ist, ingenieurtechnisch gesehen, ein sehr anspruchsvoller umtt&ettiger Schritt.
Daher wird in zunehmendem Malf3e die Technik der sogenannten Hardward-oefi8imula-
tion (HILS) ([Castiglioni et al. 1992], [Waltermann 2000]) angewendetses Verfahren erlaubt
einen schrittweisen Ubergang vom rein simulierten zum vollstandigiegsn mechatronischen
System. Die Grundidee besteht in der Kopplung einer virtuellen, in é&tchimulierten Umge-
bung mit einem physikalisch aufgebauten Teilmodul als ein Aggregat damGgstems. Krafte
und Bewegungen an der mechanischen Schnittstelle des Gesamtsystdem fi@ilmodul wer-
den durch geregelte Aktoren nachgebildet. Die Reaktion des Teilmoddsibér Sensoren
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ermittelt und in den simulierten Teil zurlckgefihrt (Closed-Loop HILS)

In der Automobilindustrie ist die HILS inzwischen eine eingefuihrte undibge Vorgehens-

weise. Auch der Test von Steuergeraten mit Hilfe der HILSvest verbreitet [Hanselmann
1993]. Das zu testende Teilmodul des Gesamtsystems ist dann dieuH@iSoftware des Steu-
ergerates. In diesem Falle existieren eine Datenschiétstall eine elektrische Anbindung an
die Umgebung.

2.4 Laufzeitplattform IPANEMA

Die Simulationsplattform IPANEMA (Integration Platform for tM@rked Mechatronic Systems)
wurde zur Durchfihrung von verteilten HIL-Simulationen am MLaP entwigfelonekamp
1998], [Stolpe 2004]). IPANEMA bietet Dienste in Form eines Softvwaiukastensystems an,
das unterschiedliche Klassen von informationstechnischen Prozessen Biatheil existiert eine
strikte Trennung zwischen weichen und harten Echtzeit-Bedingungen. MNIEEIRA ist eine
Abbildung der modular hierarchischen Modellstruktur auf eine ebenfalls nrddetarchische
Prozess- oder Taskstruktur moglich. Diese erleichtert den gefemdsahrittweisen, d. h. modul-
weisen Ubergang vom virtuellen Prototypen zum ersten GesamtprototypdtENMA bildet
das Bindeglied zwischen der modular-hierarchischen Modellstruktur,udielem Strukturie-
rungskonzept (siehe Kapitel 3.1) resultiert, und einer verteilten (a@h)|Echtzeit-Simulation
far HIL-Anwendungen:

Entwurfsphasen Strukturierungskonzept
Modularitat & Hierarchie
- Modellbildung G VMS
E r\ Analyse ] AMS
< | Reglersynthese | MF G *ﬁﬁ 1L
r L\ HIL-Simulation | MF M
P,ANE["1 Modulare Simulation

%

Ag' Moderator) — Topologie:~ 0O-DSS \ |
’ e 1 / S | | Automatische
pssistant | (&2 o) | Mathematik: O-DSL

N Ableitungs
X ‘ g

& | | Formalismen
Assistant  Assistant — Verarbeitung: DSC

Calculator

T Calculator Adaptor ’

Abbildung 2-5: IPANEMA zur modularen Simulation des OMMs

Modellbeschreibungs-
sprachen

IPANEMA wird darUber hinaus auch fur verteile Offline-Simulatioaeri vernetzten Worksta-
tions verwendet [Deppe 1997]. Die Architektur von IPANEMA basiertdauf folgenden Klas-
sen:
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1. Moderator:
Implementiert das Anwenderprotokoll unter Herstellung von Netztranspackie der
Anwender braucht keine Kenntnis Uber den Aufenthaltsort von Variablenrtieittea Appli-
kation zu haben.

2. Assistant
Trennt die Ebene der weichen Echtzeit (Anwenderseite, Modexaorjler harten Echtzeit
Uber die Bereitstellung von Ringpuffern. Jeder Assistant ist mitMederator verbunden.

3. Calculator:
Beinhaltet die eigentliche periodisch bearbeitete, echtzestingi Anwendung. Jedem Calcu-
lator ist ein eigener Assistant zugeordnet.

4. Adaptor:
Bildet die Daten-Schnittstelle zu Aktorik und Sensorik mit entdpreder Signalvorverarbei-
tung (Skalierung, Filterung etc.).

3 Strukturierung mechatronischer Systeme

3.1 Modular-Hierarchische Strukturierung

Die Aufteilung eines mechatronischen Systems in mechatronische ¢nsrmkbdule (MFM) ist

eine Form der Strukturierung des Systems, die sich am Aggregat-Gedalask®aschinenbaus
orientiert ([Luckel 1992], [Honekamp et al. 1997], [DFG-Antrag zum $EB 2001]). Hierbei

findet eine Zuordnung von Bewegungsfunktionen des mechatronischen Systems zu Aktoren,
Sensoren, Tragstrukturen und Informationsverarbeitung statt. Die Grurfdidgie Strukturie-

rung ist die Abbildung des Gesamtsystems im Rechner piagsikalischerGesichtspunkten.

Die Motivation fur diese Strukturierung ist die Vereinfachung des Aigstees von MFMs gegen
andere mit gleicher oder @hnlicher Funktion, aber méglicherweisedrmallgt unterschiedlicher
technischer Auspragung.

Zur Strukturierung mechatronischer Systeme wurden neben der untersteturbene der
Mechatronischen Funktionsmodule (MFM) die drei héheren Ebenen Mechatrofisdktens-
gruppe (MFG), Autonome Mechatronische Systeme (AMS) und Vernetztdaitenische
Systeme (VMS) eingefuhrt. Ein Vorteil der Strukturierung in MFM;®&1 AMS und VMS liegt
in der klaren Abgrenzung der einzelnen Funktionsmodule gegeneinander und deredarias r
renden Schnittstellendefinition. Die einzelnen Funktionen kénnen weitgehend ungbha@mgi
einander realisiert werden. Damit ist eine leichte Austauskbib@inzelner Bausteine moglich:

MFM : Ein mechatronisches Funktionsmodul ist eine lokale, austauschbare riatiombivon
Aktorik, Sensorik und Tragstrukturen mit digitaler Informationsverarbeitugign MFM
bekommt eine bestimmte Aufgabe innerhalb eines mechatronischen t8&egams, insbeson-
dere die Herstellung einer Solldynamik. Ein MFM verfligt Gber physitaisind informations-
technische Schnittstellen. MFMs kdnnen hierarchisch zu tGbergeordneten ktighbiniert wer-
den.
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MFG: Eine mechatronische Funktionsgruppe (MFG) ist einem oder mehrerens NoEBr
MFGs ausschlie3lich informationstechnisch tUbergeordnet. Das MFGthsslist keine Trag-
struktur und keine Aktorik, daftr Informationsverarbeitung und ggf. SensorilAidgabe eines
MFG ist die Strukturierung der Informationsverarbeitung in MFM, AMSraddS. Beispiele
sind aktive Fahrwerks-Systeme (z. B. Active Body Control), ESPeB8\st(Elektronisches Sta-
bilitats-Programm) etc.

AMS: Ein oder mehrere MFGs und MFMs bilden ein Autonomes MechatroniSysem
(AMS). Dem AMS ist die zentrale mechanische Tragstruktursemechatronischen Systems
zugeordnet. Die Informationsverarbeitung des AMS ist in Form von MF§asisiert. Ein wel-
teres wichtiges Merkmal eines AMS ist das Vorhandensein eigenen Energiequelle. Diese
stellt die Energie fir die zugeordneten MFMs und damit fir die Akteogne die Sensoren zur
Verfligung.

VMS: Durch die Kombination mehrerer AMSs kann die hochste Abstraktionskttdle die Bil-
dung eines Vernetzten Mechatronischen Systems (VMS, engl. CM&-Onked Mechatronic
System) erreicht werden. Ein VMS bietet ausschlief3lich eihaitstelle zur informationstech-
nischen Kopplung von AMSs. Weiterhin hat die Informationsverarbeitung im Wptsach-
lich diskreten Charakter. VMS kénnen in sich weiter hierarchisierden. Eine Fahrzeugko-
lonne wird z. B. als VMSO0-Ebene bezeichnet, falls eine weiltbezgeordnete Ebene, wie z. B.
ein Kreuzungsmanagement (VMS1), existiert.

Wesentliches Kriterium fur die Zuordnung der Teilsysteme einehat®nischen Systems zu
einer der vier Ebenen sind die in dem System enthaltenen Komponenten:

TABELLE 1. Zuordnung von Grundbausteinen zu Hierarchien mechatronischer Systeme

Hierarchie Tragstruktur Sensorik Aktorik Informations-
verarbeitung
VMS X X
AMS X X X
MFG X X
MFM X X X X

Am Beispiel des am MLaP entwickelten Fahrzeugmodells X-MoHidaé¢lla et al. 2001] |&sst
sich das Strukturierungskonzept sehr anschaulich nachvollziehen (vgl. AbbildunBem )X-
Mobile handelt es sich um ein voll mechatronisches Fahrzeugmodklaisstab 1:8. Hier wur-
den Konzepte fir ein aktives Fahrwerk, Einzelradantrieb und Einzelkacilg umgesetzt. Jedes
der vier Radmodule des X-Mobile besteht aus drei MFMs mit jerelBlektromotor als Aktor:
Lenkung, Federung, Antrieb. Diese drei MFMs sind mechanisch gekoppelt ded das tber-
geordnete MFM Radmodul. Die Fuhrungsgrof3en der MFMs auf der unterstea #beden
durch die Mechatronische Funktionsgruppe (MFG) auf der Basis der aktu&hrsituation
ermittelt. Die MFG-Ebene implementiert damit eine rein infationstechnische Kopplung der
Lenkung, des Antriebs und des aktiven Fahrwerks. Die vier Radmodulenwirdd den Fahr-
zeugaufbau auf der AMS-Ebene mechanisch gekoppelt. Hier findet siclli@umformations-
verarbeitung, die entweder autonom oder ferngesteuert tiber Wunsch-Ramgriend -Fahrbe-
schleunigung entscheidet. Verknlpft man mehrere Fahrzeuge z.B. nfg FEiher
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Abstandssensorik zu einer Fahrzeugkolonne, so entsteht ein vernetztesromegches System
(VMS):

""""""" Globale Daten

2l
Vernetztes Mechatronisches System 55 < Lokale Daten
0 (RN
K Mechanische Kopplung
sl .
g A =
» 0 » 0
(] (4
Autonomes Mechatronisches System o
"* =
& % <o
(]
Aufbau

Mechatronische Funktionsgruppe .
< e
Lenk- Antriebs- Fahrwerks-
Regler Regler Regler
Mechatronische Funktionsmodule
Rad Rad R
Modul Modul
Lokaler Lokale Lokale Lokaler Lokale Lokale T
Antrieb Lenkung Federung Antrieb Lenkung Federung

= Regler E. E. e Regler E E.

[ Sensoren/Aktoren [ Sensoren/Aktoren .

=5 Mechanik =5 Mechanik

Abbildung 3-1: Strukturierungsebenen am Beispiel des X-Mobile

3.2 Operator-Controller-Modul

Fur den Entwurf von Ubergeordneten Kontroll- und Optimierungsfunktionen des dynamischen
Verhaltens mechatronischer Systeme wurde am MLaP das sogenanm&opentroller-
Modul (OCM) konzipiert und weiterentwickelt [DFG-Antrag zum SFB 614 2001]. Das1OC
lasst sich prinzipiell in zwei Bereiche einteilen: den "Opetatod den "Controller”. Der Opera-

tor beinhaltet die diskreten Elemente der InformationsverarbeituegiNotfall-Routinen, Reg-
ler-Uberwachung und die Optimierung. Der Controller umfasst die kontichiem, regelnden

Teile der Informationsverarbeitung. Wahrend der Controller im Wessem auf der "quasi-kon-
tinuierlichen" digitalen Regelungstheorie basiert, ful3t der Operatatiskreter Logik. Imple-
mentierungstechniken umfassen z. B. Zustandsmaschinen und prozessBgsierne wie z. B.
Work-Flow-Diagramme.

Die Funktionen "Uberwachung" und "Ubertragung" verbinden Operator und Controller und for-
men mittels spezieller Routinen kontinuierliche Signale in disk®eeale um und umgekehrt.

Die Uberwachung von Zustandsvariablen des zeitkontinuierlichen Reglers upthydikali-

schen Strecke ist eine weitere wichtige Aufgabe, welche diailigit des Gesamtsystems bei
Parameterwechseln in den Reglern oder beim Austausch ganzeisRekfieren sichert.
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3.3 Erweitertes Streckenmodell

Grundlage fur die modellbasierte Optimierung im OCM ist das sogenamniterte Strecken-
modell[Kasper 1985], das zusatzlich zum Modell der geregelten Streekeldtrecke mit Con-
troller) auch Modelle zur Anregung und zur Bewertung enthalt. Danfi@rtielas erweiterte
Streckenmodell Modelle der Realitat fir alle Elemente, digradellbasierten Optimierung her-
angezogen werden. Fir jedes Element eines mechatronischen SyskEvhAMIS, VMS) kann
ein eigenes erweitertes Streckenmodell verwendet werden. Dhdolggande Abbildung zeigt
das zugehorige schematische Blockdiagramm fir ein Element:

I Messsdaten
t

A Testfunktionen

Alm

u z
e - =
— Anregung Strecke E B&v;;r —>

- , A
Stoch. Prozesse
Controller 4@

Abbildung 3-2: Erweitertes Streckenmodell mit Anregungs- und Béwersmodell

3.3.1 Anregungsmodell

Das Anregungsmodell dient als Bindeglied zwischen mathematisch fertenl Anregungs-
funktionen und den physikalischen Eingangen des Streckenmodells. Es modil@usaeren
Eingange in das System. Es wird zwischen Fihrungseingdngen (Sollwertvongath&iprein-
gangen (nicht beeinflussbaren Eingdngen) unterschieden.

Nachfolgende Abbildung zeigt ein Beispiel fir die mogliche Modellierung Stoassenprofil-
Unebenheiten zur Anregung von (Vertikaldynamik-)Streckenmodellen. Am Anregumggsr
U Wird weisses Rauschen eingespeist und durch das AnregungsmodellsShégya in band-
begrenztes Rauschen mit angepasster Amplitude Uberfuhrt. Der Ausgatgpricht der model-
lierten vertikalen Strassenprofil-Auslenkung und wird als physikalistergretierbare Grof3e in
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das Streckenmodell eingespeist. Je nach Anwendungsfall werden auf égaugsmodell-Ein-
gang U, Testfunktionen (Impuls, Sprung, Rampe, Sinus etc.), Messdaten odbasische
Signale gegeben:

Anregung

Weisses Rauschen
Rad

| Tiefpassfilter |——p| Strecke

Strasse

Abbildung 3-3: Beispiel fir ein Anregungsmodell: Unebenheit eirakrbahnprofils

3.3.2 Bewertungsmodell

Die Aufgabe des Bewertungsmodells ist die Berechnung des ZielgroRenzeRm@inzelnen
ZielgroRen sollten Masszahlen zur Bewertung der folgenden wichtigen Eligéten mechatro-
nischer Systeme sein:

+ Stabilitat
» Einschwingverhalten (Zeitkonstanten, DAmpfungen, Eigenfrequenzen)
* FUhrungs- und Storverhalten

* Robustheit gegen Parameterdnderungen

Berechnung von ZielgrofRen durch Zielfunktionen

Jede Zielgrof3e wird durch eine zugehorige Zielfunkgolperechnet. Fir den hier betrachteten
Fall der Parameter-Optimierung/-Variation ist jede Zielfunki@doh&ngig vom Strecken- und
Controller-Parametervektqr

T
Ap) = |z(p) . 2,(0)] (3.1)

Durch direkte Zielfunktionen werden Systemeigenschaften inharent bewedtelurch verglei-

chende Zielfunktionen Aussagen anhand von modelliertem Wunschverhalten abgeleite

Die fur die direkten Zielfunktionen verwendeten Analyseverfahren uhieien sich fur lineare
und nichtlineare Systeme.

Vergleichende Zielfunktionen werden durch Integralfunktionen zur Berechnung vaerfiéehl
chen formuliert. Dabei wird der Fehler zwischen Soll- und IstkumreZeit- oder im Frequenz-
bereich integriert und gewichtet (vgl. Anhang Kap. 9.3).

Nachfolgend eine Ubersicht tiber die prinzipielle Bildung von Zielfunktionen:
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TABELLE 2. Moéglichkeiten zur Bildung von Zielfunkti onen

Fur lineare Systeme Far nichtlineare Systeme

- Einhaltung von Begrenzungen - Einhaltung von Begrenzungen
Direkte - Kovarianzanalyse zur Bestimmung - Stochastische Berechnungen
Zielfunktionen von mittleren Leistungen (Mittelwerte, Varianzen etc.)
ohne Vergleichs- | - Lage der Eigenwerte (Stabilitat,
modelle Dampfung, Eigenfrequenzen)

- Berechnung von zeitgewichtetEehlerflachen oder Maximalabweichungen
zwischen Ist- und Wunschverhalten auf der BagisZeitsignalen

- Berechnung von frequenzgewichtetezhlerflachen zwischen
Ist- und Wunschverhalten auf der Basis von Spektder Frequenzkennlinien

Vergleichende
Zielfunktionen
mit modelliertem
Wunschverhalten

3.4 Verallgemeinerte Kaskade

Fur den Entwurf vorhierarchischenRegelsystemen gemafl dem VMS-/AMS-/MFG-/MFM-
Strukturierungskonzept wird am MLaP das Prinzip der ,verallgemem&mdskade" ([Llckel et
al. 2001], [Luckel et al. 2002/1]) vorgeschlagen. Die ,verallgemenkeskade" kombiniert
Elemente der dezentralen Regelung und der Kaskadenregelung.

Jedes mechatronische Element (MFM, MFG, AMS oderVMS) endnddt separate Informati-
onsverarbeitung. Dabei kann eine hohere Ebene mehrere Teilregler amstbaenicht mehrere
hohere Ebenen dieselbe Subebene. Die Kommunikation zwischen den Ebelygrvenfoben
nach unten.

Wie bei einer klassischen Kaskade [Follinger 1994] nehmen die Zeithterstder Regelkreise
mit abnehmender Hierarchiestufe in der Struktur ab. Zudem versscitbbdie Problematik in
der Reglerauslegung von der Mannigfaltigkeit der Regelgrof3en und Zustande hamtindd-

ritaten im System. Entsprechend kommen auf hohen Ebenen Verfahreeltgrd®enregelung
im Zeitbereich zum Einsatz, wahrend auf den unteren Ebenen TechnikEredasnzbereichs
fur EingroRensysteme verwendet werden sollen. Da die so entsteheaukterStrsbesondere
durch ihre Hierarchie gekennzeichnet wird, bezeichnet man sieestdigemeinerte Kaskade*.
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4 Grundlagen der Mehrziel-Parameter-Optimierung

Viele reale Optimierungsaufgaben erfordern es, mehrere Zielgg@ehzeitig zu minimieren
bzw. zu maximieren. Dabei widerstreben Ublicherweise die Zielgréfdander, so dass niemals
alle Zielgré3en mit einem Parametervektor gleich gut verbessedew konnen. Daher kann die
Losung des Mehrziel-Optimierungsproblems nur ein mdoglichst guter Kom@aaia. Die
Mehrziel-Optimierung hat ihre Wurzeln im spéaten 19. Jahrhundert maiddeder Wirtschafts-
wissenschaften durch die Arbeiten von Edgev&anthd Parett

4.1 Problemdefinition

Im Folgenden wird davon ausgegangen, dass Zielgréf3en stets minimierh waadach eine
Maximierung durch Umkehrung des Vorzeichens als Minimierung beschredsn $&mtliche

Forderungen und Winsche, die vom Anwender an das Verhalten des zu optimi&ygstdams

zu richten sind, werden in demy-dimensionalen Vektor der Zielfunktiongrzusammengefasst.
Die zur Verfigung stehenden Entwurfsfreiheitsgrade legen den RauneidarParameter fest,
zusammengefasst im Parametervektorit der Dimensiomy:

p= [pl Py ... anT 4.1)

Die Optimierungsaufgabe besteht nun darin, die Komponentep ibar den gesamten Verlauf
der Optimierung so anzupassen, dass jede einzelne Komponente des @gkjekam Ende
der Optimierung moglichst minimale Werte mit einem Pararsemy* erreicht:

min(Z p) = 22(9*) (4.2)

Dabei sind fur praktische Anwendungen Randbedingungen in Form von Ungleichungen und
expliziten Variablengrenzen figreinzuhalten:

pO

(@]

(4.3)

C={p:h(p)<0, asps<h (4.4)

=)

Die skalare Definition von Optimalitat greift bei Mehrziel-Prrbken nicht mehr. Stattdessen
wird Ublicherweise die sogenannte Pareto-Optimalitat herangezogen.

1. Francis Edgeworth - Irischer Wirtschaftswisseasthbr 1845-1926
2. Vilfredo Pareto - Italienischer Wirtschaftswissenaftler 1848-1923
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4.2 Pareto-Optimalitat

Ein Punkt[_)* 0C wird Pareto-optimal [Pareto 1971] genannt, wenn es keinerearfélenkt

p O C gibt, der die Bedingung; (p) < zi(p*) faralle 0 {12 ...,n} erflllt. Pareto-optimale
Punkte werden auch afscht-dominiertePunkte bezeichnet. Die zu einem Pareto-optimalen
Punkt im Parameterraum gehérenden Purzk(tg*) des ZielgroRenraumes effmiemte
Punkte genannt.

Das Abweichen von einem Pareto-optimalen bzw. effizienten Punktidzatramer eine Ver-
schlechterung mindestens einer Zielgrol3e zur Folge. Da Punkte, dieMetiere Verbesserung
zulassen, immer Elemente der Pareto-Menge sind, ist esalasr&r Optimierung von mehre-
ren Zielgréf3en, als Ergebnis stets einen Pareto-optimalen Pung&tezn.l Typischerweise for-
men die Pareto-Punkte Linien bzw. Flachen im Parameter- belgr@ienraum. Ganz allgemein
spricht man von einer Pareto-Menge oder einem Pareto-Set:

P

/s
—
o Minimum
Minimu \ von z,
von z, Pareto-Linie
o
P

Abbildung 4-1: Hohenlinien zweier ZielgréZen im zweidimensionaRarameterraum

Abbildung 4-1 zeigt den Verlauf der Hohenlinien zweier kontinuierlichedfutiktionen
z1(p1, Po) Undzy(py, Po) in einem zweidimensionalen Parameterraum. Die Gradientenieler Z
funktionen stehen senkrecht auf den Hohenlinien. Die gestrichelte laaahi@ibt nun all die
Punkte, bei denen die Gradienten der beiden Zielgrol3en einen Winké89orueinander bil-
den. Diese entgegengesetzte Richtung der Gradienten hat zur Folgmadasieht beide Ziel-
grofRen gleichzeitig weiter minimieren kann.

4.3 Karush-Kuhn-Tucker-Bedingung

Die notwendige Bedingung fur Pareto-Optimalitat von Kuhn und Tucker [Kuhn, Taekd |
bildet eine Verbindung zwischen skalarer und vektorieller Optimierungu Wad zunachst die
skalare Funktiory, definiert:

1y

0(0) =3~ @, 5(p) (4.5)

Y oo =1 (4.6)
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Die Karush-Kuhn-Tucker-Bedingung erster Ordnung eines unbeschrankten Optinpeotngs
blems (keine Randbedingungen) fur die Pareto-Optimalitat eines Rinkasitet:

Iz

0ge(p) = % e Mz(p) = 0 (4.7)

i =
In gewisser Weise basiert das Verfahren der gewichteten Siyugheap. 4.6.1) auf diesen
Ergebnissen von Kuhn und Tucker. Der Gewichtungsvektkann dabei geometrisch als Koor-
dinatensystem flr die Suchrichtung interpretiert werden. Gleichee\Werg, bei konstantem
Gewichtungsvektoo liegen auf einer Geraden, die orthogonal zum Gewichtungsvektor verlauft
[Hillermeier 2001] (vgl. Abbildung 4-2).

Allerdings erhalt man durch die Suche der Minima ggn nicht alleté&unkte des Mehr-
ziel-Optimierungsproblems. Neben den Minima \gn kbnnen auch dessdpusktie Par-
eto-optimale Punkte sein. Hierin liegt ein wesentlicher Untesdchwischen der vektoriellen
und der skalaren Optimierung [Hillermeier 2001].

Z,

- 1-*## g[,,,*__*w 0 ‘/ Z(R)

...+ Globale Minima

) ’3# # Lokale Minima
T # QL *Sattelpunkte

Abbildung 4-2: Geometrische Interpretation des Gewichtungsvektiors

4.4 Klassifizierung von Optimierungsaufgaben

Sowohl Ein- als auch Mehrziel-Optimierungsverfahren lassen siclehiinh Zielsetzung, Ziel-
funktionseigenschaften und Algorithmik klassifizieren. Je nachdem, obdgieeinige Pareto-
optimale Punkte eines Problems ermittelt werden sollen, werdéalglund lokale Verfahren
unterschieden. Im Bereich der Algorithmik unterscheidet man zwisdétemministischen und
heuristischen Verfahren. Die Einbeziehung von Nebenbedingungen in das @ptgapoblem
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kann implizit oder explizit erfolgen:

Globale Optimierung:
Bestimmung der Menge aller
Pareto-optimalen Punkte.

-

-

Lokale Optimierung:
Bestimmung eines lokalen Pareto-
optimalen Punktes als Ergebnis.

Deterministische kontinuierliche Optimierung:
Verwendung von mathematisch orientierten
Algorithmen. Die Zielfunktionen sind glatt und
besitzen kontinuierliche Parameter.

—

-

Heuristische Optimierung:

Verwendung von stochastischen Methoden in
Verbindung mit Strategien, die in der Natur beobachtet
werden fur diskrete und kontinuierliche Probleme.

Explizite Einbeziehung von Nebenbedingungen:
Direkte Einbeziehung der Nebenbedingungen in
den Optimierungs-Algorithmus.

Implizite Einbeziehung von Nebenbedingungen:
Die notwendigen Nebenbedingungen werden in
Form von internen Zielfunktionen formuliert und

so implizit berticksichtigt.

Abbildung 4-3: Verknipfung verschiedener Eigenschaften von Optimmigsverfahren

4.5 Numerische Losungsverfahren zur Minimierung von skalane

Funktionalen

Numerische Verfahren zur Minimumsuche haben daher fir praktischendlongen eine hohe
Relevanz. Die Minimierung von skalaren Funktionalen der Fr(gnbildet fur die Mehrziel-

Optimierung eine wichtige Grundlage, da sie in Zwischenschrittedi@gkalaren Elemente des
ZielgroRenvektorg(p) angewendet werden.

Sehr héaufig verwendet werden die folgenden funf Verfahren, die in dematut ausfihrlich

beschrieben sind [Entenmann 1976]:

1. Eindimensionale Minimumsuchefir Funktionere(p) mit einem skalaren Parameter:
Iteration vonp so lange sicla(p)in jedem Schritt verkleinert; die Zielfunktion wird nicht dif-
ferenziert; Sonderfall des Koordinatensuchverfahrens.

2. Koordinatensuchverfahren:

Jede Komponente vgnwird als Koordinate aufgefasst und einzeln ausgelenkt; die Zielfunk-

tion wird nicht differenziert. Die Konvergenz ist ungunstig und der Aufwantoch, da in
der Nahe des Optimums viele Zielfunktionsauswertungen notwendig sind.

3. Gradientenverfahren:

Suche in Richtung des steilsten Abstiegs auf der Basis der Atdtstung der Zielfunktion.
Das Verfahren hat lineare Konvergenz und &hnlich hohen Aufwand in dedE&i@ptimums
wie das Koordinatensuchverfahren. Zusatzlicher Aufwand entsteht digrdBradientenbe-

rechnung.
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4. Gradientenverfahren mit konjugierten Richtungen:
Gradientenverfahren mit Abfolgen von Suchrichtungen, die jeweils konjugierhander
sind (d. h. neue und alte Suchrichtung sind orthogonal bezlglich einer MataxfobDver-
genz ist quadratisch in der Nahe der Losung. Der Aufwand ist ndtetie Hesse-Matrix
nicht bestimmt werden muf3.

5. Newton-Verfahren:
Bei diesem Verfahren wird neben der ersten Ableitung auch dieez#bieitung der Ziel-
funktion herangezogen. Die Konvergenz ist quadratisch in der Nahe der Lésamgud
wand ist hoch da Gradienten und die Hesse-Matrix numerisch etmwitiglen missen.

4.6 Losungsverfahren fur Mehrziel-Optimierung

Nachfolgend werden zunachst deterministische Verfahren zur Mefgighierung beschrie-
ben (vgl. Abbildung 4-4):

4.6.1 Gewichtete Summe

Eine Standardtechnik zur Losung von Mehrziel-Optimierungsproblemen istedigk&on auf

eine einzelne ZielgroRe durch Bildung einer positiv gewichteten Sumnadl@u&ielfunktionen

(vgl. Kap. 4.3). Neuere Verfahren verwenden dazu mehrere Satze wach@mgsfaktoren

[Das, Dennis 1996/2]. Es ist zwar leicht nachweisbar, dasMidienierung der gewichteten
Summe Pareto-optimale Punkte liefert, aber bei der Anwendung dedhréers gibt es grol3e
Nachteile:

1. Die Minimierung der gewichteten Summe liefert eine Hyperebhameder i. A. nur ein Punkt
zur Pareto-Menge gehort, den man aber zunéchst nicht kennt. Erst duldrvwissndung
mehrerer Satze von Gewichtungsfaktoren und Bildung der Einhullenden erhédien@ar-
eto-Menge.

2. Die Gewichtungsfaktoren sind fir Anwendungen der Mechatronik physikalischrrarpire-
tierbar und daher schwer beherrschbar.

3. Auch Sattelpunkte der gewichteten Summe kdnnen Pareto-optimale Pumktdisse
Punkte werden vom Verfahren nicht bertcksichtigt.

4.6.2 Gewichtungsverfahren mit Lp-Metrik

Eine Variante der Gewichtungsverfahren ist die Verwendung einerlgetédn Vektornorm. Bei
diesem Verfahren wird ein effizienter Purxk(tp*) ausgewabhlt, an darsitla so gut wie mog-
lich anndhern méchte. Den Abstand zu diesem Punkt gewichtet mamenivektornorm. Man
erhalt wiederum ein skalares Funktional mit Gewichtungsfaktoren.gBwiinschte effiziente
Punkt, der Gewichtungsvektor und die Ordnung der verwendeten Vektornorm bildemaiiesP
ter dieses Verfahrens. Leider kann keine universelle Aussage éligedingungen zur Variation
der Verfahrensparameter zur Erzeugung effizienter Losungen getradfelemGopfert, Nehse
1990].
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4.6.3 'Epsilon-constraint’-Methode

Diese Methode geht urspringlich auf Marglin [Marglin 1967] und Haimesnje&i1973]

zuruck. Die Grundidee besteht in der Auswahl der wichtigsten Zielgdi@eyinimiert werden
soll. Fur alle anderen Zielgréfen missen nur obere Schranken als Voegajedralten werden.
Diese Methode ist daher nur sinnvoll, wenn beim OptimierungsproblenZaslggoRe klar im

Vordergrund steht. Das Bestimmen von Schranken kann SchwierigkeitetemeBsi mehr als
zwei ZielgroRen kann die Pareto-Menge nicht mehr effizient bestmenaen.

4.6.4 Multilevel Programming

Beim Multilevel Programming wird nur ein Punkt der Pareto-Flaclseige. Grundidee ist die
Sortierung der Zielgrof3en nach Prioritaten. AnschlieBend wird einvBatParametervektoren
gesucht, der die erste Zielgréf3e minimiert. Aus diesem Satlewelie Parametervektoren aus-
gewabhlt, die auch die zweite Zielgré3e minimieren. Dieses Stherd rekursiv bis zur letzten
ZielgroRe angewandt. Multilevel Programming ist nur dann sinnvoll anwervabian, die Mini-
mierung der wichtigsten Zielfunktionen im Vordergrund steht und kein Kompsofarsalle
Zielfunktionen gefunden werden muss. Oft sind die Randbedingungen flr die naghinafigie
so eingeschrénkt, dass sie gar nicht berlcksichtigt werden kdnnen.

4.6.5 Normal-Boundary Intersection

Normal-Boundary Intersection (NBI) ist ein weiterer Vertrater deterministischen Verfahren.
NBI fasst die Zielfunktionen zu gewichteten Summen zusammen, dexgiciungen mit Hilfe
einer geometrisch motivierten Methode ausgewahlt werden [Das, DE396£1]. Durch Losen
dieser Gewichtungen mit Hilfe eines herkdbmmlichen EingroRenverfatvenaen verschiedene
Punkte der Paretomenge berechnet. Dabei wird eine gleichmaligiuNgrter Punkte auf der
Pareto-Flache erreicht. NBl ist in der Lage, auch Problerheemauschten oder diskontinuierli-
chen Pareto-Flachen zu lésen. FUr mehr als zwei Zielfunktionen unekoibgxe Zielfunkti-
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onsgebiete liefert das Verfahren jedoch nicht zwangslaufig ParetoabptPunkte als Ergebnis:

Gewichtungsmethode Gewichtungsmethode mit L.-Metrik
z,! z,!
z(R)
Z*
z,
e-constraint Methode Normal-Boundary Intersection
Z1‘ Z1‘
- z(R)
\\f
8l
z \
N 1]
z, z,

Abbildung 4-4: Geometrische Interpretation einiger Mehrziel-Opé&mingsverfahren

4.6.6 Gutevektoroptimierung

Das Verfahren der Gutevektoroptimierung [Kreisselmeier, Steiehdi®s9] ist ein numerisches
Verfahren zur simultanen Verkleinerung mehrerer Gutemal3e (Zieliumekt). Die Bezeichnung

ruhrt daher, dass man mehrere skalare Gutemalf3e zu einem \fedormzenfassen kann, den
man dann komponentenweise verkleinert (siehe auch [Follinger 1994)).

Ausgehend von einem beliebigen Parametervektals Startpunkt wahlt man die Vorgabewerte
Ci(o) mit Ci(o) > Zi(rg) (vgl. Abbildung 4-5). Durch Minimierung der nachfolgenden Maximum-
funktion kdnnen samtliche Gutemalie in neue engere Schré}ﬂ(beingeschlossen werden:

z,(r) an([)

0\ —

o ’(r) = max
(0) (0)

Cl an

(4.8)

Durch lIteration dieses Vorgehens m(t;) < Ci(l) < Ci(o) wird der Algorithmus weitergeftihrt,
bis die Zielfunktionen hinreichend klein sind oder eine Verringerung:iéfﬁmicht mehr erreicht
werden kann.

Fur die praktische Durchfuhrbarkeit wird die nicht differenzierbasxiMumfunktion (Gl. 4.8)
durch eine analytische Funktion approximiert, so dass die Minimumsuclke@éent Gradienten-
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verfahren erméglicht wird:

z(r)
p D_C-

~ 1 n, .
a(r) = BDnZi:1e 4.9

Gutevektoroptimierung

() 1) 0)
c? ¢ ¢, Z,

Abbildung 4-5: Geometrische Deutung der Glitevektoroptimierung

4.6.7 Homotopie-Verfahren

Das urspringliche Verfahren wird von Rakowska [Rakowska et al. 1991] iebsshrDas klas-
sische Homotopie-Verfahren ist eigentlich zur Losung nichtlineargci@ngen gedacht [Allgo-
wer, Georg 1990]. Es basiert auf der Idee, eine Verbindung zwisclerGiichungssystemen
zu finden. Die Losung des Gleichungssystétg&/) = 0 ist dabei bekannt, wahrend die Losung
von G(y) =0 gesucht wird. Eine Verbindung zwischen beiden kann duwbch H(y,t) =0
geschaffen werden (Homotopie-Paraméter

H(y, t) = t0G(y) + (1-t) [Hy(y) (4.10)

Im Zusammenhang mit der Mehrziel-Optimierung wird dieses Vesfalzur Erzeugung von
Nachbarschaften, ausgehend von Kandidaten fur Pareto-Punkte, verwendetsasgliche
Verfahren ist auf zwei Zielfunktionen beschrankt und liefert nur wligg:n Pareto-optimalen
Punkte, die Minima der konvexen Kombination der Zielfunktionen sind. Eineiterameg des
Verfahrens [Hillermeier 2001] bertcksichtigt eine beliebige AnzahlZielunktionen. Es han-
delt sich um ein globales Verfahren, fir das die Zielfunktionen zalestetig differenzierbar
sein mussen.

4.6.8 Stochastische Verfahren

Mit Hilfe stochastischer Verfahren wird nach den globalen effteie Losungen eines Mehrziel-
Optimierungsproblems gesucht. Die Anwendung dieser Verfahren ist nuridavolls wenn die
Dauer der Berechnungen nicht kritisch ist, da im Allgemeinen diebAmiza Zielfunktionsaus-
wertungen sehr hoch ist. Die Verfahren arbeiten mit iterativnderden Suchbereichen, in denen
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die Zielfunktionen flr stochastisch erzeugte Parametervektoren aarsgiewerden. Stochasti-
sche Verfahren sind fur nicht differenzierbare Zielfunktionen geeigsegjbt aber auch Varian-
ten, die Gradienteninformationen einbeziehen [Timmel 1980].

4.6.9 Heuristische Verfahren

Heuristische Verfahren basieren oft auf Strategien, die in d&mrMeobachtet werden. Hierbei
sind insbesondere die auf genetischen Algorithmen basierenden Verfahrennam. Auf eine
"Population” werden genetische Operationen, etwa Rekombination, MutatemnSelektion,
angewendet. Es existieren eine Vielzahl von Verfahren, die naadndieésnzip aufgebaut sind
[Fonseca, Fleming 1995].

Die beiden Verfahren Ant Colony Optimization (ACO) fur diskretebdRrme [Dorigo, Gambar-
della 1997] und Particle Swarm Optimization (PSO) flr kontinuierllch& gemischt diskret-
kontinuierliche Probleme [Coello, Lechunga 2002] gehéren zu einer neuere Kasseuristi-
schen Optimierungsverfahren, die auf dem kollektiven Verhalten von Scewérenuhen.

4.7 MLaP-Optimierungsverfahren MOPO

Am MLaP wird seit vielen Jahren an der Optimierungssoftware ®IQRulti-Objective Para-

meter Optimization) gearbeitet ([Kasper 1985], [Luckel et al. 198%isper et al. 1990], [Jaker
1991]). Das Besondere an MOPO ist die konsequente Erhaltung der physikdabspretierba-

ren Einzelkriterien. Dieses Vorgehen wird z. B. auch im Verfaluer Gltevektoroptimierung
([Follinger 1994], [Kreisselmeier, Steinhauser 1979]) angewandt.chers MOPO und diesem
Verfahren bestehen einige Ahnlichkeiten, jedoch ist MOPO fiir dieipchkt Anwendbarkeit
besser geeignet (Verfahrenssteuerung/Konfiguration).

MOPO wird als instrumentelles Verfahren bezeichnet, bestehen#oauisinierten Optimie-
rungsalgorithmen (Gradientenverfahren, eindimensionale Minimumsucheuetd.yvurde bis-
lang fur eine Vielzahl von Anwendungen im mechatronischen Umfeld erfoigegigesetzt. Bei
MOPO handelt es sich um ein lokales, deterministisches Venfaldes prinzipiell fur eine
Online-Verarbeitung geeignet ist.

Das MOPO-Verfahren wurde am MLaP im Rahmen des DFG-Sonddrimigsbereich 376
"Massive Parallelitdt - Algorithmen, Methoden, Anwendungen" im Teas Teilprojekts C1
bestandig weiterentwickelt. Wichtiger Meilenstein ist hierdierarbeitung des Gradientenver-
fahrens (Formulierung des lokalen Problems als quadratisches Optigsproblem) und die
gleichzeitige Umsetzung des MOPO-Quelltextes von ADA nach AN$JMIinch 2001],
[Rasche 2004]). Weitere bedeutende Verbesserungen waren die Impteamgntines Quasi-
Newton Verfahrens, die Eliminierung von Startwertabhangigkeiten und dieitide von sog.
Erfillungsgraden [Minch 2003].

Gleichzeitig wurde an der Untersuchung des MOPO-Laufzeitverhaltemdinblick auf Echt-
zeitverarbeitung [Deppe et al. 2001/2] und an der Unterstlitzung deefmr&lystembewertung
durch MOPO gearbeitet [Deppe et al. 2003/1].

In den folgenden Kapiteln wird zunachst die bestehende MOPO-Impleregtieach [Minch
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2003] im Hinblick auf die Eigenschaften von Zielfunktionen (Zielgro3en, Erigdgrade), die
Anwendung von Parameterschranken und die mathematischen Grundlagen von Gradienten-
Quasi-Newton-Verfahren dargelegt. Verknipft mit diesen Grundlagen kénnerddeauf auf-
bauend die im Rahmen dieser Arbeit sehr wichtigen Aspekte des M@#@eitverhaltens und
der MOPO-Parallelisierung erklart werden.

4.7.1 Eigenschaften von Zielfunktionen

Die Zielfunktionen sollten fir lokale Optimierungsverfahren glinstigeenalis glatte und kon-
vexe Funktionen formuliert werden, da prinzipbedingt nicht zwischen lokalerglobdlen
Minima unterschieden werden kann. Bei nicht konvexen Optimierungs-ProblkemerMOPO
in einem lokalen Minimum oder am Parameterrand h&ngen bleiben. DdchaéNahl des Opti-
mierungs-Startpunktes werden verschiedene lokale oder globale Mirsnhésalng gefunden,
da das Verfahren im ersten gefundenen Optimum endet.

Grundsatzlich wird davon ausgegangen, dass eine Verkleinerung einer Zietfugiker Verbes-
serung entspricht. Dabei kann bei der Formulierung einer ZielfunktioMaxmmierungspro-
blem durch Vorzeichenumkehr in ein Minimierungsproblem umgewandelt werdenit Bine
Zielfunktion nur ein Minimum besitzt, muss sie konvex sein:

Eine in (a,b) differenzierbare Funktion f heil3t in (a,b) konvex von uwem fur alle X, %
aus (a,b) mit xungleich % gilt [Bronstein, Semendjajew 1989]

f(xy) = f(x,) + (%) (X, —X,) (4.11)

4.7.2 Skalierung

Fur ZielgroRen und Parameter werden vom Anwender obere und untere Schianéterem
Wertebereich vorgegeben. Diese Schranken (Limits) missen fim&arastrikt eingehalten
werden. Diese Forderung geht als Nebenbedingung in das Optimierungsvenfigheem Fur
ZielgrofRen sind das untere Limit als die bestmogliche und das obatalsmindeste Erfullung
des Optimierungsziels anzusehen.

Intern werden samtliche Berechnungen auf der Basis von skaliertemnG@hafdagefiihrt. Diese
Skalierung hat einen erheblichen Einfluss auf die Genauigkeit der naheriBerechnungen
und somit auf das Konvergenzverhalten bzw. das Ergebnis der Optimierundh[RRQOR]:

» Parameter werden intern linear auf das Intefvall.+1] skaliert, wobetl der unteren Para-
meterschranke untl der oberen Parameterschranke entsprechen.

» FUr ZielgroRRen hat es sich als sinnvoll herausgestellt, das Imtgdvatl] zur skalierten
Abbildung der unteren und der oberen ZielgroRenschranken (Limits) zu verwétidehel-
groRenwerte oberhalb des oberen Limits treten hier Werte grolset alsf. Unterhalb des
unteren Limits sind die Werte negativ.
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4.7.3 Erfullungsgrad von Zielgréf3en

Fur jede ZielgroRRe lasst sich bei bekannten oberen und unteren LimiEsfdkungsgrad der
ZielgroRe definieren; er entspricht dem intern verwendeten skali$¥ert einer Zielgrole
[Mlnch 2003]:

z(p,) —L;
ni - i\Fk i,Lower (4.12)
I-i,Upper_I-i,Lower

Durch die Skalierung werden die Zielgréf3en in ihrem Erfullungsgrad direkteumdnder ver-
gleichbar, so dass eine gemeinsame Darstellung, z. B. in ForsKiesdiagramms ("Radar-
Plot"), eine Ubersicht Giber den Erfiillungsgrad aller ZielgroRen erlaubt

- Inakzeptable Erfiillung
VAN

Minimale Erfiillung

Unteres Limit

Optimie-
rungsziel

Mittelwert

e

Oberes Limit Uberdurchschnittliche Erfiillung

@ = Skalierte ZielgroRenlage

Abbildung 4-6: Kreisdiagramm zur Darstellung der Erflllungsgrade

4.7.4 Begrenzung von Parametern

Die vorgegebenen Parametergrenzen sind im Zuge der Optimierung unbedinigakam da in
ihnen Wissen uber physikalisch unrealistische Werte oder tGber inSgbteEmzustande etc. ent-
halten ist. Die Parametergrenzen konnen prinzipiell explizit imn@gtungsalgorithmus oder
implizit in Form von zusatzlichen Zielfunktionen sichergestellt werde

Fur das Gradientenverfahren werden die Parametergrenzen imetizakbichtigt. Sobald ein
Parameter seinen Wertebereich verlassen hat, wird eine lmiiZielfunktion hinzugeftigt.
Deren Gradient wird so konstruiert, dass die gewtinschte Verkleinearggierung des Para-
meters durch die Minimierung der Parameter-Zielfunktion im Laufendehsten Optimierungs-
schritte erfolgt.

Auch fir das Quasi-Newton-Verfahren werden die Parametergrenpénitfmericksichtigt. Fr
jeden Parameter existiert eine skalare quadratische ZielfurjgtjgMinch 2003]:

4o () = G, 5+ 3 [y 8] (4.13)
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Fir diese Zielfunktion werden als obere und untere ZielgroRen-Litgitgwer » Li uppen di€
Parametergrenzen gewabhlt. Die Paramggeundh, ; werden so bestimmt, dass beim Einsetzen
der Parametergrenzen fiirgenau diese Schranken erreicht werden. Solange sich die Zielfunkti-
onswerte innerhalb der Schranken befinden, wird die zugehorige Zielfunktaber i@ptimie-

rung nicht bertcksichtigt, sie ist passiv. Sobald die Parameteegréiuer- oder unterschritten
werden, wird die Zielfunktion aktiv einbezogen. Das Optimierungsverialime dann versu-
chen, diese Zielfunktion zu minimieren, so dass der zugehdrige &arameder in seine vorge-
gebenen Grenzen verschoben wird.

4.8 MOPO-Gradientenverfahren

In Anlehnung an bewéhrte skalare Optimierungsmethoden arbeitet auch &@43-@i@dienten-
verfahren in zwei Schritten [Minch 2003]:

1. Losen eines lokalen Problems durch Berechnung einer Suchrichfunggehend von einem
Startparametervektqg oder dem letzten Optimierungsschpitt

2. L6ésen eines globalen Problems durch Berechnung eines neuen Parameservektor
Prr1 = Pyt A Ly

Dies kann man sich anhand der bereits bekannten Skizzen von zwei Zielgnt&geidimen-

sionalen Parameterraum folgendermalfien vorstellen:

A
Pi

Schrittweite A,

poy
-

P

Abbildung 4-7: Lokales und globales Teilproblem beim Gradientefalaen

Ausgehend vom Startparametervekigy, wird zunachst die Suchrichtuigy bestimmt, die eine
grof3tmogliche Verbesserung beider Zielgro3en verspricht (lokales Probleitigser Suchrich-
tungd, wird nun das\, gesucht, das die maximale Verbesserung beider Zielge\aekt.

Man stelle sich vor, dass ausgehend pgnin Richtungd,, der Weg fliiz; undz, zunachst ins
Tal fuhrt. Es gibt jedoch einen Punkt, an dem der Weg (immer inuRighf) zumindest fur eine
ZielgroRe wieder ansteigt, wenn unterstellt wird, dass die MimleraZielfunktionen nicht im
Unendlichen liegen. Dieser Punkt wird genau durch das Ende des Diffektamzvg, gekenn-
zeichnet. An dieser Stelle ist dete Optimierungsschritt beendet. Es ist nun ein neues lokales
Teilproblem zu Iosen, d. h. eine Bestimmung einer neuen Suchrictitipigvoran sich wieder
das globale Teilproblem zur Bestimmung vap, ; anschliel3t etc., bisaggtoFoptimaler
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Punkt erreicht ist.

4.8.1 Numerische Gradientenberechnung

Da die Zielfunktionen im Allgemeinen nicht analytisch vorliegen, wedierbenétigten partiel-
len Ableitungen numerisch berechnet. Dazu missen die Zielfunktionendglatteinmal stetig
differenzierbar sein. Fur die Berechnung der partiellen Ableitund dar rechtsseitige (Vor-
warts-) Differenzenquotient jeder Zielgré(3e fur jeden Paramgetaitdet:

iz_i - Z,(py + Ap) —z(p,)
Py Ap

(4.14)

Diese Berechnung wird fir alle Zielgrézen und Parameter durchgefizhdieDParameter ska-
liert sind und somit den gleichen Wertebereich haben, kbnnen alle ParanitedemselbeAp
ausgelenkt werden.

Um die Genauigkeit zu steigern, kann auch eine Differentiation 2. Ordrmmgndet werden.
Allerdings ist hierflr die doppelte Anzahl an Zielfunktionsauswertungenematiy. FUr die
Berechnung der partiellen Ableitung wird vom Parameterpjertach rechts und links urip
ausgelenkt. Es ergibt sich der sogenannte zentrale Differenzenquotient:

9z _ 7(py + 8p)-7 (P~ Ap)
opy 2[Ap

(4.15)

Mittels dieser Ableitungen kann fur jede Zielgrader Gradientenvekt@;(p) gebildet werden:

]
6,(p) = Oz(p) = Fﬁ 9% 3‘—'] (4.16)

Die Gradientenvektoren aller Zielfunktionen werden in der sogenanntenrieiigifkeitsmatrix
Sspaltenweise angeordnet:

0z, 9z, 0z,
op; O0py T Opy
S=1099y -9, 1=| ... .. .. . (4.17)
0z, 0z, 0z,
0P, 0Py 0Py

4.8.2 Lokales Problem

Das sogenannte lokale Problem besteht aus der Bestimmung einerf8ucbdg die es erlaubt
eine moglichste steile Abstiegsrichtung fur jede einzelne aktiekydide (vgl. Kap. 4.8.4) zu
gewahrleisten (zum Vergleich: Fur skalare Optimierungsprobleme wéainl im Gradientenver-
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fahrendy, = -g(p)). Die Bestimmung einer Suchrichtudgfur die Mehrziel-Optimierung soll im
folgenden als ein skalares quadratisches Minimierungsproblem fornwietén. Dazu betrach-
tet man zunachst die Winkel  zwischen der Suchrichtynignd den einzelnen (aktiven) Gradi-
enteng;(p) Uber ihr Skalarprodukt:

cosy, = 4 [6,(p) (4.18)

' |dy Ogi(p)) '
Wenn es gelingt den maximalen Winkgl.,,, ~ mdglichst klein zu halten, smérateine gut
balancierte Suchrichtund, gefunden. Als Rand- und Abbruchbedingung gilt, dass ylie im
Intervall[0° ... 90°[ liegen mussen. Die Suche nach einem moglichst kleinen maximalenlWinke
l&sst sich dann als skalares quadratisches Minimierungsproblem itmemul

Min{—————l———} (4.19)

(COS/i,max)2

Der Ansatz zur Bestimmung der Suchrichtahgst im dreidimensionalen Parameterraum sehr
anschaulich zu beschreiben [Minch 2001]: Gesucht ist der Kegel, deralestét Winkel

Yi max ZWischen der Mantelflache undj-aufweist, wobei alle Gradienten im Inneren des Kegels
oder auf seiner Oberflache liegen sollten. Ist ein solcher Kgedehden, gewahrleistet dies, dass
alle Gradienten maximal im Winkej ..,  zdcliegen. Der Gradieng, sei fir das Beispiel
passiv und muf3 nicht einbezogen werden:

Abbildung 4-8: Gradienten im 3D-Parameterraum und Suchrichtyng d

Da lediglich die Richtung vod, gesucht ist, wird der Betrag vdp festgelegt zu:

1

d| = ——— 4.20
‘_k‘ Cowi,max ( )

Dann gilt auch:
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1

s = [l (4.21)
(Cowi,max)

Jetzt kann das Minimierungsproblem aus Gl. 4.19 auch folgendermalRenwertdeh:

Min{ |d,/*} (4.22)

Dabei muss die Nebenbedingung gelten, dass alle Winkel  kleiner oderyle ., sind.

Quadratische Probleme mit Nebenbedingungen in dieser Form lassen sitldasiStandard-
verfahrenActive-Set-MethodgGill, Murray 1978] I6sen. In diesem Verfahren wird die Losung
des Optimierungsproblems auf das iterative Lésen von Gleichungssystanadier Ordnung
zuruckgefuhrt. Dieses Verfahren eignet sich fiir eine echtzeitf#miglementierung.

4.8.3 Globales Problem

Bei bekannter Suchrichtung muss das sog. globale, nichtlineare Pigditishwerden. Hier soll
die optimale Schrittweite fur das Fortschreiten in die Richtiygrmittelt werden, so dass sich
eine moglichst grol3e Verbesserung aller ZielgroRen ergibt:

Prr1 = Pt ALy (4.23)
Dazu wird eine iterative eindimensionale Minimumsuche (Liniensugbkeyendet [Munch
2003]. Es wird solange iteriert, bis sich eine Zielgréf3e versclelechtitt bereits beim ersten
Schritt der Minimumsuche eine Verschlechterung einer ZielgroResauwibjrd die Iteration von
dort aus rickwarts weitergefihrt. Beim Vorwéartsschreiten wiedSaihrittweite in jedem Schritt
verdoppelt, beim Ruckwartsschreiten in jedem Schritt halbiertHilfie der letzten zul&dssigen
Zielfunktionswerte wird abschlieRend fir jede ZielgroR3e eine quadratisterpolation (vgl.
Abbildung 4-9) durchgeflhrt. Als Ergebnis erhalt man eine Schrittweit&ir jede einzelne
ZielgrolRe, die anhand der Lage des Minimums der interpolierteruédgidn ausgewahlt wird.
Als globale Schrittweite wird der kleinsde  -Wert ausgewabhit:

A = min(A;) (4.24)
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Abbildung 4-9: Minimumsuche und quadratische Interpolation fleetielfunktion

4.8.4 Aktive und passive Zielgrél3en

Im MOPO-Gradientenverfahren wird zwischen aktiven und passiven dgegrunterschieden.
Durch diese Einteilung wird das Verfahren derart gesteuert, delgsdRen unterhalb ihres unte-
ren Limits (passive Zielgréf3en) sich verschlechtern dirfen. Dagegesemsich die Zielgro3en
oberhalb ihres unteren Limits (aktive Zielgrof3en) in jedem Optimieschg# verbessern. Die
Einteilung in aktiv und passiv erfolgt nach jedem Optimierungsschritt DieuEinteilung der
ZielgroRen hat fir den Optimierungsalgorithmus folgende Auswirkungen:

* Nur aktive Zielgrof3en werden im lokalen Problem zur Suchrichtungsbestimranmgndet.
» Aktive Zielgréf3en durfen sich im globalen Problem nicht verschlechtern.

» Passive ZielgroRen dirfen im globalen Problem ihr unteres Limit ilbgrschreiten.

4.9 MOPO Quasi-Newton-Verfahren

Zur Verbesserung des bisher verwendeten Gradientenverfahrens wirdasinN@wton-Verfah-
ren [Broyden 1967] herangezogen. Die Vorteile des Verfahrens liegen gedegeren Anzahl
von Zielfunktionsauswertungen, da durch die quadratische Approximation grof3ewdent
zur Minimumsuche entstehen. Das macht das Verfahren auch robustemgeggrische Unge-
nauigkeiten oder verrauschte Zielgrof3en. Ein Nachteil ist im erh&#elnenaufwand pro Opti-
mierungsschritt zu sehen. Ublicherweise ist jedoch der Rechenauflganderfahrens im Ver-
gleich zu dem der Zielfunktions-Auswertung vernachlassigbar.

Beim Quasi-Newton-Verfahren wird jede einzelne Zielfunkizpan den Stelle, durch eine
eigene quadratische Ersatzzielfunkti(}(k approximiert, indem neben dem Gradientenvektor
auch die geschatzte Hesse-Matrix genutzt wird:

G.(s) = z(p) +9,(pY) T+ % [ O, (p,) Dy (4.25)
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Dabei ist allerdings die Bestimmung der Hesse-Mady(x,) mit grofRerem Aufwand verbunden
als nur die beschriebene numerische Bestimmung des Gradientenggkigraher wird die
Hesse-Matrix mit Hilfe eines Schatzverfahrens durch die M&t{ik angendahert [Munch 2003].
Dazu wird ein iteratives Aufdatierungsverfahren nach Broyden-Fle@bklfarb-Shannon
([Fletcher 1980], [Bronstein, Semendjajew 1989]) verwendet:

~ ~ T T
~ Hi, i LAp, L(H;,« LAP,) +A9i,km9 ik

Hike1 = Hi— T - T (4.26)
Ap ' [Hi « LAp, A i LBy

Ap, = Py, 1Py (4.27)

Ag, = 9P 1) —9i(Py) (4.28)

Als Bedingung muséi,k positiv definit sein, so dass nur konvexe und glafteKienen auf-
treten. Gestartet werden kann mit einer beliebigen positiv cefietrix, z. B. der Einheitsma-
trix. Damit H;  + 1 positiv definit bleibt, muss erfullt sein:

Ag',  p, >0 (4.29)

Falls diese Bedingung nicht zutrifft, wird der zugehdrige Aufdatieruhgsisibersprungen.

4.9.1 Quadratisches Ersatzproblem

Mit der Kenntnis des Gradienten und der Naherung der Hesse-Ma#ixsiéh ein quadratisches
Ersatzproblem formulieren [Mtinch 2003]:

6.(50 = 7(p) +9,(p) DB+ 3 T (i (p,) & (4.30)

Min{q, (s} (4.31)

Dieses Ersatzproblem hat die Eigenschaft, dass die realénnKtednen in der Umgebung von
Py quadratisch approximiert werden. Durch Losen dieses Ersatzproblév@ls man eine
Abschatzung fir die Lage des Optimums des realen Optimierungsproblems.

Als Loésungsverfahren fur das Ersatzproblem kann das oben beschrieberent@®nagirfahren
genutzt werden, das nun die Ersatzzielfunktionen verwendet, um Uber dem lokdlden globa-
len Schritt den ndchsten Parametervektor (s. Gl. 4.23) zu bestingiiastiger ist aber ein Ver-
fahren, das die Vorteile der symbolisch beschriebenen Ersatzzighekiausnutzen kann.

Unter der Annahme, dass die Nebenbedingungen erflillt sind, kann ein éfanetaler Punkt
s¢* des Ersatzproblems durch das skalare Funktigpes, ) folgendermal3en Ibescie-
den:
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n

0u(s) =3 ik (8 (4.32)

S o=l (4.33)

s* ist dann ein sog. Karush-Kuhn-Tucker (KKT-) Punkt des skalaren Funktigpeds) . Die
KKT-Bedingung 1. Ordnung (ohne Nebenbedingungen) als Notwendigkeit flr einen &atreto-
malen Punkt des quadratischen Optimierungs-Ersatzproblems lautet:

n

Oge(s ) =

’ ik 00 (8) = 0 (4.34)

Die Variablena; , geben hier an, welcher Punkt der Paretomenge beraafthesie spannen
auf der Paretomenge ein Koordinatensystem auf (vgl. Kap. 4.3).38lsdll nun naclg, aufge-
|0st werden. Zunachst wird daher Gl. 4.32 ngattifferenziert:

n

T5.00a(8) = X i 1g(R)" + Hilp) (&) (4.35)

| =
Mit Gl. 4.34 ergibt sich daraus als Notwendigkeit fur einen Pareioraj@n Punkt:

n

T Ry ki) B = 0 (436)

Diese Gleichung wird nacly* aufgelost:

S(@) = -m(@ 0o (0 @.37)

n

m(a) = (¥

o TF(p) (4.38)

Diese Ausdrucke beschreiben die Lage eines Paretopuskt@s Abhangigkeit der Faktoren
a;  fur das quadratische Ersatzproblem in der Umgebung des Parameispieei Gl. 4.37
zusammen mit Gl. 4.38 handelt es sich um ein lineares Gleichuregasysts mit Standardver-
fahren geldst werden kann.

Zur Invertierung vonm,(a) wird in MOPO die Cholesky-Zerlegung angewandt, dielnur f
symmetrische, positiv definite Matrizen durchfuhrbar ist. Diati m,(a) ist dann positiv
definit, wenn alleH;(p,) positiv definit sind und altg ,  groBer oder gleicH Blot. Die
Bedingung, dassii(p,) positiv definit ist, wird bereits flr das BFG$aleen vorausgesetzt
(vgl. Kap. 4.9, GI. 4.29) und wird dadurch erzwungen, dass notfalls def Bft@latierungs-
schritt ibersprungen wird.
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4.9.2 Definition des Optimierungsziels

Zur Ermittlung eines geeigneten Optimums werden zwei Forderungetitgbiach 2003]:
1. Das Optimierungsergebnis soll ein Pareto-Optimum sein.

2. Die Erfullungsgrade aller Zielgro3en sollen den selben Wert anstrebe

Insbesondere die zweite Forderung hat einen sehr grof3en Einfluss aagulienenden Opti-
mierungsergebnisse und die implementierte Algorithmik des Verfahiresgeesamt ergibt sich
eine Balancierung der Zielgré3en, die sich in der Praxis bewahrt hat:

selektierter effizienter Punkt
ist min(Z,)
A selektierter effizienter Punkt A Z(R
Z, Z, \—/ —( )

Upper,1 \/ Z(R) LUpper,1 \

Lower,1 Lower,1

z, L L z,

L L

Lower,2 Upper,2 Lower,2 Upper,2

Abbildung 4-10: Verwendung der ZielgréRenlimits zur Ermittlung vdarchsto3punkten

Beide Forderungen lassen sich graphisch sehr gut veranschaulichen (vgtiuAdpbdl-10).
Durch die Konstruktion einer Geraden durch die Schnittpunkte der Begrenzudgsgeea obe-
ren und der unteren Limits wird ein effizienter Punkt im ZielgrodenréDurchstol3punkt) aus-
gewahilt.

Falls ein solcher Durchstof3punkt nicht existiert (vgl. Abbildung 4-10 redeib, wird die im
gesamten Bereich schlechtere ZielgroRe (hier Zielgrg)kalein berlicksichtigt und die bessere
ZielgroRe (hier ZielgroRs,) als passiv gesetzt.

Die praktische Umsetzung zur Balancierung der Zielgrol3en im allgeméviehrgrof3enfall
erfolgt durch die Unterscheidung von sogenannten aktiven und passiven Zielgrof3en.

4.9.3 Aktive und passive Zielgrol3en fur das Quasi-Newton-Vexhren

Eine Pareto-Optimalitat wird durch GIl. 4.37 sichergestellt. Baederung nach gleich guter
Erfillung aller Zielgré3en bedingt eine Unterscheidung zwischen aktiven seivgra Zielgro-
Ren. Die Definition fur aktive und passive Zielgrof3en entspricht nicHDefmition, wie sie fur
das Gradientenverfahren verwendet wird.

Damit eine ZielgroRe passiv ist, missen zwei Bedingungen erfiilitBer zugehoérige Faktor
a; . muss gleich 0 und der zugehdrige Erfullungsgrad besser als der DurdhseimiDamit
ergibt sich die Menge der aktiven Zielgrol3en zu:

0 = (o >0y 0 dIni(a,) >n(a,) (4.39)
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Der durchschnittliche Erfullungsgrad aller Zielgrof3en lautet:

@) = X niay (4.40)

Aufgrund der gegenseitigen Abhangigkeit beider Gleichungen wird ein Iteratitatses zur
Ldsung verwendet [Minch 2003]. Nach der L6sung beider Gleichungen stehen die aktive
die passiven ZielgrolRen fest, und es lasst sich fur jede Zielgndfkslie von Gl. 4.12 und Gl.
4.40 ein aktuelles Optimierungsziel abschétzen:

qi,k(gk) = ﬁ(gk) [(Li, Upper ™ I-i, Lower) + I-i, Lower (4-41)

4.9.4 Losen des quadratischen Ersatzproblems

Um die optimalen Faktorea; ,  zu finden, wird die folgende skalare queairatFunktion mit
Hilfe eines konjugierten Gradientenverfahrens (Eingréf3enfall) minimier

o) = X (90 =8 )’ (4.42)

Far das konjugierte Gradientenverfahren wird die partielle Ableitungoach a, benotigt.
Diese kann vorab symbolisch bestimmt werden und lasst sich in zidil@gungen aufteilen:

- (4.43)
agk oS, a, '
Durch Ableiten von Gl. 4.42 nacj ergibt sich:
ark = 7 aqi,k aqi,k
0s, Z:i 0 D2 k= 1) E( os, a_sk) (4.44)

Die partielle Ableitung der Zielfunktiog, , nachs ergibt sich durch Differentation von Gl. 4.30:

aqi, B ~
‘a;;k = g.(p)" +Hi(p,) B (4.45)

Die partielle Ableitung des Optimierungsziejs, naghbrgibt sich durch Differenzieren und
Einsetzen aus Gl. 4.12, GI. 4.40 und Gl. 4.41:

aqi,k I-i,Upper_I- 1 aqi,k

i,Lower
= . K
0s, [ DZ:j DDLj,Upper_Lj,Lower 08,

(4.46)

Die fehlende partielle Ableitung vapnacha, zur Vervollstandigung von Gl. 4.43 ist recht auf-
wendig herzuleiten. Eine Beschreibung findet sich in [Minch 2003]. Hietusedas Ergebnis
dargestellt:
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0s,

6gk - _(Z

i=1

~ 1 .
Uik Dji(pk)) qg;(p) " +Hi(py) () (4.47)

4.9.5 Konjugiertes Gradientenverfahren

Zur Minimierung von Gl. 4.42 wird ein konjugiertes Gradientenverfahren veteteEs basiert
ebenso wie das reine Gradientenverfahren auf einem lokalen und einetarg®daritt:

1. Losen einefokalenProblems, d. h. Berechnung einer Suchrichtjng anhand des Parame-
tervektorsa, , :
de+q = —0r(o,, )+ Y, (4.48)

2. L6sung eineglobalenProblems, d. h. Berechnung eines neuen Parametervgdf(tggs aus
der Schrittweite\|, durch eindimensionale Minimumsuche (Liniensuche):

o, = a +A (4.49)

Fir die Bestimmung der Suchrichtudig ; und der Gewichtung der vorherigen Suchrichtifpg
wird die oben hergeleitete partielle Ableitung vgnnacha, verwendet (s. Gl. 4.43). Die
Gewichtung der vorherigen Suchrichtung wird nach der Polak-Ribiere \@afRapageorgiou
1996] des konjugierten Gradientenverfahrens berechnet:

_k+1)

_[or(a,, ) =0Or(a)]' r(a

k (4.50)

Dr(gk)T D]r(gk)

4.9.6 Zusammenfassung

Das MOPO-Quasi-Newton-Verfahren ist in zwei Varianten verfugidéanch 2003]. Die Unter-
schiede liegen in der Art der L6sung des quadratischen Ersatzproble@is4.30). Dieses Pro-
blem kann entweder mit dem beschriebenen MOPO-Gradientenverfahranggliiesn oder mit
dem erlauterten Ansatz. Dieser nutzt die Tatsache aus, @éaggatiratischen Ersatzzielfunktio-
nen in symbolischer Form vorliegen. An dieser Stelle soll nun kurazrmnsagefasst werden,
warum dieser Ansatz trotz der Verwendung der KKT-Bedingung 1. OrdnuiiRaféto-Optima-
litdt (s. Gl. 4.34) nichts mit dem Optimierungsverfahren der "gat@ten Summe" gemeinsam
hat. Das Verfahren der "gewichteten Summe" steht im Widersgurohobersten Grundsatz fur
die Mehrziel-Optimierung mit MOPO, namlich der Erhaltung von physitalisterpretierbaren
Einzelkriterien auch in allen internen Ablaufen. Diesem Grundsatt durch die folgenden
Aspekte Rechnung getragen:

* Pro ZielgroRe wird in jedem Optimierungsschritt eine eigene neue tjsadeaErsatzziel-
funktion ermittelt.

* Die Variablena; , (Gewichtungen) werden zunachst nur genutzt, um aBédeiomenge ein
Koordinatensystem zu definieren; es wird nicht versgglis, ) Zu minimiere
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* In jedem Optimierungsschritt werden aktive und passive Zielgré3ertedtmit
» FUr jede einzelne ZielgroRe wird ein eigenes Optimierungsziall(i@rfsgrad) abgeschatzt.

» Zur optimalen Balancierung der Zielgro3en (Sub-Optimierungsproblem) wedreevaria-
blena; , mit Hilfe eines konjugierten Gradientenverfahrens bestimmt.
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5 Verteilte Echtzeitsimulation

5.1 Differentialgleichungen zur Regler- und Modellbescleibung

In der Regelungstechnik wird als grundlegende mathematische BeschreibuAgsthads-
raumdarstellung mit den Eingange(t), den Ausgangew(t), den Zustandex(t) und den zeitin-
varianten Parametepwerwendet. Bei der Zustandsraumdarstellung handelt es sich umvaeiti
riante, explizite, nichtlineare Differentialgleichungen 1. OrdnungAnfangsbedingungen:

x(t) = F((t), (), p) mitx, = X(ty) (5.1)

y(t) = g(x(1), u(t), p) (5.2)

Eine besonders wichtige Stellung nehmen die zeitinvariahtearen Systeme (LZI) in
Zustandsraumdarstellung ein, da fur sie eine umfassende und geschBystenmstik zur linea-
ren Analyse und zum Reglerentwurf existiert ([Follinger 1994], [Ludyk 1980}akernaak,
Sivan 1972)):

X(t) = A(p) k(1) + B(p) [L(Y) (5.3)

y(t) = C(p) k(1) + D(p) Lu(t) (5.4)

Die Zustandsraumdarstellung ist die Grundlage der mittleren, n@mdien Verhaltensebene des
am MLaP entwickelten Objektmodells der Mechatronik (OMM), dazaidreiche Vorteile fur
die Analyse, den Reglerentwurf, die Modell-Strukturierung und die nucherischtzeitverarbei-
tung bietet.

Andere Ansatze (z. B. in DIVA, SPICE, ADAMS und SIMPACK) bemait Differential-Alge-
braische Gleichungen (DAES) zur Beschreibung von physikalischen SystBraeModellbil-
dung fuhrt normalerweise auf diese Form, wenn man die Modellgleichungeerimrspringli-
chen, den Prozess beschreibenden Form belédsst. Daher werden diesydd#me auch als
Deskriptorsysteme (describere (lat.) = beschreiben) bezeit¢hiaetls Besipiel eine semi-expli-
zite Darstellung. Man bezeichnkgls Deskriptormatrix und als algebraischen Zustandsvektor:

Jxaudx="1f(xaud (5.5)
O=g(xautd (5.6)

5.1.1 Echtzeitfahige Verfahren zur numerischen Simulation

Nachfolgend werden die Grundlagen fir die numerische EchtzeitsimulatiotModellen in
linearer und nichtlinearer Zustandsraumdarstellung skizziert.

Lineare numerische Simulation

Die lineare Simulation basiert auf der numerischen oder symboligiseimg der Zustandsglei-
chung (Gl. 5.3, GI. 5.4) des zugehorigen linearen Systems. Die LosuBAgsdandsgleichung im
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Zeitbereich hat allgemein folgende Form [Ludyk 1990]:

t
x(t) = eA[tD_(O+IeAE(t_T) [B [u(t)dr (5.7)
0

Dabei existieren effiziente numerische Verfahren, um die sogen&umdamentalmatrix des
Systems zu bestimmen:

o(t) = & (5.8)

Nahert man die Losurx(t) fur diskrete Zeitpunkt&T (k=0,1,2,3...) mit konstanten Werta(k),
y(k) undx(k) wahrend des Abtastintervallsfir die Verarbeitung im Digitalrechner, so lasst sich
schreiben:

.
x(k+1) = 7 (k) + jeA T4 B LK (5.9)
0

Dies bildet die Basis zur digitalen, linearen, numerischen Stionlait Hilfe der Fundamental-
matrix [Ludyk 1990] und kann folgendermaf3en umgeformt werden:

x(k+1) = ©(T) X(K) + (@(T) - 1) A (B U(K) (5.10)

Dieses rekursive, zeitinvariante Differenzengleichungssystem kanrefzient und mit kon-
stanter Laufzeit digital geldst werden und ist daher sehr gutrfé@rEshtzeitverarbeitung geeig-
net.

Nichtlineare numerische Simulation
Bei hoher Komplexitat von Modellen in nichtlinearer Zustandsraumdanstelst eine analyti-
sche Losung der Differentialgleichungen nicht moglich. Hier bietbtesite numerische Losung
des in Gl. 5.1 beschriebenen Anfangswertproblems auf Basis der tiaiegler Gleichung an:
51
X(ty) = o+ [H(1), u(Y), p)dt (5.11)
tO

Nahert man die Losurx(t) fur diskrete Zeitpunkt&T (k=0,1,2,3...) mit konstanten Werta(k),
y(k) undx(k) im AbtastintervallT=t, .4 - t , So lasst sich schreiben:

x(k+1) = x(K)+ [ f(x(K), u(K), p)ct (5.12)

ty

Zur Losung dieser Gleichung existieren diverse Verfahren zur nuimmeniséntegration
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([Schwarz 1993)).

Die einfachste Mdoglichkeit ist das Euler EinschrittverfahrerofBtein, Semendjajew 1989].
Hierbei wird der Integralausdruck aus Gl. 5.12 als RechteckflaaghEdteef(x(k), uk),p) und
der Breiteh (mit h=t,,, - t) interpretiert. Man erhalt eine nichtlineare Differenzenglery
erster Ordnung (Anfangswenrt@) undu(0) sind bekannt):

x(k+1) = x(K) + h (x(k), u(k), p) (5.13)

Das Euler-Verfahren hat prinzipbedingt einen grossen Verfahrensfehldass mit sehr kleinen
Schrittweitenh gerechnet werden muss. Daraus resultieren zusatzlich grosse alkkterfilin-
dungsfehler.

Bessere numerische Genauigkeit liefern Einschrittverfahren ht@edeung, wie das Heun-
Verfahren (2 Auswertungen vd(x,u,p) im Intervallt,,, - t) und das Runge-Kutta-Verfahren 4.
Ordnung (4 Auswertungen vd(x,u,p) im Intervallt, ., - t) [FOllinger 1994]. Diese Verfahren
erlauben aufgrund der Zwischenauswertungen eine grol3ere Integrationgsitarittit besserer
numerischer Genauigkeit, verursachen aber auch erhéhten Rechenaufweaaddiiie Simula-
tion auch erhdohten Kommunikationsaufwand) als die Verfahren 1. Ordnung.

Die genannten Integrationsverfahren sind im Bereich der Echtzeisioruhaufig angewendet.
Sie erlauben eine effiziente und deterministische Verabeitunghnatlem Rechenzyklus glei-
chem Verarbeitungsaufwand. Von der numerischen Genauigkeit her sitldrsimgs ausgekli-
gelten Verfahren mit variabler Schrittweite und Unstetigkeitétiet® ([Oberschelp 1998],
[Stumpe 1996]) deutlich unterlegen, so dass ihre Anwendung fur die Edhta&tson immer
nur ein Kompromiss zwischen Genauigkeit und Echtzeitfahigkeit sein kann.

5.1.2 Datenflussgraph zur Nichtlinearen Simulation

Die Betrachtung des Datenflusses eines Systems auf Verarbeliengsst ein wichtiges Hilfs-
mittel um das System zu analysieren und das Potential fir Rai@ileng und Verteilbarkeit zu
bestimmen. Der Berechnungsgraph zur Systemreprasentation auf ddreMengsebene des
OMM (vgl. Gl. 5.1 bis Gl. 5.4) kann als Datenflussgraph (DFG) aafgtfwerden. Nach [Teich
1997] sind Datenflussgraphen gerichtete Graphen in denen Knoten AktivitdteKanteh
gerichteten Datenfluss reprasentieren. In einem Datenfluss nvdiel@\ktivitaten (Berechnun-
gen) allein durch die Verfligbarkeit der Daten gesteuert.

Entscheidender Punkt ist die Auswahl einer geeigneten Granularit@tefintion der Knoten
von Datenflussgraphen. Im Hinblick auf eine verteilte Simulationebégtin Knoten des DFG
fur die NL-Simulation aus Gl. 5.1 und GIl. 5.2, wobei Gl. 5.2 noch eiremégjeteilt wird

([Deppe, Homburg 1998], [Stolpe 2004]):

1) Nicht-Durchgriffs-Knoten des DF@\D-Knoter): Berechnung aller Ausganggp, die sich
aufgrund der aktuellen Zeit, der inneren Zustande oder deren AnfangsbedingungenRard-de
meter berechnen lassen. Dieser Knoten hat die Eigenschafty dassee sofort ausgeftihrt wer-
den kann, da keine Eingéange abgefragt werden mussen:
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Yno(D = gyp(X(D). p) (5.14)

2) Durchgriffs-Knoten des DF@ED-Knoten): Berechnung aller restlichen Ausgange die
direkt von Eingangenp abhangen. Durch die direkte Verknupfung von Ein- und Ausgangen bil-
den die Durchgriffs-Schritte sequentielle Abhangigkeiten zwischen Knoten:

3) Zustands-$tate-)Knoten des DFGS-Knoten): Berechnung der neuen inneren Zustande des
DGL-Systems. Die Berechnung kann auch von Eingangefhangen, Ausgange werden nicht
berechnet. Die Anderungen der Zustande wirken sich beim nachsten ddfgohbdes ND-
Schritts aus. Fur die NL-Simulation besteht der Zustands-Schrider Berechnung der
Zustandsableitungen und der Berechnung der neuen Zustande mit Hilfe von renéniggra-

tion:

X(t) = %o+ [f(X(1), ug(t), p)t (5.16)
to

Die Anwendung der oben beschriebenen Regeln zur Definition von Knoten und Kiandem f
Datenflussgraphen der NL-Simulation fahrt unmittelbar auf folgende gdgEhiBarstellung, die
eine Mischung aus Blockdiagramm und Graphendarstellung ist:

ND
Yup() = gup(x(D), p)

MND

A\ 4

yp(0) = g,(x(0), up(0), p)

v

Yo

h

x(t) = xo+ [f(x(0), ug(0), p)at

fy

Abbildung 5-1: Datenflussgraph fiir die NL-Simulation

5.1.3 Verteilte Nichtlineare Simulation

Zur durchgangigen Erhaltung der modular-hierarchischen Systemstruktur AWIS, MFM)
des OMM bis auf die Verarbeitungsebene muss die Simulation auf medlatenflussgraphen
basieren. Dabei hat jeder einzelne DFG die Struktur und die Stdlldttgeemald Abbildung 5-1.
Jeder Teil-DFG kann dann in einem Rechnernetzwerk platziert werte kommuniziert seine
Ein-/Ausgange uber Nachrichtenkopplung.

Die nachfolgende Abbildung zeigt links modular-hierarchisch organisierteerBglemente
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(z. B. MFMs) mit deren Ein-/Ausgangsbeziehungen. Auf der rechtea Sed die zugehdrigen
gekoppelten Datenfliisse nebeneinander dargestellt, so dass die vorhamdieldd®doei der
NL-Simulation erkennbar wird:

#1 #2 #1 #4 #3

R > ND ND ND ND
oK

o D

)

| #4 D

#2 ' < > #3 \
D S D
X e >—*’L~, <« >

Abbildung 5-2: Beispiel fir eine modulare NL-Simulation mit gekeften DFGs

Diese Art der modularen Simulation auf Basis gekoppelter DF@&t biele Vorteile:

1. Die physikalische Systemstruktur kann erhalten bleiben und dient alb¥argaVerteilung.

2. Simulierte Module sind fur die HIL-Simulation einzeln gegen r&&dule austauschbar.

3. Test und Inbetriebnahme kénnen schrittweise erfolgen.

4. Mit verteilter Hardware lasst sich ggf. die ParalleiitiDFG in Rechenzeitgewinn umsetzen.
5

. Teile kbnnen fur sicherheitskritische Anwendungen dupliziert werden (Rett)nda

Randbedingungen und Einschrdnkungen

Grundvoraussetzung fur die verklemmungsfreie Ausfiihrbarkeit der modularatatamist die
Kreisfreiheit des gekoppelten DFGs. Ist dies nicht der Falingss eine andere Aufteilung des
Gesamtsystems in Teil-DFGs vorgenommen werden.

Die gewahlte Schnittstelle (Ausgangs ynp und Eingangep, ug) fur jeden Teil-DFG dient zur

Blackbox-Kopplung der Module. D. h. es werden keine weiteren Daten agsl®&mberechnun-

genin den ND-, D-, S-Knoten benétigt, so dass der mathematischedahkhoten nach aussen
nicht bekannt ist. Trotzdem reicht eine Schnittstellen-Kompad#biur Kopplung nicht aus, um
das gleiche Ergebnis wie bei einer zentralen Losung des urspringlickemiSgstems zu erzie-
len. Es sind folgende Randbedingungen zwingend einzuhalten:

» gleiche Simulationsschrittweite

» gleiches numerisches Integrationsverfahren

» Datenaustausch in den Haupt- und Nebenschritten des Integrationsverfgppnger 1994]
» gleiche numerische Zahlengenauigkeit

Werden diese Randbedingungen verletzt, so entstehen zuséatzliche nuenEebter, die das

Ergebnis der Simulation vollig unbrauchbar machen kénnen. Will man zur Redkeszarnis
dennoch verschiedene Simulationsschrittweiten nutzen, so ist einesEe&teung notwendig
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[RUkgauer 1996].

5.2 Laufzeitplattform zur modularen Echtzeit-Simulation

Fur die modulare Echtzeit-Simulation wird IPANEMA (vgl. Kapife#l) als Laufzeitplattform
verwendet, da IPANEMA nach einem offenen einfach zu erweiterBdakastenprinzip aufge-
bautist. D. h. es liegen modulare SW-Bausteine als Quellt&ti#i1-C vor, die weitest moglich
Hardware-unabhéngig weiterverwendet werden konnen. Der \ollstandigkeit balba auch
zwei weitverbreitete industrielle Lésungen zur modularen EckH&eitlation im HIL-Umfeld
erwahnt, die allerdings nicht vollstandig offen und erweiterbar sind:

Kiffmeier [Kiffmeier 1995] realisiert modulare Echtzeit-Ingphentierungen von regelungstech-
nischen Anwendungen durch automatische Code-Generierung auf der Basis \kuliaBlacn-
men. Dabei wird in einem SIMULINK-Blockdiagramm [MathWorks 1992Jtinur die eigent-
liche Modelldynamik, sondern auch die Struktur des Netzwerkes inklusive de
Kommunikationsverbindungen zwischen den Prozessoren festgelegt. Diesschgrafnsatz
wird bei dem von der Firma dSPACE angebotenen Real-Time-Intenta88MULINK fur Mul-
tiprozessorsysteme (RTI-MP) verfolgt [dISPACE 1995].

Die Firma ETAS bietet mit ihrer Entwicklungsungebung ASCET-SDAET996] ein dhnliches
Konzept an. Auf der Ebene von Blockdiagrammen und Statecharts kbnnen Sysidelkert
werden. Die Codegeneriung fur die Zielplattformen INTEL-Pentidfflibe Simulation), Trans-
puter und Power-PC (Echtzeitsimulation) erfolgt automatisch. Maigssorsysteme werden
prinzipiell unterstitzt. Die Zuordnung von Berechnungsmodulen zu Prozessaigh wié bei
RTI-MP von dSPACE manuell.

5.2.1 Verwendete Laufzeitplattform IPANEMA

Aufgrund neuer Anforderungen durch leistungsfahigere Echtzeit-Hardware unddieirsiot-
wendigkeit zur Umsetzung von verschiedenen Taktraten (Multirate) sind é&oenlweiterun-
gen der ursprunglichen IPANEMA Variante vorgenommen worden.

In den ersten IPANEMA-Anwendungen auf Transputer-Systemen wurde émkeisgranulare
Struktur der Anwendung angestrebt, da die einzelnen Rechenknoten desrefygsitems nur
sehr wenig Rechenleistung und Hauptspeicher zur Verfigung stellen konntend kipne98].
Jedes IPANEMA-Objekt wurde auf genau einem Prozessor abgebildégidtlingsstarke Echt-
zeit-Hardware (z. B. MPC555, MPC750, etc.) ist es problemlosiomjghehrere IPANEMA-
Objekte pro Prozessor zu verarbeiten. Es muss daher moglich skereyen®ANEMA-Objekte
pro Prozessor/Prozess in Form von Tasks zu implementieren. Digelatebene Ausfihrung
von verteilten Applikationen durch blockierendes Empfangen ist bei der Méung von Tasks
nicht mehr moglich. Hier wird eine zeitgesteuerte Ausfihrung auBdeis eines Master-Timers
vorgeschlagen.

Fur das Konzept der Calculator-Auswertung in drei Schritten (NB-SESchritt) sind weitere
Anderungen des internen Kontrollflusses der Calculatoren notwendig. Diesigker mit der
Realisierung verschiedener Taktraten auf der Basis von praemptiuéitasking fur die Calcu-
latoren. Bisher waren nur Singlerate-Anwendungen maoglich.
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5.2.2 Abbildung der IPANEMA-Objekte auf Multitasking

Um die IPANEMA-Objekte auf ein Echtzeitsystem abzubilden, gsbjreindséatzlich die Mdg-
lichkeit, Single- oder Multitasking zu verwenden. Dabei wird von folgerREgriffen ausgegan-
gen [Ungerer 1993]:

1. Programmebene
Mehrere untereinander kommunizierende Prozesse auf einem oder méhmoaessoren lau-
fen (quasi) gleichzeitig ab und benotigen keinen Datenaustausch untereinander.

2. Prozessebene
Auf dieser Ebene werden innerhalb eines Programms konkurrierende(FPasksss) reali-
siert. Jeder Task (Prozess) wird sequentiell abgearbeitet utet bewen eigenen Daten- und
Programmbereich (Multitasking).

3. Blockebene
Leichtgewichtige Prozesse (auch Threads genannt) ohne eigenen Datemegnadnmbe-
reich kommunizieren auf der Basis von gemeinsamen Daten.

4. Anweisungsebendoder Befehlsebene):
Elementare Anweisungen (in der Sprache nicht weiter zerlegbaeadperationen) werden
nebenlaufig ausgefihrt.

5. Suboperationsebene
Eine elementare Anweisung wird durch den Compiler oder in der Masch@wboperatio-
nen aufgebrochen, die parallel ausgefiihrt werden. Beispiel: Vektoroperat

Fur Echtzeitsysteme unterscheidet man sinnvollerweise zus&wlisthen verschiedenen Task-
Typen:

» Echtzeit-Task
Echtzeit-Tasks sind Tasks mit harten Zeitschranken, die an pehedishtzeit-Timer gekop-
pelt sind.

* Hintergrund-Task:
Hintergrund-Tasks sind Tasks mit weichen Zeitschranken, die an asyndhmarenderzu-
griffe gekoppelt sind.

Fur die Einbeziehung von Multitasking zur Umsetzung wird die folgende Emvag vorge-
nommen: Es gibt genau einen sogenannten IPANEMA-Master, der mmslelte Moderator
und ein Calculator-Assistant- oder Adaptor-Assistant-Paar enbi@teinzelnen IPANEMA-
Objekte werden im Master als Echtzeit- und Hintergrund-Taskemsattiert. Der Master lauft
auf genau einem Rechenknoten ab. Fur verteilte Anwendungen wird pro exienkenknoten
ein sogenannter Servant implementiert. Ein Servant enthalt keinen attmgdeiber mindestens
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ein Calculator-Assistant- oder Adaptor-Assistant-Paar:

Master

Assistant

Assistant

Assistant Assistant

Calculator

Calculator

Calculator

Abbildung 5-3: Master und Servant in IPANEMA

Die nachfolgende Abbildung verdeutlicht die Kombinationsméglichkeiten fir Rrogea Tasks
und Calculatoren. Sie zeigt drei CPUs mit je einem Programm endidrer-Tasks, an die vier
Calculatoren gekoppelt sind. Die Timer sind lokal auf der Mastéi-@Rgeordnet und losen
lokale Interrupts und Inter-Prozessor-Interrupts (IP1) auf den &I&kds aus. Schreiben und
Lesen von Daten (nicht abgebildet) erfolgen vor bzw. nach den Berechnun@aicutator:

Programm-Typ Master Servant Servant
Programm-ID #0 #1 #2
CPU-ID #0 #1 #2
| Takt 17 ms
Takt (TID) Takt 2ms {lfo. TID=1
i | Takt4 ms ., #1

Calculator

“TID=0

Calculator

Calculator Calculator

||

Abbildung 5-4: Organisation der Programme, Calculatoren und Taira

Der Anwender ordnet jedem Calculator eine Taktrate, eine Pragi@rund die zugehorige
CPU zu. Damit steht die Anwendungstopologie der Software fes&sSs dich jede beliebige
(sinnvolle) Topologie konfigurieren. Die einfachste Anwendung besteht aus &rmgramm,
einer Task und einem Calculator. Komplexe Anwendungen bestehen aus ménogr@ammen
mit jeweils mehreren eigenen Tasks. Die Organisation furCaleulatoren, Tasks und Pro-
gramme erfolgt nach bestimmten Regeln:
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Ein Calculator ist genau einer CPU zugeordnet.

Ein Adaptor wird genauso wie ein Calculator behandelt. Bei Adaptsteirei jitterfreie Ein-/
Ausgabe der Mess- und Stellgrof3en zu beachten; die MessgrofRen werdenbirdesriND-
Teils gelesen (Datenquelle), die StellgroRen im S-Teil ausgegebe

Tasks kdnnen CPU-Ubergreifend organisiert sein.

Die Zykluszeit einer Tasks (Task-Periodendauer) muss immer emaaliges Vielfaches der
kleinsten vorkommenden Zykluszeit betragen.

Die Pufferung von Daten im Assistant erfolgt entsprechend der lokbl&sttate des zugeho-
rigen Calculators. Fir die langsameren Abtastungen werden di@ [dtetée mehrfach einge-
tragen (Data-Hold), so dass die Ringpuffer aller Assistants woDatengrof3e her synchroni-

siert sind.

Fur die CPUs, Programme, Calculatoren und Taktraten werden iele(ififs) nach den folgen-
den Regeln vergeben:

» Die Takt-Prioritdten werden nach Taktrate vergeben, der schriedistéat die ID null.

» Der Master besitzt immer die Programm-ID null.

» Der schnellste Calculator (Adaptor) hat die Calculator-ID null gelddrt damit zu Takt-1D
null.

» Der langsamste Calculator (Adaptor) hat die héchste Calculator-ID

» Calculatoren und Adaptoren werden nicht getrennt numeriert.

5.2.3 Scheduling

Der Scheduler hat die Aufgabe, den Ausfihrungszeitpunkt einer Tasksimnbest IPANEMA
nutzt einen zentralen Scheduler, der im Master untergebracktirsEchtzeitanwendungen ist
dies eine einfache und robuste Losung, die ein besser Uberschaultasrbalten auch flr ver-
teilte Anwendungen ermoglicht. Das Grundproblem der prazisen Timer-$®ydtion (glo-
bale Zeit) in verteilten Echtzeitanwendungen wird somit entscharft.

Die IPANEMA-Schicht zur Task-Verwaltung wird vom BetriebssystScheduler aufgerufen.
IPANEMA unterstitzt dabei das Konzept des praemptiven Multitaskirg,aktive Tasks kon-
nen durch neue Tasks unterbrochen (verdrangt) werden. Voraussetzung iderdesiebssy-

stem-Scheduler diese Funktionalitat bietet. Fur Offline-Sinauiath ohne Echtzeitbedingungen
wird kein praemptives Multitasking verwendet. Die Tasks werdensemuentiell abgearbeitet,
so dass eine sehr hohe Effizienz bei der Verarbeitung aufgrund wedéalZeiten flr den Task-

wechsel und das Scheduling etc. gewahrleistet ist.

Die nachfolgende Abbildung verdeutlicht den Vorgang von der Auslosung eines hierebts
durch die RT-Hardware bis zur Aktivierung eines Calculator-Blobsks, O, S). IPANEMA kon-
figuriert fr jede Taktrate einen Timer des RTOS (Real-Tbperating System) und registriert
eine zugehdrige Interrupt-Service-Routine (ISR) als Einsprungfunktion R&@5-Scheduler.
Wird eine ISR aufgerufen, so kann IPANEMA auf der Basis einebvoeatimmten Task-Matrix
die zugehdrige Calculator-Funktion aufrufen, gerade aktive Berechnungen watddsrochen
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und spater fortgefuhrt. Die Task-Verwaltung von IPANEMA enthalt dab#ist keinen hard-
wareabhé&ngigen Code:

e )
— ND —> ND
Calculator-/ D D
Adaptor- S S
Objekte
\_ : ; J
IPANEMA EXEC DD@D,,, EXEC ﬁDDD
TaSk-MatriX SUSPEND SUSPEND
[ ISRO > ISR1
[ [
RTOS-Scheduler
(Rate Monotonic)
7 INTERRUPT 7 INTERRUPT
RT-Hard G G
ardware Timer 0 Timer 1

Abbildung 5-5: Task-Verwaltung von IPANEMA

Fur die Echtzeitverarbeitung eignet sich als Scheduling-VerfahreRatasMonotonic-Schedu-
ling (RMS) besonders. Es beruht auf dem Prinzip, dass eine Tastx wiolgiger ist, je hoher
ihre Taktrate ist [Buttazzo 1997]. Damit verdrangt eine schnéll@s& immer eine langsamere.
Dieses Verfahren wird z. B. flr das DS1005-System durch den dSE&REZeit-Kern [Otter-
bach, Leinfellner 1999] bereitgestellt. Es gilt zu beachten, das8riahl der Tasks mdglichst
niedrig gewahlt wird. Dadurch werden die Zeiten fir das Scheduling undasnWechsel
minimiert. So wird die Prozessorauslastihgverbessert:

n

T Ter
Up(n) = % _1_TEL_.' (5.17)
I = S i

TABELLE 3. Formelzeichen zu Gl. 5.17

Prozessorauslastung Anzahl von Tasks Ausfuhrungsz&it Task-Periodendauer

Up nr TeTi Tsii

a. Eigene Ausfuhrungszeit ohne Unterbrechungen damdiere Tasks (Task-Execution-Time)

Die theoretische Obergrenze der Prozessorauslastung fur das taiteMc-Schedulin®p max
lautet [Liu, Layland 1973]:

Up ma{Ny) = Ny O"/2-1) (5.18)

Die Prozessorauslastung fur zwei Tasks kann damit einen WeB2/886und fir drei Tasks
einen von/8,0 %nicht Ubersteigen. FWp ,5{ ) ergibt sich ein Wert vofi9,3 %

5.2.4 IPANEMA-Task-Matrix

In der IPANEMA-Task-Matrix werden die Informationen Uber die Ausarerhenfolge der Cal-
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culator-Blocke (ND, D, S) zeilenweise und deren Zuordnungen zu TadksnspeEise gespei-
chert. Die Anzahl der Spalten ist gro3er als die Anzahl der ;Tdakai einem Zeitpunkt mehrere
Tasks gleichzeitig aktiviert werden kénnen. Vor dem Start eifegXEMA-Echtzeitapplikation
wird die Task-Matrix nach folgendem Verfahren im Moderator aut@tiatrzeugt und gepruft:

1. Durch eine topologische Sortierung (vgl. Kap. 2.2) des Datenflussgrapleeikiidten pro
Calculator) wird die sequentielle Reihenfolge fur eine vollstandigew&rtung bestimmt
(sortierte Liste als Ergebnis). Dies ist nur fur einen krelish DFG mdglich. Die vollstdndige
Auswertung wird fur den Zeitpunkt= 0 und fur alle Zeitpunkte, in denen alle Tasks aktiv
sind, benotigt. Diese vollstandige Auswertung entspricht dem Singkenatendungsfall.

2. Fur jede Kombination aktiver Tasks wird eine Submatrix folgendermafetedt:
2a) Das Ergebnis aus 1) wird in die erste Spalte der Submdtapeant, und alle Eintrage, die
nicht zum zugehdrigen Zeitpunkt aktiviert werden sollen, werden geldscht.
2b) Die Spalten werden auf die Spalte der jeweils langsamss&g, Téar die Eintrage existie-
ren, verschoben.

Das Verfahren bedeutet eine Zeitersparnis zur Laufzeit, d®rdieng auf Ausfihrung nicht
notwendig ist. Die Multirate-Ausfihrung erfolgt vorgeplant. Zur Verdelting wird exempla-
risch die Task-Matrix fur die nachfolgende Multirate-Anwendung erhitte

4 ND (A/D) }E;< ND b — ND >
< D > D D

<4 > « < >
S (D/A) S S
Adapter 0 Calculator 1 Calculator 2
T.=1ms T.=2ms T.=4ms

Abbildung 5-6: Beispiel fir eine Multirate-Anwendung

Abbildung 5-7 zeigt die zugehdrige Task-Matrix fir das obige Beispieb&steht aus neun Zei-
len und zwolf Spalten, die auf vier Submatrizen verteilt sind.

Fur die frei gewahlten Abtastraten werden drei zugehoérige Timergkwoidrt. Fir den Zeitpunkt
t = 0 werden alle Timer einen Interrupt in der Reihenfolge 0, 1, 2 ausIBse Aktivierung von
Task 2 erfolgt die sequentielle Berechnung aller Blécke. Durch desednung kann die
Berechnung aufgrund des RMS-Verfahrens nach einer Millisekunde durch Tiaa&l0zwel
Millisekunden durch Task 1 und nach drei Millisekunden erneut durch Task Grodeen wer-
den. Die Echtzeitbedingungen sind dann eingehalten, wenn kein CalculatorefABlmuk eine
erneute Berechnung beginnt, bevor eine vorangegangene beendet ist. Diese Beadingrawye
zur Laufzeit Uberprift. Die Sende-/Empfangs-Vorgange finden am Anfangdendealculator-/
Adaptor-Blocke statt. Durch die vorsortierte (kreisfreie) Ausfuhristglie korrekte Sende-/
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Empfangsreihenfolge sichergestellt:

[ 4 ms
Timer 2
[ 2ms | 2ms
Timer 1 Timer 1
| |
1 ms 1 ms | 1 ms
Tlmer 0 T|mer 0 Timer 0 Tlmer 0
é’/} CQ/)‘ é/} 3’/} \/I\-kj{/} ZEIT
>
t=0 sec t=0,001 sec | | t=0,002 sec t=0,003 sec
Task 0 Task1 Task 2 Task 0 Task1 Task2 TaskO0 Task1 Task 2 Task 0 Task1 Task2
- - Adap 0 Adap 0 - - - Adap 0| — Adap 0 - -
ND ND ND ND
Adap 0 Adap 0 Adap 0 Adap 0
D D D D
Calc 1 Adap 0 Calc 1 Adap 0
ND S ND S
> Adgp 0 > Adgp 0
—> <— Unterbrechbar, —> < Unterbrechbar,
Calet Task 0 fertig Cale 1 Task 0 fertig
—|Calc2 Calc 1
ND S
L) Calc 1
S
< Unterbrechbar,
Cale 2 Task 1 fertig
Calc 2
s T.,=1ms; T, =2ms; T,=4 ms

Abbildung 5-7: IPANEMA-Task-Matrix

5.3 Parallelverarbeitung auf AMS-/MFM-Ebene

Die Streckenmodelle mechatronischer Systeme (Systemmodell&ebesufgrund ihrer modu-
lar-hierarchischen Struktur eine natirliche inharente Paratldih Folgenden soll das Potential
der Parallelisierung von Systemmodellen zur schnellen Simulatioe®n@erden.

5.3.1 Parallelisierung von Systemmodellen zur schnellen Simation

Das Systemmodell als Teil des erweiterten Streckenmodelthiedst die mechanischen, die
elektrischen und die hydraulischen Bestandteile der Aktorik, der Sensalritker Tragstrukturen
eines mechatronischen Systems auf den AMS-/MFM-Ebenen. Mé& Hdé OMM lassen sich
die Beschreibungsebenen Topologie, Verhalten und Verarbeitung erzeugen undexemial
topologische Struktur eines Systemmodells orientiert sich an der gagegBruktur des mecha-
tronischen Systems und ist daher konsequent modular-hierarchisch aufgebaulép. 3).

Es soll im Folgenden aufgezeigt werden, welche Erfahrungen mit defzreltaerhalten bei der
nichtlinearen Simulation von parallelisierten Systemmodellen auBdsis von Datenflussgra-
phen auf Blockebene gemacht wurden.

Fur eine Parallelverarbeitung mit dem Ziel, die Simulationspsgieniber einem sequentiellen
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Ablauf zu minimieren (d. h. einen Speedup zu erzielen), ist dédgiNeis zwischen der sequenti-
ellen und der parallelen Rechenzeit inkl. dem Zeitverlust durch drenkunikation von ent-
scheidender Bedeutung. Zur Beurteilung des Potentials fiir eine Retbesmzenis mussen die
sequentielle Rechenzeit, der lAngste sequentielle Berechnungspfaal(Bath) im Datenfluss-
graph und die Zeitverluste durch Kommunikation entlang des kritischen Rfasiesatzt wer-
den.

Die sequentielle Rechenzeit wird dabei fur einen Simulationssbhktiachtet. Ein sequentieller
Simulationsschritt bedeutet die Berechnung der ND-, D- und S-Krthiezh eine Task. Die
Rechenzeit flr einen Simulationsschritt einer modular verteiiranl&tion (vgl. Abbildung 5-2)
ergibt sich aus der einmaligen Auswertung aller verteilten NByrd S-Knoten inkl. Kommu-
nikationszeiten. In beiden Fallen ist im S-Knoten die Rechenzesirfén Einschritt DGL-LOser
(z. B. Euler) enthalten, die aber vernachlassigbar gering istBi-System-OrdnungN: N
Multiplikationen undN Additionen, vgl. Gl. 5.13).

Die maximale Simulationsgeschwindigkeit eines parallelisiertesteBimodells hangt demnach
von der Struktur des Datenflussgraphen und der Rechen- und Kommunikationsleistuag de
wendeten Hardware ab.

5.3.2 Analyse von Systemmodellen und Lastverteilung

Zur Analyse der Systemmodelle im Hinblick auf parallele Struktatdrer Verarbeitungsebene
werden Datenflussgraphen verwendet. Knoten in diesem gerichteteng@rdjolie ND-, D- und
S-Bestandteile der Basissysteme (Koppelsysteme sind auf deb&eungsebene nicht mehr
vorhanden). Kanten werden zwischen den zusammengehoérigen ND-, D- und S-&uigtend
der inneren Datenabhangigkeiten (z. B. Systemzustdnde) und zwischen Kiof&n-fAus-
gangsabhangigkeiten eingefiigt. Die Knoten werden mit den Rechenzeiteméfgpezifische
Hardware) und die Kanten mit den Kommunikationszeiten (ebenfallsfispb¥igewichtet. Die
nachfolgende Abbildung zeigt exemplarisch einen Datenflussgraphen fir dag &loelebktiv
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gefederten Achse eines Fahrzeugs (ohne Gewichtungen):

Gre

File
Pdl
7
A

— N

i \ )
L/ \\\ /// h
— 2
\ - ~ \,

\ \

v IveLeft_ND

VlveLefl _D

[ osnderten_s \ [ ‘“"ELE"S J [o s | \vaweR:um,s ]

[23 ]3] Graphlet Version 2.2.0

Abbildung 5-8: Beispiel fiir einen Datenflussgraph (aus [Deppe, bamg 1998])

Vor einer Analyse des DFG ist es sinnvoll, zun&chst die sequentaifzeit fir ein Modell zu
bestimmen. Nachfolgend sind dann eine Vorauswahl der parallelen Harda die sinnvolle
Aufteilung (Lastverteilung) des DFG moglich. Im Folgenden wird aisf@el das Modell eines
Waldnutzfahrzeuges auf sein Laufzeitverhalten hin untersucht.

Sequentielle Laufzeit fur das Modell eines Waldnutzfahrzeugs

Das Modell beschreibt das passive Fahrwerk eines dreiachsigen \iEtmeguges mit zwei
gelenkig verbundenen Chassisteilen. Der vordere Aufbau besitzt dabeidewdiintere vier
Rader. Es ist lediglich die Funktion "Federung” modelliert, die Fankh "Lenkung" und
"Antrieb" werden nicht bertcksichtigt:

(I)Wank

Abbildung 5-9: Waldnutzfahrzeug: Starrkérpermodell

Die sechs Rader und zwei Aufbauteile sind durch acht kraftgekoppattkdper modelliert.
Die Rader sind durch je ein Gelenk, das nur eine vertikale Tramstailaf3t, an den Aufbau
gekoppelt. Die beiden Aufbauteile sind durch ein Gelenk verbunden. Hrarrigine Rotation
um die vertikale Gelenkachse moglich. Ein weiteres Gelenk dierArfnindung des vorderen
Aufbaus an ein Umgebungsmodell (Terrain- bzw. StralRenmodell). Es ergelbeinsgesamt
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dreizehn Freiheitsgrade aus den sechs Freiheitsgraden der Ré&demem Freiheitsgrad des
Aufbaugelenks und aus sechs Freiheitsgraden der Ankopplung des vorderen Aufbagis an di
Umgebung.

Das Modell wurde in CAMeL-View ([iXtronics 2001/1], [iXtronic&001/2]) erstellt. Es ergibt
sich ein eng gekoppeltes ODE-System mit der Ordrilf¥y(d. h. es existiereri04 skalare
Systemzustandsvariablen). Insgesamt 8d@11 mathematische Funktionen flr einen Auswer-
teschritt der Modellgleichungen auf Verarbeitungsebene des OMM notwendig:

TABELLE 4. Funktionsaufschlisselung fur das Waldnutfahrzeug-Modell

Funktion Anzahl im Modell Funktion Anzahl im Modell
Multiplikation 9.345 Sinus 81
Addition 5.384 IF-Abfrage (ohne ELSE 67
Zuweisung 3.699 IF-Abfrage 51
Subtraktion 939 Arcus Sinus 48
Vorzeichenwechsel 842 Betrag 32
Division 233 weitere Funktionen 85
Cosinus 105
| | | Gesamt: || 20.911 |

Es entsteht kein reiner Datenfluss: Es existi&gmF-Abfragen und nochmd7 IF-Abfragen
ohne ELSE-Zweig. Die in Relation zu den anderen Funktionen geringe AnzdktAbfragen
und die Tatsache, dal3 die TRUE- und FALSE-Zweige jeweils wekngesisungen enthalten,
bewirken daher nur eine geringe Schwankungsbreite der Ausfiihrungszek-Bliéagen ent-
stehen z. B. durch notwendige Fallunterscheidungen zur numerischen Berechnurapkdin K
natentransformationen etc. in den Bewegungsgleichungen des Systems.

Stellt man die Durchgriffe (Datenabhangigkeiten innerhalb einescheites) des Modells auf
Blockebene (siehe [Stolpe et al. 1997], S. 19 ff.) dar, so erladlteimen gerichteten azyklischen
Graphen mitl80 Knoten (Basissystemen) urib5 Kanten. Bei zuséatzlicher Aufteilung der
Basissysteme in ihre ND-, D- und S-Teile ergebenS4gKnoten und mehr aB25Kanten.

TABELLE 5. Laufzeitmessung fir das WaldnutzfahrzeugModell

Betriebs- CPU Compiler Programm- Rechen- Mittlere Realzeit
system groRRe schritte pro Schritt®
Windows Athlon MP Watcom 869 KB 10.000 58 us

2000 1800+ 10.8°

a. Nur Modellgleichungen ohne DGL-L6ser, aus Gesaufekit durch Anzahl Rechenschritte bestimmt
b. Hochste Optimierungsstufe eingeschaltet

Aus der Funktionsaufschliisselung und der Leistungs-Angabe einer CPltckassttgrlich nicht
ohne weiteres auf die Ausfuihrungszeit der Evaluierung der Modellgleichuobkel3en, da
komplexere Funktionen in Software abgebildet sind und Caching- und PipelinitkteEffe
berucksichtigt werden missen [Puschner 2002]. Auch haben Compiler, MainSpardher,
Betriebssystem etc. Einfluss auf die Ausfiihrungszeit. Bei dassaftientierten Anwendungen
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ist eine Messung eine effiziente Methode zur LaufzeitbestimmungTaigélle 5).

Aufgrund des geringen Laufzeitwertes Ve® us(vgl. Tabelle 5) zur einmaligen sequentiellen
Auswertung des DFG und der hohen Dichte des DFG und dem damit verbundenen Kanmuni
tionsaufwand lasst sich auf einem PC keine effiziente par&igialation des Modells erwarten.

Lastverteilung

Die Lastverteilung von Datenflussgraphen, d. h. die Partitionierung uri€udrelnung zu Pro-
zessoren, wurde urspringlich auf der Ebene von skalaren Gleichungen betradleks heuri-
stisches Optimierungsproblem behandelt ([Naumann, Homburg 1996], [Deppe MW6§8n
der groRen Anzahl von Auswertungen fir das heuristische Verfahren (mBa®&d Annealing)
und die sehr komplexen Datenflussgraphen ergaben sich sehr schnell lamgerOpgszeiten
im Bereich von Stunden.

Im Rahmen einer Diplomarbeit [Hees 1999] wurden verschiedene alg@ctienMethoden zu
Clustering (Zusammenfassen von Knoten), Mapping (Zuordnung von Prozessorersteun(l
und Kommunikationszusammenfassung fur Systemmodelle untersucht. Dell3atgnaiph des
Systemmodells wurde auf Basissystemebene durch Aufteilung der naéigedran Blocke in
ND-, D- und S-Anteile erstellt.

Die Ergebnisse der Untersuchungen basieren auf den Daten von Transpdvesirelg T800).
Diese Technologie ist inzwischen veraltet, bot aber eine hervorrag®attorm fir verteilte
Anwendungen. Dies basierte vor allem auf dem gunstigen VerhaltnishenisRechen- und
Kommunikationsleistung der Transputer. Dieses Verhaltnis bestibvengarade die hier interes-
sierende relative Performance-Verbesserung einer verteiltennéowg im Vergleich zu einer
sequentiellen Losung.

Die Kommunikationszeiten wurden mit Hilfe des sbggP-Modells[Culler et al. 1993] model-
liert, das Latenz- und Overheadzeiten berlcksichtigt. Flur die uokeen Fahrzeugmodelle
ergaben sich sog. dichte Graphen mit grofR3erer Kanten- als Knoten&nedhtgebnisse lauten,
tabellarisch zusammengefasst:

TABELLE 6. Ergebnisse fir die untersuchten Systemmaelle

Modellname | Ordnung | Anzahl DFG-Grole Seq. Zykluszeit| Theoretischer
Starrkorper T800, 20 MHz max. Speedup
Aktive 17 1 39 Knoten 1,34 ms 1,59 (drei T800)
Achsé 57 Kanten
Zweispuf 32 5 153 Knoten 51,3 ms 2,81 (vier T800
212 Kanten
EduTruck 173 13 891 Knoten 91,4 ms 3,66 (vier T800
1.204 Kanten

a. vgl. Abbildung 5-8
b. Dieser Wert ergibt sich durch Zeitmessung (gesmesgarallele Rechenzeit = 0,84 ms)

c. handcodiertes 3D-Fahrzeugmodell mit AufbaumasseduRadmassen ohne Antriebsstrang, siehe
[Stolpe et al. 1997]

d. steht fir Educational-Truck. Das Modell wird lghn 1999] beschrieben
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5.3.3 Zusammenfassung

Die untersuchten Systemmodelle besitzen feingranulare, dichte Dasgnaphen mit inharenter
Parallelitat. Ein Speedup fur die Simulation auf Transputer-Haelwar bereits recht begrenzt
(<4). Fur moderne Plattformen lassen sich aufgrund eines ungunstigehétiiieses zwischen
Rechen- und Kommunikationsgeschwindigkeit eher noch geringere SpeedupsrerWalite
man die topologische Aggregat-Struktur miteinbeziehen, verscharft gicitdation weiter, da
zusatzlich einschrdnkende Randbedingungen erwachsen. Die rasante Rrozeisgtung lauft
dieser feingranularen Art von Anwendungen gewissermal3en davon, da drediaktkzen auf
lokal begrenzten, immer kleineren Prozessorkernen sehr viel sctstelgen als die mogliche
Kommunikationsgeschwindigkeit zum Systembus bzw. Netzwerk.

Dieses Ergebnis scheint zunachst gegen eine Parallelverarbeitupgeehes. Hier gilt es zu
bedenken, dass nur der Aspekt der Laufzeiteffizienz im Kontext sth@ellen Simulation von
Streckenmodellen betrachtet wurde. Diese Modelle bestehen aus demb®schreibenden
Gleichungen zu Mechanik, Hydraulik und Elektrik der Strecke, die offetisttisehr feingranu-

lar verwoben sind (dichte Datenflussgraphen, d. h. mehr Kanten als Krotdfgll der Modelle

"Aktive Achse" und "EduTruck" sind zwar noch die Controller auf AMS- urleMvEbene ent-

halten, sie machen aber nur einen sehr geringen Teil der Gleichungen aus

Was spricht dennoch fir eine Parallelverarbeitung auf AMS-/MFM-Ebene

1. Die schrittweise Entwicklung komplexer mechatronischer Systemeaduaigt nur mit Hilfe
der HILS und erfordert die Verwendung von modularer Echtzeitsimulat@anfpuzza
2002], [Gambuzza et al. 2003]) zur Nachbildung der Aggregat-Struktur démtregischen
Systems [Stolpe 2004].

2. ZumRapid Prototypingler Informationsverarbeitung mechatronischer Systeme ([Stolpe et al

2000], [Deppe at al. 2001/1], [Deppe at al. 2003/3], [Deppe, Zanella 208&fend der HILS
und fur den ersten Gesamtsystem-Prototypen ist eine Verteilung vonriR@gl#®s auf ver-
teilte Steuergerate erforderlich.

3. Fur sicherheitskritische Systeme ist die Vorhaltung von Redundanxerzichtbar.

Zusammenfassend lasst sich somit feststellen, dal® eindeRararbeitung auf AMS-/MFM-
Ebene unabdingbar ist, aber bei Schnitten durch Systemmodelle schme#imu_aufzeitanstieg
fuhren kann.
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6 Konzept zur verteilten Online-Mehrziel-Optimierung

6.1 Einleitung

Die Anwendungen der Online-Optimierung lassen sich nach [DFG-AntradsEB1614 2001]
grob in zwei Klassen einteilen, die hier "modellbasierte Optiamg" und "Nachoptimierung
am realen System" genannt werden (vgl. auch Abbildung 6-2 und Abbildung 6-3):

Der Begriff "modellbasierte Optimierung" wird hier so verstand@ss neue optimierte System-
parameter anhand eines Optimierungslaufs auf der Basis desdewetreckenmodells (vgl.

Kap. 3.3) ermittelt und erst anschlieBend in geeigneter Weise t(&ipemgs- und Uberblend-

funktionen) auf die reale Strecke bzw. den realen Controller Ubertvagyelen. Die Vorteile der

modellbasierten Optimierung sind:

» Keine Gefahr bei instabilem System-Verhalten wahrend der Optinge
» Optimierungen schneller als Echtzeit sind méglich (Morhersagen)

* Anregungsart und -energie kdnnen frei gewahlt werden

Die direkte Kopplung eines Optimierungslaufs mit einer realerck&rest nur fur HILS-Anwen-
dungen geeignet. Eine Nachoptimierung am realen System benotigt einellRbektafir den
Fall von instabilen Reglern und eine verstarkte Systemiberwachung. Beédiogtden Opti-
mierungs-Algorithmus, kann es zur Auswahl von instabilen ParametagrSiidmmen. Fir die
Nachoptimierung am HILS-Prufstand durfen Instabilitaten nur Gber wédntgestschritte auftre-
ten, bevor auf eine stabile Regelung zuriickgeschaltet wird.

6.2 Modularitat

Fur die Implementierung von Online-Optimierung wurde am MLaP das soger@petator-
Controller-Modul (OCM konzipiert und weiterentwickelt [DFG-Antrag zum SFB 614 2001].
Das OCM lasst sich prinzipiell in zwei Bereiche einteil@an "Operator" und den "Controller".
Der Operator beinhaltet die diskreten Elemente der Informaticarbeztung, wie Notfall-Routi-
nen, Regler-Uberwachung und die Optimierung. Der Controller umfasstodi@uierlichen,
regelnden Teile der Informationsverarbeitung. Wahrend der Controlléeisentlichen auf der
"quasi-kontinuierlichen" digitalen Regelungstheorie basiert, fuldt der Opexat diskreter
Logik. Implementierungstechniken umfassen z.B. Zustandsmaschinen und Ipasesrss
Systeme wie z. B. Work-Flow-Diagramme.

Die Funktionen "Uberwachung" und "Ubertragung" formen mittels spezieller Roktingnu-
ierliche Signale in diskrete Signale um und umgekehrt. Die Uberwachurifugtandsvariablen
des zeitkontinuierlichen Reglers und der physikalischen Strecke istveitexe wichtige Auf-
gabe, welche die Stabilitat des Gesamtsystems bei Paramaehtseln in den Reglern sichert.

Zur Realisierung von hierarchischen und verteilten Optimierungsanwendung®&asasifdes
OCM ist ein entsprechendes Modularisierungskonzept erforderlichwitéeine Einteilung in
drei Arten von Modulen vorgeschlagen, mit der auch komplexe OCMs verndilierarchisch
umsetzbar sind (siehe auch Abbildung 6-1):
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1. Optimierer:
Implementiert den eigentlichen Optimierungsalgorithmus und die Le#wartSteuerung des
gesamten Ablaufs. In jeder Anwendung existiert nur genau ein Optimierer

2. Evaluator (Bewerter):
Ist mit dem Optimierer verbunden und hat zwei Aufgaben: die Weitergab®arameteran-
derungen vom Optimierer zum Simulator und die Berechnung von ZielgréZenniRemA
dung existieren beliebig viele Evaluatoren.

3. Simulator:
Simuliert die ODE-basierten Modelle der Anregung, des Controllerslem8trecke (System)
numerisch und implementiert Parameter-Ubertragung, System-Ubemgaamd Controller-
Ruckfallebene.

Durch diese Einteilung in di®ptimiererEvaluatorSimulator Struktur QES) ergibt sich auch
der OES-Datenflussgraph, der als Basis fur die verteiltadteahg von OCMs verwendet wird:

Optimierer
— Datenflussgraph

A

/I Simulator I Evaluator

I_I: ‘ y | | Bewertung
i 7y A

, LI I Parameter | o

Ubertragung -

Controller
Uberwachung &
Riickfall-Controller

Anregung

/

Abbildung 6-1: Modularisierung und Datenfluss fir ein OCM

Die Ankopplung eines realen, online zu optimierenden Systems mitdeilf&onzepte "modell-
basierte Optimierung” und "Nachoptimierung am realen System" ist kidmapaum OES-
Modularisierungskonzept. Dies ist moglich, da sich Struktur und Schihgtses Simulator-
Moduls an der Umsetzung eines realen Systems orientieren. Fimalielibasierte Optimie-
rung" wird nach dem erfolgreichen Optimierungslauf der OES-Module ein Rawmametervek-



Konzept zur verteilten Online-Mehrziel-Optimierung 61

tor auf das reale System aufgeschaltet:

Optimierer

A

- Reales System IR /I Simulator N Evaluator

| Reale Anregung Reale Strecke —>| Reale Bewertungl I_: | $| Bewertung
w4
_Parameter L 2 _________________ Parameter
Ubertragung ™~ Ubertragung J
Controller Controller
Uberwachung &
Riickfall-Controller / \ /

Anregung

Abbildung 6-2: Modellbasierte Optimierung mit Optimierer, Evaluatmd Simulator

Fur die "Nachoptimierung am realen System" entféllt das SimeNddolul und wird durch das
reale System ersetzt:

Optimierer

A

e Reales System ) Evaluator

| Reale Anregung Reale Strecke L—‘-)I Reale Bewertungl ‘ »| Bewertung
Ubertragung i > é i
- v

Controller

Uberwachung &
Riickfall-Controller

— _

Abbildung 6-3: Online-Nachoptimierung am realen System mit Optierieind Evaluator

6.3 Hierarchie

Das MLaP-Konzept zur modular-hierarchischen Strukturierung mechatieniSysteme (vgl.

Kap. 3.1) zeichnet sich dadurch aus, dass innerhalb eines Systeklareimdenenweise Hierar-
chisierung der OCMs existiert. Dabei hat jedes OCM die Fahigkeitnodellbasierten Mehr-
ziel-Optimierung. Dazu wird ein mathematisches Modell der eigébene und der unterlager-
ten Ebenen (in geeigneter Modellierungstiefe) verwendet: Ein OCMIBM-Ebene beschreibt

das eigene MFM mit grof3er Modellierungstiefe, ein OCM auf AMSAEH®eschreibt dasselbe
MFM mit geringerer Tiefe.

Modelliert wird sinnvollerweise das dynamische Verhalten derggéen physikalischen Aggre-
gate der unterlagerten Ebenen. Eine Modellierung der gesamten Ebenererddus/organge
in den Operator-Teilen der unterlagerten OCMSs ist nicht zielfiHrenwdzu komplex.
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Durch die enthaltenen erweiterten Systemmodelle zur modellbas@ptemierung ist in einem
mechatronischen System quasi Wissen Uber die eigenen physikalischerméuasé@mge und
Funktionsanforderungen abgelegt. Es ist dadurch mdglich, modellbasiertesdgere zu Reak-
tionen auf bestimmte Systemveranderungen (z. B. ParameteranderungefieauDieses Prin-
zip wird im Rahmen des Sonderforschungsbereichs 376 ,Massive PattaHefMgorithmen,
Entwurfsmethoden, Anwendungen* als "Imagination", also als Vorstellun§yd#sms von sich
selbst, bezeichnet.

Abbildung 6-4 zeigt die ebenenweise Hierarchie der OCMs am Bef§@#istorganisierendes
Kreuzungsmanagement" des SFB 376 (vgl. Kap. 7.4):

Verkehrsmanagement/Routenplanung

Vernetztes
Mechatronisches

System 2 {
/
)

Kreuzung(en) - OCIW—l
Vernetztes )
Mechatronisches
System 1 { |

g L= _T1 |

/
Kolonne
Vernetztes .
Mechatronisches N
System 0 g

Fahrzeug ocm

Autonomes
Mechatronisches
System

< ---» Operator-Kopplung
<«— Controller-Kopplung

Abbildung 6-4: Ebenen AMS, VMSO0, VMS1 und VMS2

Die VMS-Ebene ist in sich weiter hierarchisiert, so dassa@ven Fahrzeugkolonne (VMSO0),
Kreuzungsmanagement (VMS1) und Verkehrsmanagement (VMS2) untersch@derDie
VMS2-Ebene ist eine Betrachtung der Logistik (Verkehrsmanagementfiptarteng) mit spe-
ziellen Modellen und Verfahren ausserhalb der Mechatronik.

6.3.1 Besonderheiten auf VMS1-Ebene

Zur Implementierung von Funktionen auf VMS1-Ebene, wie etwa ein selbsisiggandes
Kreuzungsmanagement, ist die Verwendung von Inter-Fahrzeug Kommunika@rd(ch ein
Funknetzwerk) erforderlich, da sich die beteiligten Fahrzeuge raafisedes Bereiches von
KFZ-Umfeld-Sensorik befinden. Dies bedeutet, dass die OCMs auslVEbene aller Fahr-
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zeuge gekoppelt sind und gemeinsam eine verteilte Online-Mehrzieli®ptg durchfihren
mussen. Innerhalb der Hierarchieebene VMS1 ist also die Kooperatidreddigten OCMs
erforderlich.

Die nachfolgende Abbildung zeigt zwei denkbare Varianten zur Realisidresgy Kooperation
von OCMs verschiedener Fahrzeuge auf Basis von OES-Datenflussgraphen:

Fahrzeug 1 L Fahrzeug N

VMS1-Ebene
Kooperation: Variante 1

- Kooperative Zusammenarbeit
- Inter-Fahrzeug Kommunikation

% - Ein globaler Optimierer und Evaluator
- Jedes Fahrzeug hat Simulator mit
Modell seiner VMS0-Ebene
VMS1-Ebene
Kooperation: Variante 2
% - Kooperative Zusammenarbeit
- Inter-Fahrzeug Kommunikation
/:/ \:\ - Jedes Fahrzeug hat Evaluator
. und Simulatoren mit Modellen der
VMSO0-Ebene

Abbildung 6-5: Varianten von verteilten OES-Strukturen auf VMS1egb

6.4 Parallelitat

Ein wichtiges Hilfsmittel zur Umsetzung in eine ausreichend steh@elline-Optimierung ist die
Parallelverarbeitung. Es lassen sich folgende Ebenen mit hoherelizealngspotential iden-
tifizieren:
1. Optimierungsebene
Parallele Auswertung von unterschiedlich parametrierten Kopien der
Systembewertung (ZielgréRenauswertung) durch mehrere Evaluatoren

2. VMS1-Ebene (vgl. Abbildung 6-5, Variante 1)
Strukturbedingt vorhandene Parallelitat durch die Vernetzung (einkclzeit
veranderlichen Anzahl) kooperierender OCMs

Auch die Kombination beider Ebenen ist moglich, so dass eine OES-Stmiktmehreren Eva-
luatoren entsteht, die dann jeweils mehrere Simulatoren verwendeAl§iagtung 6-5, Variante
2).

6.4.1 Optimierungsebene

Auf der Optimierungsebene wird davon ausgegangen, dass immer nur eine@ptwahrend
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eines Optimierungslaufs aktiv ist. Die Verkopplung von mehreren gletgha&tiven Optimie-

rern fuhrt zu groRen Problemen und ist als zukinftiger Forschungsgegenstarehamz&sir

diese Anwendungsklasse ist das vorliegende OES-Konzept prinzipielgaanet, 16st aber
natdrlich nicht deren mathematische und algorithmische ProblemeMsglehkeit, ein Opti-

mierungsproblem in Teiloptimierungen zu zerlegen und diese wiederum soaadisr abzu-
stimmen, dass ihre Loésung auch die Gesamtlésung der urspringlichen Aufigadiét,dat z. B.

durch theoretische Methoden der Optimierung dynamischer Systeme gegebentedidem

Begriff "Dynamic Decomposition Principle" in der Literatur zu findeind ([Wismer 1971],
[Lasdon 1970]).

Die verteilte Verarbeitung auf der Optimierungsebene beruht auf denléefigen Auswertung
von Zielfunktionen. Deren Auswertung ist erfahrungsgemal der bei westamenintensivste
Teil eines Optimierungslaufs. Das Optimierungsverfahren an si¢h, dér Algorithmus zur
Minimumsuche, soll nicht verteilt werden. Nach dem Fork-Join-Prifilogsley et al. 1990]
erzeugt der Optimierungsalgorithmus unabhéngige Parametervektoreh gdstamt@ebenlaufige
Bewertungsprozesse (Fork) und wartet, bis die Ergebnisse allesBeozorliegen (Join):

Optimierer

Fork

7NN

Evaluator/
Simulator

AW/

Join

Abbildung 6-6: Paralleler Ablauf fiir die Mehrziel-Optimierung

6.4.2 VMS1-Ebene

Auf der Ebene der Vernetzten Mechatronischen Systeme (VMS1) fuleekodperierenden

OCMs der Einzelsysteme die Online-Optimierung gemeinsam durclnidd&eine verteilten

Optimierungsalgorithmen betrachtet werden, existiert nur eine lehtstianz eines Optimierers
und des Evaluators.

Fur die zentrale Optimierer-Instanz muss ein Einzelsystem wébfewerden (Leader-Elec-
tion). Die Evaluatoren und Simulatoren dagegen sind auf alle OCMsltvéfire besondere
Eigenschaft von VMSL1 in speziellen Anwendungen kann die zeitlich veramgeAiczahl der
beteiligten Einzelsysteme sein. Fur die Optimierung auf VMS1-Eis¢mene dynamische Ver-
waltung der Simulatoren vorzusehen (da z. B. zeitlich veranderlicheahAman Fahrzeugen im
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Kreuzungsbereich).

6.5 Echtzeitverarbeitung

Nachfolgend werden die MalRnahmen zur Sicherstellung der Online-Féalegiest Optimie-
rungslaufs beschrieben. Die Echtzeitfahigkeit der Informationsvétamngen mechatronischen
Systemen wird hier folgendermal3en definiert:

Eine Informationsverarbeitung ist echtzeitfahig, wenn das Maximum und diergangs-
breite ihrer Reaktionszeit garantiert unterhalb der fur ihre physskake Umgebung als not-
wendig spezifizierten Schranken bleiben.

Als Reaktionszeit (Deadline) wird dabei die Zeit zwischen damegen von Messgrélen und
dem Aufschalten von StellgroRen oder Parameteranderungen verstandebeSichgiten der
Reaktionszeit ist also unter allen Umstanden zu vermeiden. Eameriérung der Unterschrei-
tung der Reaktionszeit bringt auf der anderen Seite aber auch keie#geMuit sich. Die Reakti-
onszeit wird insbesondere bei einer digitalen Realisierung immer gewissen Schwankungs-
breite (Jitter) unterliegen. Je nach Anwendungsfall darf einenfragi Schwankungsbreite nicht
Uberschritten werden. Die maximale Schwankungsbreite und die obesehZaitke fir die
Reaktionszeit sind in der Entwurfsphase der Informationsverarbeiturzgléggen. Nachfolgend
wird eine Klassifizierung von Reaktionszeiten (Deadlines) vorgested zur Einteilung der
OES-Funktionen in Echtzeitklassen verwendet wird.

6.5.1 Klassen von Echtzeit-Tasks

Bei der Definition geeigneter Systemarchitekturen fir Realzé#sysentsteht ein Konflikt zwi-
schen garantierbaren, deterministischen Ausfuihrungszeiten und der nutbahEmleistung.
Bei einer unginstigen Kombination von rechenintensiven Tasks und solchen mitikemzdine
kann beispielsweise bei modernen Prozessoren mit Pipelines und @achesh ein Bruchteil
der Rechenleistung genutzt werden. Die grof3te Rolle spielen hierbKrithigen "maximale
Reaktionszeit" und "rechnerische Komplexitat". Bei Tasks mit lsgtzer Deadline ist daher oft
eine Realisierung mit Hilfe von rekonfigurierbarer Hardware sinnva@ls eine Software-
Losung [Bednara et al. 2003]. In [Farber et al. 1997] wird ein ModelEmteilung verschiede-
ner Tasks eines Realzeitsystems in Klassen vorgeschlagen:

» Klasse 0
Tasks mit einer Deadline kirzer algisfihren Funktionen sehr geringer Komplexitat aus.

* Klasse 1
Interrupthandler oder primare Antworttasks mit sehr kurzen Antwtetzgeinige pus) und
geringer Codegrof3e (weniger al3.000dynamische Instruktionen)

» Klasse 2
Die Standard-Realzeittasks sind durch Deadlinesrmbund Codegrof3en ifh bis 50-kByte
Bereich charakterisiert.
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* Klasse 3
Sehr rechenintensive Tasks, z. B. Optimierungsaufgaben mit mehrdhemév Instruktio-
nen, meist mit Antwortzeiten va0 msund mehr.

» Klasse 4
Spezialisierte Aufgaben, z. B. Bildverarbeitung, die am besten vanapezessoren ausge-
fuhrt werden. Ublicherweise eine begrenzte Zahl wohldefiniertgorthmen mit typischen
Antwortzeiten zwische@0 msund400 ms

6.5.2 Echtzeitfahigkeit fir die Mehrziel-Optimierung

Zunéchst wird der Begriff Online-Optimierung, wie er fir dieséeMr zugrunde gelegt wird
definiert. Diese Definition schliel3t ganz bewusst Aussagen Ub&odieergenzgeschwindigkeit
von Optimierungslaufen aus, da es extrem schwierig ist, Konvergeagansfir komplexe
Mehrziel-Probleme zu treffen. Es wird mit der nachfolgenden eigBeénition nur eine kon-
stante Anzahl von Optimierungsschritten pro Zeiteinheit gefordert:

Fur eine Online-Optimierung muss sichergestellt sein, dass in drestimmten Zeitintervall
eine Mindestanzahl von Optimierungsschritten erfolgt. Das zeitlicheen des Optimie-
rungsverfahrens und der ZielgroRenberechnung muss dazu echtzeitfahig seinn®as Fi
einer lokalen oder globalen Pareto-optimalen Losung des Optimierungsproblemsdabess
nicht garantiert sein.

Fur eine Echtzeit-Informationsverarbeitung kann eine grobe empirisohi@ring von Task-
klassen zu OES-Funktionen folgendermalRen lauten: Simulationen sind typiskeim
Bereich Klasse 2, Bewertungen (Evaluatoren) im Bereich Klassan2/®ptimierer im Bereich
Klasse 2 angesiedelt (fri MOPO vgl. Kap. 6.5.3). Damit ergilit 8ic einen gesamten OES-
Ablauf der Bereich Klasse 3/4 (vgl. Abbildung 6-7).

Um diesen Anforderungen gerecht zu werden, ist eine effizientetmepitierung in Form von
kompilierbarem Code (z. B. ANSI-C Code) eine wichtige Vorausset#tiirgdie Auswahl eines
geeigneten Optimierungsverfahrens sollte man sich auf lokale \lemfé&ur Berechnung einer
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Losung) beschréanken:

Optimierer

Taskklasse 2

Fork

/2NN

Evaluator/
Simulator

Taskklasse 2/3 \\ //

Join

.............................. '|'>TMA)<

| Ja
|__ Taskklasse 3/4 Ende

Abbildung 6-7: Taskklassen fiir die Online-Optimierung

6.5.3 Laufzeitverhalten des MOPO-Gradientenverfahrens

Fur die Echtzeitfahigkeit des Optimierungslaufs ist die Dauetatgsten Berechnungspfades
(WCET) von entscheidender Bedeutung. Aufgrund der Komplexitat der Algoritianndrvor-
geschlagen, das Laufzeitverhalten der Optimierungsalgorithmen tUbeMessing auf der
jeweiligen Zielhardware zu bestimmen. Hier gibt es zwei Mbgkiten, um die Ausflhrungs-
zeit fur den langsten Berechnungspfad zu messen:

1. Messung des Laufzeitverhaltens fir ein bekanntes Optimierungsproblem ukthgjyfech-
nung auf den langsten Berechnungspfad, falls dieser nicht oder seltenufercilad.

2. Implementierung eines Messlaufes in der Software, der gataseienangsten Pfad durch-
lauft, dabei aber keine sinnvolle Losung eines Optimierungsproblents. liefe

Im Folgenden wird exemplarisch eine Messung auf einer LINUX-Wor&stdieschrieben.
Beim hier vorgestellten Gradientenverfahren ergibt sich der |aRémtieaus zwei dominierenden
Anteilen. Dies sind die Bestimmung der Suchrichtdpglokales Problem) im Parameterraum
und die Ermittlung der optimalen Schrittweig fur das Fortschraitedie gefundene Rich-
tung (globales Problem). Pro Optimierungsschritt wird entweder dieriShtungsbestimmung
oder die Bestimmung der Schrittweite notwendig. Es werden daherAlgmi&hmen getrennt
betrachtet.

Lokales Problem

Die Bestimmung der Suchrichtund,-wird als quadratisches Optimierungsproblem formuliert
[MUnch 2001]. Dieses Problem wird in der beschriebenen Implementieraikgjlf@ider Active-
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Set-Methode[Gill, Murray 1978] gelost. Ben, ZielgroRen mussen im Zuge dieses Verfahrens
lineare Gleichungssysteme mit variablen Ordnungen zwischen zwei, gedbst werden. Eine
Messung auf einer LINUX-Workstation (siehe Tabelle 7) ergab digerlealten flr das Losen
von linearen Gleichungssystemen. Die Kurven "Minimale Zeit fur decBungssystem” und
"Maximale Zeit fur ein Gleichungssystem" in Abbildung 6-8 zeigen d#@sethalten, aufgetra-
gen uber die Ordnung des Gleichungssystems. Man bleibt bis zur Ortidwrgerhalb von
0,5Millisekunden 0,416 m%

TABELLE 7. Randbedingungen fur die durchgefiihrte Messung

Kategorie Randbedingungen

Hardware PentiumlI-400, 384 MB RAM

Betriebssystem SUuSE-Linux 7.0, glibc-2.1.3, SUSERKER.2.16 (Pentium optimiert)
Compiler gcc-2.95.2, keine Optimierungen

Fur die Active-Set-Methode sind die Laufzeiten im Diagramm utit@nimale gemessene
Gesamtzeit", "mittlere gemessene Gesamtzeit" und "magigehessene Gesamtzeit" ablesbar.
Fur die Ordnund.0 ergibt sich eine maximale Laufzeit v@ri2Millisekunden. Die starke Streu-
ung begrundet sich in der variablen Ordnung der bei der Active-Set-Methddeenden Glei-
chungssysteme, die problemabhé&ngig variiert. Daher wird fur die Abedgémer Obergrenze
die Annahme getroffen, dass alle zu I6senden Gleichungssysteme direnneaximal mogliche
Ordnungn, besitzen. Dazu wird die maximale Zeit zur Losung eines Gleichystgsss mitn,
multipliziert. Den entsprechenden Kurvenverlauf findet man als "gedehfiaximale Gesamt-
zeit", der sich durch ein Polynom 4. Ordnung approximieren laf3t. Man emi@enpessimisti-
sche Abschéatzung, die immer uber den gemessenen maximalen Weygenwied. Bein,=10

schatzt mad,16Millisekunden im Vergleich zu maximal gemessef¢t? Millisekunden:

Zeitaufwand fiir die Berechnung von dk mit np = 10

4,5E-03
y = 8E-07x* - 1E-05x° + 0,0001x? z 0,0003x + 0,0003
4,0E-03
3,5E-03
3,0E-03
= 4 3 2
— 2.5E-03 y = 2E-6x7 - 4E-5x” + 0,0003x
4 -0,001x + 0,001
"
+ 2,0E-03
1,5E-03
1,0E-03
5,0E-04
0,0E+00 o
0 2 4 6 8 10 12
Anzahl der ZielgroRen
—— Minimale Zeit fiir ein Gleichungssystem —¥*— Gemessene maximale Gesamtzeit
Maximale Zeit fiir ein Gleichungssystem —e— Gemessene minimale Gesamtzeit
—<&— Sichere Obergrenze —+— Gemessene mittlere Gesamtzeit
— —Polynomisch (Sichere Obergrenze) = = = Polynomisch (Gemessene maximale Gesamtzeit)

Abbildung 6-8: Zeitaufwand fur die Suchrichtungsbestimmung
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Globales Problem

Bei bekannter Suchrichtung mul3 das sog. globale, nichtlineare Problemwgggidsh. Hier soll
die optimale Schrittweite fur das Fortschreiten in die Richtiygrmittelt werden, so dass sich
eine moglichst grol3e Verbesserung aller ZielgroRen ergibt. Dazewedterative eindimensio-
nale Minimumsuche (Liniensuche) verwendet. Es wird solange itebisrsich eine Zielgro3e
verschlechtert. Tritt bereits beim ersten Schritt der Miniswehe eine Verschlechterung einer
ZielgroRe auf, so wird die Iteration von dort aus riickwarts welfi@nge Beim Vorwartsschrei-
ten wird die Schrittweite in jedem Schritt verdoppelt, beim Rigksgchreiten in jedem Schritt
halbiert. Mit Hilfe der letzten zul&dssigen ZielfunktionswertedwabschlieRend fur jede Ziel-
grof3e eine quadratische Interpolation durchgefiihrt. Als Ergebnis edrékime Schrittweita,

fur jede einzelne Zielgrél3e, die anhand der Lage des Minimums deroiigeen Zielfunktion
ausgewahlt wird. Als globale Schrittweite wird der kleinste ri\dasgewahilt.

Abbildung 6-9 verdeutlicht den Zusammenhang zwischen der Dauer der Inierpoiaind der
Anzahl der Zielgré3en. Der Zusammenhang ist, wie erwartet,-tijpg@ar. Die Rechenzeiten sind
um zwei GrofRenordnungen geringer als die Zeiten zur Suchrichtungsbestimmung:

Zeitaufwand fiir die Interpolation beim globalen Problem

1,30E-05
y = 1,7728E-06x + 1,6057E-06

1,20E-05

1,10E-05

1,00E-05

9,00E-06

t (sec)

8,00E-06

7,00E-06

=— Minimum
—u— Mittelwert
—A— Maximum
— Linear (Mittelwert)

6,00E-06

5,00E-06

4,00E-06
0 1 2 3 4 5 6 7
Anzahl der ZielgroRen

Abbildung 6-9: Zeitaufwand fur die Interpolation beim globalen Hem

Ergebnis

Es zeigt sich, dass die Bestimmung der Suchrichtiyrign grof3ten Rechenaufwand verursacht
und damit den langsten Berechnungspfad bestimmt (vgl. Tabelle 8). Higstieriebene Rech-
nerkonfiguration konnte exemplarisch eine Obergrenze ermittelt weragdchewvdie maximale
Rechenzeit durch ein Polynom 4. Ordnung in Abhangigkeit der ZielgroRenanzdivedasE tr
andere Rechnersysteme bzw. Echtzeitsysteme ist eine ahnlicreki€hatik zu erwarten, die
jedoch individuell durch Messung der Zeiten ermittelt werden muss.

Die maximale Berechnungsdauer ist im Wesentlichen von der AnzaBlalgrof3en abhéngig.
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Die Anzahin, der Parameter hat weniger Bedeutung (hier wird eine Parametiekann10 ver-
wendet). Allerdings gilt es zu berlicksichtigen, dass sich durch gikzite Berlicksichtigung
von Parameterschranken die Zahl der Zielfunktionen dynamisch andern kamend/éeniger
Optimierungsschritte missen evtl. Parameter durch kinstlicheizkétbinen beschrankt wer-
den, d. h. fir eine sichere Abschatzung bzw. Messung muss von einer faaxthedgrol3enan-
zahln, + n, ausgegangen werden.

TABELLE 8. Maximal zu erwartende Rechenzeiten fir de beschriebene Rechnerkonfiguration

Anzahl ZielgréRen 2 3 4 5 6 7 8 9 10

Tuax fur dy [ms] 0028 | 0096 | 0232| 0500 0804 1,302 1,986 2,880 4.160
Twarfir Ay [msf | 0005 | 0,007 [ 0008§ 0,011 0,013 0014 | 0016 | 0018| 0019

a. Die Tabellenwerte fiir 7, 8, 9 und 10 Zielgroe sinear extrapoliert

6.5.4 Prinzip der Vorausschau

Setzt man die Echtzeitbedingungen fir einen Optimierungslauf fest, d@s von der spezifi-
schen Anwendungssituation abhéngig. Ist man aufgrund ausreichender Rechenteiztuirg
der Lage, die Bewertung (Evaluation) schneller als in Echtzeatiilgen, dann ist eine modell-
basierte zeitliche Vorhersage der unmittelbaren Zukunft mdglich.

Bildet man den Quotienten aus der im Modell fortschreitenden 2dadglizeit") und der tat-
sachlich verstreichenden physikalischen Rechenzeit ("RealzeitByadaierung, so ergibt sich
der hier eingefuhrt&chtzeitfaktortz+. Wenn dieser groRer als 1 ist, so sind zeitliche Vorhersa-
gen fur die Bewertung moéglich:

Tor = :Modell. (6.1)
Realzeit
Wahlt man die vorgegebene Maximalanzafy; maxvon Optimierungsschritten kleiner als den
Echtzeitfaktor, so ist eine Vorab-Optimierung von Situationen der weibaten Zukunft mog-
lich. Die Zeit fur den gesamten Optimierungslauf ist dann klest€rdas zugrundeliegende
Modellzeitintervall (vgl. Tabelle 9). Diese Technik der Vorabi@mrung wird z. B. fur das
Kreuzungsmanagement verwendet, um in ausreichender Entfernung vor deungréezeits
deren Uberquerung zu optimieren:

T _ o _ DTModeII 6.2
Optimierung — nopl; max— Realzeit — nopl; max Trt ( ' )
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TABELLE 9. Beispiel-Parameter flr eine Vorab-Optimierung

Modellzeit [s] Echzeitfaktor Vorgeggbgne Anzahl Beqbti_gte )

T von Optimierungs- Optimierungszeit [s]
Modell TRt schritten

100 20.000 nopt’ma);loo 0,5

100 20.000 Nopt,mac200 1,0

6.5.5 Verschiedene Taktraten

Bildet man die OES-Funktionen im Rechner ab, so missen die verschidadtraten des Opti-
mierungslaufs bertcksichtigt werden. Da die Systembewertung sichdnaligise auf ein vorge-
gebenes Modellzeitintervall bezieht, werden Simulator und Evaluatorgslufig haufiger aus-
gewertet als der Optimierer. Simulator und Evaluator mussen mithidentischer Taktrate
ausgewertet werden. Es entstehtMurtirate-System mit bis zu drei Taktraten (Optimierungs-,
Evaluator-, Simulator-Taktrate).

DiesesMultirate-System lasst sich nicht vergleichen mit Multirate-SimulatiorenSystemmo-
dellen, die numerisch sehr schwierig zu handhaben sind, da im ReBéi&kopplungen tber
Taktgrenzen hinweg bestehen [Rikgauer 1996]. Die Ruckkopplung zwischen Evaluator und
Optimierer und zwischen Evaluator und Simulator ist ablaufgepragtPaitén werden zu ande-

ren Teilen erst dann zuriickgegeben, wenn der eigene Durchlauf (ein€&Sganlagion oder eine
ganze Bewertung) vollstandig ist. Hier gibt es also keine Notwendigleilnterpolation oder
Extrapolation von Daten zwischen OES-Funktionen.

Fur eine echtzeitfahige Single-Prozessor-Anwendung sollen die OESdaamkauf praemptive
Tasks abgebildet werden. Die praemptiven Tasks ermoglichen eine uteg¥starbeitung des
reinen Reglercodes (Controller) als hochpriorisierte Task, dieniglichst geringer und kon-
stanter Totzeit ausgefuhrt werden muss. Besonders im Hinblick@abbten Rechenzeitanfor-
derungen durch Bewertungs- und Optimierungsalgorithmen sind diese besondereruxgekehr
unbedingt zu treffen.

6.6 Parallelisierung des MOPO-Verfahrens

Die Idee der Parallelverarbeitung in MOPO (Multi-ObjectivedRaater Optimization) beruht auf
der Nutzung von unterschiedlich parametrierten, parallel rechnenden Kigri&ystembewer-
tung. Dieses Konzept [Deppe et al. 2003/1] ist sehr erfolgverspredeend Erfahrung zeigt,
dass in praktischen Anwendungen der Mechatronik die Rechenlast derigigan®ptimie-
rungsalgorithmen gegentber den Zielfunktionsauswertungen vernachlassigbarstkldint
scheidend fur eine effiziente Parallelverarbeitung ist daheratigkeit eines Optimierungsver-
fahrens, moglichst viele Systembewertungs-Instanzen gleichzeitig nnutze kdnnen.
Nachfolgend werden die dazu implementierten Mdglichkeiten fir das MGRa@ienten- und -
Quasi-Newton-Verfahren vorgestelit.
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6.6.1 Performance Kriterien

Nach [Lootsma 1985] sind die wichtigsten "Performance"-KriterierdiérMehrziel-Optimie-
rung auf ParallelrechnefRobustheit (d. h. Eignung der Optimierungsmethode das spezifische
Problem hinreichend genau zu l6sdfgpazitat (d. h. Maximale Problemgréf3e, die gelost wer-
den kann) undkeffizienz. Dabei ist fUr das letztere Kriterium vollig offen, wielesstimmt wer-
den kann. Folgende Vergleiche zur Bestimmung von Effizienz waren znBoale

» \ergleich eines parallelen Algorithmus und des entsprechenden seqeeraigleinem Paral-
lelrechner

» Vergleich verschiedener paralleler Algorithmen auf einer identisphaeallelen Hardware

» Vergleich verschiedener Parallelrechner-Architekturen fir einettisgden parallelen Algo-
rithmus

Hier wird fur die Mehrziel-Optimierung das MOPO-Verfahren vootdegen, da es im Laufe der
Jahre speziell an die Problemstellungen der Mechatronik angepasstumgrdaher Robustheit
bieten kann. Die Kapazitat des Gradienten- und Quasi-Newton-Varfaltstefir kleine (bis 30
ZielgréRen/Parameter) und mittlere (bis 100 ZielgréRen/Paranfetdleme geeignet [Lootsma
1985].

6.6.2 MOPO-Gradientenverfahren

Das Gradientenverfahren besteht aus dem lokalen und dem globalen @ghrikap. 4.8).
Beide Schritte bieten unterschiedlich gute Méglichkeiten zur pagallehplementierung.

Lokales Problem

Fur den lokalen Schritt werden die ZielgroRen zur Ermittlung der BcfipfhkeitsmatrixS
bendtigt (vgl. Kap. 4.8.1). Diese hat die Dimensigrx n, (mit n, Parameteranzahl ung als
ZielgroRenanzahl). Zur Berechnung der Empfindlichkeitsmatrix werden aumshebm aktuel-
len Parametervektqp alle skalaren Elementg einzeln umAp ausgelenkt. Die resultierende
Parametermatrif hat folgende Form:

(Ap+py) o Py,
P=Ap0+| | = U (6.3)

Pr - (BPp+p,)

I©

o -

Verwendet man eine Differentiation 1. Ordnung zur Gradientenberechnungissempro Zeile
der Empfindlichkeitsmatri alle Zielgrél3endifferenzen zwischen Parametervgkiond zuge-
horigem Zeilenvektor der ParametermaRikestimmt werden:
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2([@p+p) b)) -2®  z[[@prpy . p)) -2,
Ap Ap

(6.4)

|
I

21([p1 - (Ap+ an)D ~z,(p) anqpl .- (Ap+ an)D —7,(P)
Ap Ap

Die Berechnung der Gradienten in der Empfindlichkeitsmatrix erfolgdptimierer, dazu muss
der Evaluator alle Zielfunktionen der Mat@berechnen und an den Optimierer zurticksenden:

z([@p+py) o py)) 2B+ py) )
(6.5)

N
[
I

zlqp1 .. (Ap+ an)D znqul .. (Ap+ an)D

Differentiation 2. Ordnung

Verwendet man eine Differentiation 2. Ordnung zur Gradientenberechnungrdennfir die
partiellen Ableitungen der Zielfunktionen ein vorangegangener Paramétepisiktp, und
zwei neue Parameter-Stutzpunkpg+Ap und p,-Ap) bendtigt. Damit verdoppelt sich die Zei-
lenanzahl vorz, d. h. der Evaluator muss doppelt so viele ZielgroRen berechnen:

Z,(py +Ap) z,(p; +Ap) ... an(pl +Ap)

Z,(p,—Ap) z,(p,—Ap) ... an(pl_Ap)
22 = ] (66)

Z]_(pnp+Ap) Zz(pnp+Ap) an(pnp+Ap)
21(Py, —2P) (P —AP) ... 7, (P, —LP)

Die MOPO-Algorithmen sind so realisiert, dass sie unabhangigenBtaavektoren erzeugen,
die zu einer parallelen Zielfunktionsauswertung genutzt werden. Didatgende Abbildung
zeigt ein gedachtes Szenario mit 4 Zielfunktionen und 4 Parametern iffiedeation

1. Ordnung. Die 16 skalaren Elemente der M&rixerden 8 Evaluatoren zugeordnet, die dann
in einem Prozessornetzwerk verteilt werden kénnen. Die Zuordnung zu Bvatudthtet sich
nach praktischen Gesichtspunkten der jeweiligen Anwendung: Etwa falfanktionen von
verschiedenen Arten von (Evaluator-)Software-Werkzeugen berechnetnweitksen, da sie
spezifisch Zeit- oder Frequenzbereich oder der linearen- oder tddmaare-Analyse zugeord-
net sind. Speziell wenn ein Evaluator die Ergebnisse eines Sinsuiatalie Berechnung mehre-
rer Zielfunktionen einer Zeile vod verwenden kann ist es sinnvoll mehrerer Zielfunktionen in
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einer Evaluator-Instanz zu berechnen:

Z(1,1) Z(1,2) {| 2(1,3) || Z(1.4)

Z(2,1) Z2(2,2) || Z(2,3) || Z(2.4)

Z(3,1) Z(3,2) || Z2(3,3) || Z(3.4)
E Zugeordneter Evaluator

Z(4,1) Z(4,2) || Z(4,3) || Z(4.4)
D Element aus Z

Abbildung 6-10: Beispiel fur die parallele Auswertung einer Matzix

Sind alle Elemente vz sinnvoll unabh&ngig auswertbar, so ergibt sich die theoretisch maximal
verwendbare Prozessoranz&ly fir eine Parallelverarbeitung des lokalen Problemsgust
die Ordnung des verwendeten numerischen Differentationsverfahrens):

Np = np Chy [, 6.7)

Globales Problem

Bei bekannter Suchrichtung muss noch das globale Problem geldst werdesolHike opti-
male Schrittweite\,  flr das Fortschreiten in die im lokaleniBd®&fundene Richtund, ermit-
telt werden, so dass sich eine moglichst grofRe VerbesserungettmbBen ergibt. Dazu wird
eine iterative eindimensionale Minimumsuche pro Zielfunktion verwempdet: = p,+A, [d,

Die Strategie fur die Parallelisierung dieses iterativen Sugawngs ist die spekulative Vorabaus-
wertung mehrerer Stutzstellen. Dazu wird in einem RasterSoiitittweitenverdopplung ein
Parametervektor bestimmt, fir den die ZielgroRen parallel eitmiterden konnen. Abbildung
6-11 zeigt hierfur ein Beispiel: In zwei parallelen Schrittandvdie Zielfunktion fir je drei
Stutzstellen gleichzeitig ausgewertet. Das Minimum der Zielfankvird zwischem, undg
lokalisiert, die spekulative Berechnung viby  war eigentlich unnotig.

Die Umsetzung ist aufgrund einer Vielzahl von zu beachtenden Sonderfitlenheblichem
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Programmieraufwand verbunden:

y

°"________.5"
.
o

Paralleler Schritt 1 Paralleler Schritt 2

Abbildung 6-11: Parallele Auswertung bei der eindimensionalen Mimmsuche

Zusammenfassung

Durch diese Strategie zur Parallelisierung des globalen Sehgtist sich das Gradientenverfah-
ren sehr gut fur die Parallelverarbeitung. Nachfolgend ist der Pragahlauf fir das Gradien-
tenverfahren inkl. paralleler Zielgré3enauswertung dargestellt:

l ZielgroRenberechnung
ZielgroRenberechnung
) Lokaler Schritt
oKaler scnri
. —_ ZielgroRenberechnung
Suchrichtung :
ZielgroRenberechnung
ZielgroRenberechnung

Jap uapdsiny

ozjesIoloweled
assiuqablig Jep
uassejuswiwesnz

Berechnung der

A

Gradienten
l ZielgroRenberechnung

o N

) Zg ZielgréRenberechnung % S

. Globaler Schritt S - m3
1D-Minimumsuche —> g 'g ZielgroRenberechnung a3
= =+ ® 0

g g ZielgréRenberechnung g' g,,

0o 0 »

N @ ZielgroRenberechnung a @

® S

Fortschreiten/ B

— Interpolation

Abbildung 6-12: Flussdiagramm flir das Gradientenverfahren

6.6.3 MOPO-Quasi-Newton-Verfahren

Beim Quasi-Newton Verfahren wird die Auswertung der ZielfunktionenGradientenberech-
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nung bendtigt. Die weitere Auswertung von Zielfunktionen sttitzt sich aaBelnid rein auf die
gefundenen analytischen Ersatz-Zielfunktionen 2. Ordnung. Das Quasi-Newfahr¥a hat
also fur die Gradientenberechnung das gleiche ParallelisierungspdtedealZielfunktionsaus-
wertung wie der lokale Schritt des Gradientenverfahrens. Dagegfenest insgesamt hdherer
Rechenaufwand fur die sequentiell implementierten internen BerechnungarSaiiétzung der
Hesse-Matrix und Losung des Ersatzproblems. Diese sequentiellechBengen haben aller-
dings nur eine geringe Auswirkung auf die erzielbare Leistungssteigerunty diarparallele
ZielgroRenberechnung:

l ZielgroRenberechnung

ZielgroRenberechnung

Suchrichtung

ZielgroRenberechnung

ZielgroRenberechnung

Jap uspi|dsjny

ZielgroRenberechnung

ozjesisloweled
ass|uqablig Jop
uassejuswiwesnz

Berechnung der
Gradienten

l

Berechnung der
Hesse-Matrix

l

Lésen des
— Ersatzproblems

A

Abbildung 6-13: Flussdiagramm fir das Quasi-Newton-Verfahren
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7 Anwendungsbeispiele

Nachfolgend werden drei Anwendungsbeispiele mit jeweils untersctiedl8chwerpunkten in
Bezug auf den Anwendungsfall fir die Online-Mehrziel-Optimierung vordestel

Die Regleroptimierung auf AMS-Ebene fir ein aktiv gefedertes Fapriads Einspurmodell mit
Knickfreiheitsgrad modelliert) entspricht einem "Standard-Anwendunlggial Reglersynthese
wahrend des Systementwurfs, daher wird er hier aufgenommen. Eiafdterdferarbeitung ist
dabei zur Zeitersparnis bei der Behandlung sehr komplexer Systeme von Bealéatung.
Aspekte wie Echtzeit und Multitasking sind nicht relevant.

Fur das Feder-/Neigemodul der NBP-Shuttles (Railcabs) stetdleB+Prufstand zur Verfi-
gung, der sehr gut fiir die Uberpriifung der Ergebnisse im Bereich dere@idhigkeit der
Mehrziel-Optimierung geeignet ist. Hier wird auf einem mulkitagfahigen Echtzeitsystem eine
Regler-Nachoptimierung auf MFM-Ebene unter Echtzeitbedingungen implemienti

Die komplexeste Anwendung ist das selbstorganisierende Kreuzungsmanagenmipbe-
dingt unterliegt es harten Echtzeitbedingungen. Zum jetzigen Zeitpurddteidings nur eine
Offline-Variante implementiert, wobei konzeptionell eine spékarietzeitverarbeitung stets mit-
bedacht wird. Das Kreuzungsmanagement zeichnet sich durch eine hochgreadiig Werar-
beitung mit gleichzeitiger dynamischer Anzahl von beteiligten FahrzeugenDas Anwen-
dungsbeispiel  Kreuzungsmanagement zeigt die grundlegenden  \erfahren
Kollisionsvermeidung und eine exemplarische, modellbasierte Mehrpteh@rung auf VMS-
Ebene auf.

7.1 Kiriterien zur Auswahl der Anwendungsbeispiele

Insgesamt wird nach den folgenden vier Kriterien unterschieden, unedigi®e zu charakteri-
sieren:

1. Hierarchieebene
Auf welcher Hierarchieebene ist das Optimierungsexperiment adg#8ie

2. Echtzeit:
Unterliegt die Anwendung inkl. der Mehrziel-Optimierung harten Edizedingungen?

3. Multitasking :
Muss ein praemptives Multitasking verwendet werden, um mehreraafi@kabzubilden?

4. Vertellt:
Ist eine verteilte Verarbeitung sinnvoll bzw. inharent durch die Anwendoirgezeichnet?

Zur
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Tabelle 10 gibt den entsprechenden Uberblick liber die Eigenschaften derdumgsbeispiele:

TABELLE 10. Eigenschaften der Anwendungsbeispiele

Optimierungs- Hierarchie- Echtzeit Multi- Verteilt Gewahlte
Anwendung ebene tasking Rechnerplattform
Aktiv gefedertes AMS X Workstation-Cluster
Einspurmodell (Linux/Windows)
Bahntechnik MFM X X (X)2 Power PC 750
Feder-/Neige-Modul (dSPACE RTK)
Selbstorganisierendes  VMS (X)b X) X Workstation-Cluster
Kreuzungsmanage- (Linux/Windows)
ment

a. War aufgrund der Leistungsfahigkeit der gewahiRenhnerplattform nicht notwendig
b. Fernziel fir eine spatere reale Umsetzung

7.2 Regleroptimierung der aktiven Federung an einem Einggmodell

Fur die Anwendung der Mehrziel-Optimierung in den frihen Phasen der Entagckines
mechatronischen Systems beginnt man sinnvollerweise mit linearenléfodet greift auf PC-
basierte Hard- und Software zuriick. Der Aspekt der Online-Fahgtkedit damit zunachst nicht
im Vordergrund. Allerdings kann die Einbeziehung der Parallelverarbeituref@ptimierung
sehr komplexer Systemmodelle von Anfang an nutzlich oder sogar notwendigreeBeispiel
einer Regleroptimierung fur das aktive Fahrwerk eines EinspurmodgéllI8NMS-Ebene (vgl.
Abbildung 7-2) wird das typische Vorgehen fir eine Mehrziel-Optimierungiimeh Entwick-
lungsphasen erlautert. Insbesondere das Instrumentarium zur Systetmbgweit Hilfe der
Theorie linearer Systeme (Varianzen, Pollagen etc.) spielt dimgegrol3e Rolle.

7.2.1 Fahrzeugmodell

Zugrundegelegt wird ein aktiv gefedertes Einspurmodell mit hydraulisciB-FPederbeinen

(Active Body Control [Hestermeyer et al. 2001]) auf MFM-Ebene. Esrzeugaufbau des phy-
sikalischen Ersatzmodells besteht aus zwei Starrkorpern, digegeneinander verdrehen las-
sen (Knickfreiheitsgrad mit Drehsteifigkeit). Mit diesem Regisgrad lasst sich in erster Nahe-
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rung die Karosseriedurchbiegung eines Fahrzeugs modellieren:

¥z Modelling Workbench: Halbfahrzeug >> Halbfahizeug H=] B3
File Edit

iew Model Tools Help

— @ massevome (Massevomne
— @ massehinten (Massehinter
— @ gelenk [(GelenkClass)

— @ umgebung (UmgebungClz
F= @ radvome (RadClass)

— @ radmasse (RadmasseCl
— @ reifenfeder (Reifenfeder
— @ aufbaufeder [Aufbaufed
— B reiferveal (ReiferrealCla
— @ hydraulikzylinder (Hydra
— B radSensor (RadSensorC

el G| € s o

'— Bl federbeinRegler (Federt

F= @ radhinten (RadClass)

— @ radmasse (RadmasseCl:
— @ reifenfeder (Reifenfeder
— @ aufbaufeder (Aufbaufed
— B reifenreal (ReifenrealCla
— @ hydraulikzylinder (Hydra
— B radSensor (RadSensorC
'— Bl federbeinRegler (Federt
— @ environmentloint (Environ
— B anregung [AnregungClass
— B zeiger (ZeigerClass)

o B - fhanealer ra..rh;..m;l 2

|
= accHinten |_
(5=
— N E
sensor = AL
%=1 but) accv‘:ume
FReifenHinten |y =g xut "
T T i
SensorClass phi —
=
#RadHinten
_ aulhauBegellungV
xppRadHintefT 2"_‘,?] radLast¥ome
L =
BewertungT! Be acciome_W
»ppRad)/ome T
te——x phipp
«Radvome aufbauBewertungH
L
£ "
%ﬁ > radLastHinten
BewertungT! Ee "
accHinten_W
v
— >

Rotx Roty

Abbildung 7-1: CAMeL-View-Modell des aktiv gefederten Einspurmddel

Die Rader sind auch Starrkérper modelliert. Die Radmassen sinddigo@eifensteifigkeit
(lineares Feder-/Dampfergesetz) mit der Stral3e verbunden.ydiawik der ABC-Federbeine
wird vereinfacht als idealer Kraftsteller modelliert. Egaten sich somit finf mechanische Frei-
heitsgrade flr die Vertikaldynamik des Modells. Insgesamt ergibtesn System 10. Ordnung.
Dieses Fahrzeugmodell wird mit Hilfe von CAMeL-View (vgl. Alshing 7-1) auf der Basis von

Minimalkoordinaten [Hahn 1999] modelliert:

Abbildung 7-2: Controller auf AMS-Ebene und physikalisches Ersaidetl

Die Vertikaldynamik des Modells ist tberwiegend linear modelliggtdings ergibt sich durch
die Kinematik des Knickens eine Nichtlinearitat, die jedoch flinklé@uslenkungen als quasi

za,

Parameter: K, KA, KPA, KR, KPR, KOmega

e

Controller AMS-Ebene

F

Soll,Vorne

FSoII,Hinten

©

800
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linear angesehen werden kann. Der zu optimierende Regler ist ebbnéal.

Das Fahrzeugmodell ist so modelliert, dass auch die Bewegung inu@ddrangsrichtung mog-
lich ist (Antrieb und Lenken). Dadurch enthélt die VerhaltensebenéVideells (Zustands-
raumdarstellung in ODSL, [Hahn 1999]) eine Vielzahl von Nichtline@mt&ur Koordinaten-
transformation vom Fahrzeug-Koordinatensystem in das inertiale Koombygatem (Quer- und
Langsrichtung).

Die Aufgabenstellung fir die Regelung auf AMS-Ebene besteht darin, dmeatgrt Sollwerte
(Vertikalkrafte) fur die ABC-Federbeine auf MFM-Ebene vorzugebds.MessgrofRen stehen
die Radlagenzfy, zr,), die Aufbaulagenz@,, za,), der Knickwinkel¢ und alle zugehdrigen
Geschwindigkeiten zur Verfiugung (vgl. Abbildung 7-2).

7.2.2 Softwarearchitektur

Bevor das eigentliche Optimierungsexperiment im nachsten Abschnittriedsmn wird, soll auf
die verwendete Software und deren Architektur eingegangen werden. Bigeidestandteil

ist das Werkzeugscilah das sehr gut fur die Implementierung eines Evaluators zur Offline
Systembewertung geeignet ist.

Scilab

Scilab, entwickelt seit 1989 durch INRIA (Institut National de ligche en Informatique et
Automatique), ist eine offene Software-Umgebung fiir numerische ldaregen im Bereich
wissenschaftlicher Anwendungen. Die Software ist seit 1994 imnkttérei verfigbar $cilab
Homepage: http://www-rocg.inria.fr/scilalund wird einschlief3lich Quellcode ausgeliefert. Seit
2003 existiert auch ein Scilab-Konsortiukiofnepage: http://www.scilab.oxg

Scilab enthélt eine Vielzahl von hochwertigen mathematischen Funkiamseiolgenden Berei-
chen:

» Lo6sungen linearer Gleichungssysteme (auch diinn besetzter)

» Berechnung von Eigenwerten und Eigenvektoren

» Singularwertzerlegung und Pseudo-Inverse

» schnelle Fourier-Transformation

* mehrere Methoden zur Losung von (auch steifen) Differentialgleichungen

* mehrere Optimierungsverfahren

* Lo6sung nichtlinearer Gleichungssysteme

* mehrere Methoden der linearen Algebra flr optimale Steuerungen

Scilab bietet auch die Mdglichkeit, eigene Erweiterungen in Form vard&- FORTRAN 77-
Funktionen hinzuzufiigen. Das Werkzeug verfugt Uber einen Interpreter und ggne &ro-
grammiersprache, die Matrizen als integralen Bestandteil Aats eigenen C- oder

FORTRAN 77-Hauptprogrammen heraus kann man Scilab auch als Bibliottekdsin. Dazu
wird die Software als "Engine" ohne eigene Oberflache zum eigengrafim hinzugelinkt.

Ab Version 2.7 verwendet Scilab die FORTRAN 77 LAPACK-Programmbitdiken fittp://
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www.netlib.org/lapach/ Sie enthalten Unterprogramme zur numerischen Losung der haufigsten
Aufgaben aus den Gebieten lineare Algebra, lineare Gleichungssystethede der kleinsten
Quadrate und Eigenwerte von Matrizen. LAPACK stiitzt sich wiedewidie BLAS Level 3
(Basic Linear Algebra Subprogramisttp://www.netlib.org/blag/ Programmbibliotheken, die
jeweils spezifisch pro Rechnerplattform implementiert und opttreied.

Scilab lauft auf den meisten Unix-Systemen einschlief3lich Linux whdAendows 9X/NT/
2000/XP und vereint insgesamt folgende Vorteile in sich:

* Moderne, leistungsfahige Numerik, die schnelle und genaue Ergebnisse lief
» Offenheit

» Freie Verfugbarkeit

» Plattformunabhangigkeit

* Interpretierte oder kompilierte Verarbeitung nach Bedarf

» Einfach Integrierbarkeit in eigene Anwendungen

Optimierer-Evaluator-Simulator-Struktur

Zur Umsetzung der Anwendung wird die einfachste OES-Struktur in Faras €ptimierers,
eines Evaluators und eines Simulators verwendet. Der Optimigekdurch MOPO bereitge-
stellt und Uber eine TCP/IP-Schnittstelle mit dem Evaluator verloui@eser besteht aus einer
Scilab-Engine (extern gesteuerte Scilab-Anwendung ohne Anwenderoberflaeh&valuator
ist wiederum Uber eine TCP/IP-Schnittstelle (Sci-Servermgahanit dem Simulator verbunden.
Der Simulator wird durch die Simulationsplattform IPANEMA impkmtiert.

Die Offline-IPANEMA-Anwendung mit je einem Moderator, Assistamtd Calculator kann
automatisch aus CAMeL-View generiert werden. Der Calculatthvédt das Fahrzeugmodell in
Form von kompiliertem C-Code. Fiur den Evaluator stellt IPANEMADQdenste Simulation und
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numerische Linearisierung zur Verfigung:

TCP/IP

\MOPO

Optimierer

/gd\—Sery@f
TCP/IP SciLab ‘
Engine |

Evaluator

Simulator

Abbildung 7-3: OES-Struktur fir die Optimierung des Einspurmodells

7.2.3 Optimierungsexperiment

Die Aufgabenstellung fur die Optimierung besteht darin, die Reglerpéeamer AMS-Ebene
zur Berechnung der Sollvertikalkrafte fur die ABC-Federbeine auf MEHdne anzupassen.
Ausgangspunkt ist das passive System, d. h. der Kraftstellstarstund die Reglerparameter
(vgl. Tabelle 12) sind Null. Zielsetzung fuir die Optimierung istdés, Aufbaubeschleunigung
weiter zu vermindern, die dynamische Radlastschwankung weiter zuigr@mund gleichzei-
tig das Knicken erheblich besser zu dampfen. Dabei ist das pagsiteenSbereits gut abge-
stimmt, hat allerdings eine geringe Knickdampfung. Diese Forderungelenvarit Hilfe von
sechs Zielgréf3en (vgl. Tabelle 11) mathematisch formuliertMaldelleingédnge dienen stocha-
stische Anregungen aus dem Stral3enpradi, @s,).

Die ZielgroRen werden auf der Basis des numerisch linearisi@ystemmodells ermittelt. Wird
ein Reglerparameter durch den Optimierer modifiziert, wird zumdtds nichtlineare System
ansimuliert (vier Sekunden Modellzeit), damit sich die neue skatiRuhelage einstellen kann.
In diesem Betriebspunkt wird dann die numerische Linearisierung duk&ENRA vorgenom-
men. Die ermittelten ABCD-Matrizen werden an Scilab geserdett finden alle weiteren
Berechnungen zur Systembewertung statt (vgl. Kap. 10). Fir diesesnieqmewerden Varian-
zen/Streuungen und Pollagen zur Bewertung herangezogen:

TABELLE 11. Erlauterung der ZielgréR3en des Optimierungsexperiments

Name Beschreibung
rms_zapp Summe der Streuungen der Vertikalbeschleunigundgeiedlen Aufbaumassén
rms_rlast Summe der Streuungen der dynamischen Radlastschwaak beider Rader
rms_phipp Streuung der Knickwinkelbeschleunigung
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Name Beschreibung

dist_r Lage der Radeigenwerte im Kreisringsektor
(10,55 Hz bis 15,82 Hz und 47 ° bis 65 °)

dist_a Lage der Eigenwerte flr die Aufbautranslation ineisringsektor
(1,08 Hz bis 1,63 Hz und 52 ° bis 72 °)

dist_rot Lage der Eigenwerte fiir die Biege-(Knick-)Schwingum Kreisringsektor
(3,41 Hz bis 5,12 Hz und 5 ° bis 68 °)

a. Das Modell ist so parametriert, dass symmetriSehnbaltnisse bzgl. Vorder- und Hinterwagen heresch

Uber die nachfolgend beschriebenen Parameter lassen sich die oben gehiaigriaien beein-
flussen:

TABELLE 12. Erlauterung der Parameter des Optimierungsexperiments

Name Beschreibung
KA Parameter fur die Aufbau-Federkonstante
KPA Parameter fur die Aufbau-Dampferkonstante
KR Parameter fur die Rad-Federkonstante
KPR Parameter fir die Rad-Dampferkonstante
KOMEGA Ruckfuhrverstarkung fir die Winkelgeschwindigkait Knickgelenk

Abbildung 7-4 zeigt einen Teil der MOPO-Anwenderoberflache. HiattissKonfiguration der
Parameter und Zielgrél3en ersichtlich. Diese Konfiguration kann inteveihrend des Optimie-
rungslaufs modifiziert werden, um das Experiment zu steuern.

Zur Laufzeit lassen sich zusétzliche Plots der ParameteiZietgtt3enverlaufe anzeigen. Dar-
gestellt ist nur der sog. "Radar-Plot" (vgl. Kap. 4.7.3), der di@dlEngsgrade aller Zielgréf3en in
einem Kreisdiagramm darstellt. Die Zielgro3en sind dort augd?latden tber Indizes referen-
ziert, die der Reihenfolge in der Tabelle der Zielgrol3en-Konfigurafiabslle entsprechen. Ein
Erfillungsgrad vornl00 entspricht dem oberen Limit, ein Erflllungsgrad aem unteren
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Limit:
ST [roro-objectives
Project Settings
MLaP
[~ Main Config [~ Transcript e Ny
[v Obijectives Config [v Obijectives Radar Plot f "‘{,4' 1#\3 , 77
{ « o 100
[v Parameters Config [~ Objectives Plot l|I [ T ] }J
\, g /
[~ Calculator Config [~ Parameters Plot N 41—.--160
#2,431
Start I Reset | Pause I V' Details
[130 =
Name Lower Limit |Upper Limit |State Direction il Name Start Yalue |Min Max Mode ll
ms_zapp 2000.0 2566.0 ON MINIMUM K, 0.0 -10000.0 0.0 FREE
ms_rlast 20000.0 22000.0 ON MINIMUM KP4 0.0 0.0 1000.0 FREE
ms_phipp 5000.0 6000.0 ON MINIMUM KR 0.0 -1000.0 0.0 FREE
dist_r 0.0 0.5 ON MINIMUM KPR 0.0 -500.0 0.0 FREE
dist_a 0.0 05 ON MINIMUM KOMEGA 0.0 0.0 5000.0 FREE
dist_rot 0.0 0.5 ON MINIMUM
l | | N

Abbildung 7-4: MOPO-Anwenderoberflache: "Radar-Plot", Parametad HielgroRen-Konfiguration

Unter dem Punkt "Main Config" des Hauptfensters lasst sich die ¢loationsmaske fir die
Auswahl des Optimierungsverfahrens und dessen Grundeinstellungen 6ffnereseliAliven-
dung wird das Quasi-Newton-Verfahren verwendet. In Tabelle 13 werdéedeutungen der
einzelnen Konfigurationsparameter naher erlautert:

MOPO Optimizer Configuration
Help

Number of CPUs

Optimization method

Parameter precision

Objective precision

Angle precision

Max calculation steps ISUU

|4— — Global Step [Line Search) | [ Local Step [Gradient Yariation)
[anewToN =] | mital 00T || inial oz
[oooooi | Min 0.01 Min oo
[ooooooooot | M Max [02

Min delta

Max delta

Abbildung 7-5: Eingabe der Optimierer-Konfiguration in der MOPOw#anderoberflache

TABELLE 13. Bede

utung der MOPO-Konfigurationsparameter fir das Quasi-Newton Verfahren

MOPO-Parameter

Bedeutung

Number of CPUs

Begrenzt die Anzahl der Parameteoveht die pro Optimierungsschritt
gleichzeitig bewertet werden sollen.

Parameter Precision

Liegt die Anderung der skaliePtarameter-Werte unter diese Schranke
wird die Optimierung beendet.




Anwendungsbeispiele 85

MOPO-Parameter Bedeutung
Liegt die Anderung der skalierféelgroRen-Werte unter diese Schranke

wird die Optimierung beendet.
Max. Calculation Steps Nach dieser Anzahl von Sehritvird die Optimierung beendet.

Globales Problem: Min Kleinste Schrittweite fir dimiensuche.
Wird dieser Wert erreicht erfolgt ein neuer lokabehritt.

Objective Precision

Globales Problem: Max Obergrenze fir die Schrittevdigr Liniensuche.
Startwert fur die erste &aeter-Auslenkung zur Gradientenberechnung.

Kleinste Parameter-Auslenkuang@radientenberechnung.

Lokales Problem: Initial

Lokales Problem: Min
Lokales Problem: Max GroRte Parameter-Auslenkungaradientenberechnung.

7.2.4 Optimierungsergebnis

Die untenstehende Abbildung zeigt die Verlaufe der optimierten Pamaraefgetragen lber die
Optimierungsschritte. Dabei zeigen die gestrichelten Linien dictatie Parametergrenzen:

Parameter KA Parameter KPA Parameter KR

2000 [ T T T T 1200 | T T T T 200 l
0 1000 fom-mm o - o o e 0l
-2000 800 -200
— 4000 ---- T 600 |-- — 400
E £ E
£ 6000 Z 400 S B £ 600
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.1oooo| °|"§'"§"'§"'§"" BT 7171 S R S— Sp————
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L s s waa w99 I SR S S S
00 T e e
_ 200 T 3000 i : : :
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500 e ot e [ s S B R
600 0| B R ——
_700| E E E E -1000 E H H H
0 50 100 150 200 250 0 50 100 150 200 250
Schritte Schritte

Abbildung 7-6: Parameterverlaufe wahrend der Optimierung

Die Polverlaufe im Optimierungsverlauf zeigen, dass sich im niedeen die Pole des Rades
geandert haben. Sie bleiben dabei Uberwiegend im Bereich der Vorgabi€redesgsektors.
Die Pole von Translation und Knicken des Aufbaus haben sich nicht signiéamdert, wobei
fur das Knicken die Vorgaben des Kreisringsektors nie erflllt werlelnildung 7-7 zeigt die
zugehorigen Polverlaufe in der oberen linken, komplexen Halbebene (positigendntaile,
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negative Realteile) als Scilab-Plot:

™ scilabGraphico =[0]x|
File 2D Zoom UnZoom 3D Rot.
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100
. Rad
80
70
Im
’ \l = /
. el
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Abbildung 7-7: Polverlaufe in der komplexen Ebene (nur positivagimarteile)

Betrachtet man die ZielgroRenverlaufe in Abbildung 7-8, so zeigt sish,di@ Streuung fir die
Radlast vermindert wird, wahrend die Streuungen fir Aufbaubeschleunigung ukeMfinicel-
beschleunigung vergroRert werden. Insgesamt konnen alle drei Streuungamtadmalb der
oberen Limits (gestrichelte Linien in Abbildung 7-8) gebracht werdemubieren Limits fur die
Pollagen von Aufbau und Rad werden nahezu eingehalten:
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Abbildung 7-8: ZielgroRenverlaufe wahrend der Optimierung
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Vergleichende Simulation

Durch die Wahl der Reglerparameter und die entsprechende Kraftlibeniggies Kraftstellers
kénnen gezielt die Feder-/Dampfereigenschaften des aktiv gefedeotdsld/beeinflusst wer-
den. Durch Addition der passiven Feder-/Dampferparameter mit deni@péimReglerparame-
tern kbnnen die Parameter des aktiven Systems beschrieben werden:

TABELLE 14. Ausgewahlte Parameter des passiven & aken Systems

Name Beschreibung Parameterwerte Passiv Parameterwerte Aktiv
(Reglerparameter Null)
ma Einzelne Aufbaumasse 430 kg 430 kg
mr Einzelne Radmasse 30 kg 30 kg
ca+tkKA Federbein Steifigkeit 20000 N/m 17349 N/m
da+KPA Federbein Dampfung 2000 Ns/m 2000 Ns/m
cr+KR Reifen Steifigkeit 200000 N/m 199782 N/m
dr+KPR Reifen Dampfung 500 Ns/m 0 Ns/m
crot Knicksteifigkeit 50000 N/rad 50000 N/rad
drot+KOMEGA Knickdampfung 50 Ns/rad 1865 Ns/rad

Zum Vergleich des dynamischen Verhaltens des passiven und aktiven Swstdnags Ein-
schwingen und eine nachfolgende Sprungantwiadn( Strassenanregung, vorne beid.5 s
hinten bei3.8 9 flir vorderen Aufbauhub, Knickwinkel, vordere Radlast und vordere Aufbaube-
schleunigung dargestellt. Im Falle des Einschwingens zeigen sicktivaraFall Verbesserun-
gen (kleinere Amplituden) fur alle dargestellten Grof3en. Bei darm8pntwort féllt insbeson-
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dere die stark verbesserte Dampfung des Knickwinkels auf:

Hub Aufbau Yorne Knickwinkel
T T T T 4
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Abbildung 7-9: Vergleich des dynamischen Verhaltens vor und nachOghtimierung

7.3 Online-Nachoptimierung von Reglerparametern am HIL-Plfstand

Im Projekt ,Neue Bahntechnik Paderborn* wird derzeit ein modularbsk®mzept entwickelt,
das moderne Fahrwerkstechnologie mit den Vorteilen des Transrapid uddtdeng der beste-
henden Bahntrassen vereint. Am Beispiel des aktiv geregelten Reidge-Moduls als Teil des
Federungskonzepts fur den Wagenkasten der Bahn-Shuttles werden EgbtingigOng und -
Uberwachung vorgestellt. Die Anwendung erfolgt an einem vorhandenen HILSamudif der
zum Test des aktiven Fahrwerks und der Neigetechnik dient:

Abbildung 7-10: Feder-/Neigemodul als CAD-Modell und auf dem HIL&HBtand

Abbildung 7-10 zeigt den Aufbau des Feder-/Neigemoduls als CAD-Modell ined ersten
Prototypen im Maf3stah:2,5 auf dem HILS-Prifstand. Der Fahrzeugaufbau (hier Stahlplatten)
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ist ausschlie3lich Uber Luftfedern mit dem Fahrwerkstrager verbubieiktorik des Feder-/
Neigemoduls besteht aus drei Hydraulikzylindern, die in der Bildmitterkennen sind. Durch
die Luftfedern ist eine optimale schwingungstechnische Entkopplung zwischiauAund
Radern gegeben. Allerdings erzeugen die Luftfedern prinzipbedingt eine gednggung der
Aufbaubewegung. Den Aufbau optimal zu dampfen ist daher die Aufgabe der hiaktarken,
die dazu Uber ein geeignetes Regelgesetz (auf AMS-Ebene) angestzdert.

Vor dem Bau des Prifstands erfolgten umfangreiche Arbeiten imcBekéodellbildung und

Reglerentwurf ([Liu-Henke et al. 2000/1], [Liu-Henke et al. 2000/Blerke et al. 2000]).
Anhand des Priifstands kann die Ubereinstimmung zwischen Modell und Risditgitiift wer-

den. Wendet man eine Online-Nachoptimierung auf das reale System dar vorher verwen-
deten modellbasierten Optimierung entspricht, so kann anhand der UntisdbreOptimie-

rungsergebnisse auf die Modell-/Reglergiite geschlossen werden. DuremBelgbptimierung
am realen System konnen auch die durch Herstellungstoleranzen hervorgellrigerschiede
von Komponenten (Aktoren, Sensoren etc.), die aufwendig zu modelliererbsridksichtigt

werden. Insgesamt ist aufgrund von Parameter-Unsicherheiten,itgahitiiten, Effekten aus
der Messtechnik und der digitalen Reglerrealisierung etc. davon auszudabkeres generell
kaum maoglich ist, ein vollig exaktes Modell eines mechatronischeer8gstu erstellen.

Die Online-Optimierung an sich ist keine neue Technik, kompletteneake von Fahrzeugen
auf Hydro-Pulser-Prifstanden zu optimieren ist beispielsweises@igefiihrte Methode [Rutz,
Winkler 1994]. In der vorliegenden Anwendung wird jedoch noch einen Schrigrgegangen:
Motiviert durch die Idee der Optimierung im Betrieb Uber die ges&mibensdauer eines mecha-
tronischen Systems, werden die Systembewertung und der Optimierungsadgsr{tMOPO-
Gradientenverfahren) mit in die harte Echtzeitschleife des Regems des Feder-/Neigemoduls
integriert ([Deppe, Oberschelp 2000], [Deppe at al. 2001/2]).

7.3.1 Operator-Controller-Modul auf MFM-Ebene

Im Zuge der Online-Mehrziel-Optimierung sollen die ReglerparansteMFM-Ebene flir die
Hydraulikventile und die Differentialzylinder modifiziert werden. ®soll allerdings nicht fur
alle Komponenten gleichzeitig geschehen, sondern fur jede Aktor-Veibifation einzeln.
Dabei wird die Anwendung auf die Optimierung der Parameter fir dtkaleangeordneten
Aktoren | und Il (vgl. Abbildung 7-11) beschrankt. Pro Aktor-Ventil-Gruppeegldrei Parame-
ter zu optimieren. Dies sind die beiden Parameter des unteeladg®d-Reglers fir die Ventil-
schieberposition und die Verstarkung des Lagereglers fur den Diffézgintider.

Fur diese Anwendung ist ein Operator-Controller-Modul (OCM) umzusetdas, durch
Umschalten fur beide Aktoren sequentiell genutzt werden kann. Aus bdezeEdmplementie-
rung von Evaluator und Optimierer erwachsen zwei wichtige Forderungen &ealisierung
dieses OCMs:
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1. Da der Optimierer die Reglerparameter zur Laufzeit aktidgndert, ist es aus Sicherheits-
griinden notwendig, eine modellbasierte Online-Uberwachung im Zeit- undepidhzbe-
reich zu implementieren. Sie muss in der Lage sein, ein Fehltesrh@nstabilitat, grolie
Regelabweichung etc.) zu erkennen und durch Einschalten einer Rickfafigedak System
innerhalb weniger Millisekunden wieder zu stabilisieren.

2. Aufgrund der unterschiedlichen Taktraten fir Bewertung und Optimierung undlzeding-
ten Sicherstellung der Echtzeitfahigkeit des OCMs ist eine MtdtiRealisierung auf der
Basis von praemptivem Multitasking erforderlich. Die Regler-/Ulewngsroutinen werden
dabei der Task mit der hochsten Prioritat zugeordnet, die von keineeanidask unterbro-
chen werden kann.

Abbildung 7-11 zeigt die OE(S)-Struktur der Controller-Nachoptimierungldirreale System
"Feder-Neige Prifstand". Ein eigenes Simulator Modul ist nidbtdarlich, da direkt an das
reale System angekoppelt wird. Ausgange des Evaluators an daSystal® sind die aktuellen
Reglerparameter sowie Daten aus dem Zeit- und Frequenzbereizhy @gstemiberwachung
herangezogen werden. In diesem Fall werden die Lageabweichung desukkiatie Abwei-
chung des Autoleistungsdichtespektrums des Ventilschieberwegs zwischéfesiimg und
einem Referenzmodell zur Uberwachung verwendet.

Die Aufgabe der "Parameter-Ubertragung" besteht darin, dieligareneuen Reglerparameter
auf den Controller zu tibertragen. Diese Ubertragung ist in diesémidfalaufwandig, da keine
internen Reglerzustédnde neu initialisiert werden missen (P-Pka#&)s Die Reglerverstarkun-
gen kénnen "hart" umgeschaltet werden, sobald der Riickfall-ControlieristkDie Umschal-
tung zwischen Controller und Riickfall-Controller erfolgt durch UberblendeBte#groRe.

Die "Uberwachung" priift, ob die Zeit- und Frequenzdaten aus dem VéarglmicMessung und
Referenzmodell innerhalb vorgegebener Grenzen (Limits) liegen. W& demzwerte Uber-
schritten schaltet die "Uberwachung" auf einen Riickfall-ControfierDessen Reglerparameter
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sind zur Laufzeit konstant und wurden vorab ausgelegt:
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Abbildung 7-11: OES-Struktur der Nachoptimierung am realen Systeaedér-Neige Prifstand"
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7.3.2 Implementierung

Zur echtzeitfahigen Implementierung wird zunachst eine Zuordnung der \eslscbn OES-
Komponenten zu IPANEMA-Objekten vorgenommen. Zur Anbindung an die Mess- ulsi+ Stel
gnale des HILS-Prufstands besitzt der Simulator neben einem IMANEalculator auch einen
IPANEMA-Adaptor. Softwaretechnisch existieren somit drei Calicuen und ein Adaptor,
wobei die OES-Funktionen der gedanklichen Strukturierung der Anwendung dienen.

Fur die Anwendung werden zwei Echtzeit-Tasks konfiguriert. Der OgteniiCalculator wird
dabei einer niederpriorisierten Task mit einer Zykluszeit von kiésekunden zugeordnet. Die
Calculatoren und der Adaptor fur den Simulator und den Evaluator lauferemheichpriorisier-
ten Task mit einer Zykluszeit von einer Millisekunde und kénnen damit nieleo®ptimie-
rungs-Task unterbrochen werden.

Als Rechen-Hardware wird eine PPC750-Prozessorkarte mit ertspoEn [/O-Karten
(Fa. dSPACE) verwendet. IPANEMA setzt dabei auf den mitgelexfemultitaskingfahigen
Real-Time-Kernel (RTK) von dSPACE auf. Der RTK stellt\esentlichen Dienste zum Zugriff
auf die 1/0-Karten und zur Organisation des Multitasking zur VerfugulsgSéheduling-Verfah-



92 Anwendungsbeispiele

ren wird das enthaltene Rate-Monotonic-Scheduling (RMS) genutzt (vol.5<2):

Echtzeit

(umy

Assistant

Calculator

MOPO-
Algorithmus
Zyklus = 2ms
Optimierer

Zielfunktionen
Zyklus = 1ms
Evaluator

Controller
& Interface

\_ Zyklus = 1ms
\ Simulator

Abbildung 7-12: Mit IPANEMA realisierte echtzeitfahige OES-Struktur

7.3.3 Parameter und Zielgréf3en

Die zu optimierenden Parameter sind die Verstarkungen fir die L&§@riieng Kyeng, die
GeschwindigkeitsrickfuhrungPy et des Ventilschiebers und die Verstarkung des Lagereglers
Kaktor fir den Differentialzylinder. Bewertet werden Stellgenauigkeit waraulische Leistung
des Aktors. Es ergibt sich insgesamt eine Optimierung mit ziekgrdl3en und drei Parametern.

Zur Bewertung der Aktor-Positionsgenauigkeit wird das Systemverhaltereinem ideal
gedampften System 2. Ordnung verglichen (Dampfungy¥aihd Eigenfrequen20 H2). Die-
ses findet auch Verwendung firr der Uberwachung des Systems. Die qeherd&ehlerflache
ISE (Integral Squared Error) zwischen der Aktorposition und der Boslés Referenzsystems
wird als Mal3 fur die Gute der Regelung verwendet.

Die hydraulische LeistunBy eines Aktors wird als direkte Zielgrof3e verwendet. Zur Schatzung
der hydraulischen Leistung dient eine Druck- und Volumenstrom-BetrachtudgrfiDifferenti-
alzylinder. Vereinfachend wird eine mittlere Kolbenflache fidbd{ammern angenommen, da
hier weniger der absolute Wert der hydraulischen Leistung als vieilmehrelative Anderung
wichtig ist. Der dynamische Druck in der belasteten Zylinder-Kammrd tber die Relativge-
schwindigkeit und die Relativbeschleunigung der Kolbenstange, die aus demiylees Aktor-
auslenkung durch Differentiationen gewonnen werden kénnen, bestimmt. Dierégsitilitat

des Hydraulikéls wird vernachlassigt:



Anwendungsbeispiele

93

TABELLE 15. Erlauterungen zur Schatzung der hydraulischen Leistung

Name Formelzeichen Einheit | Wert/Berechnung Typ
Bewegte Masse m [kg] 52,5 Parameter
Kolbenflache Ay [m2] 1,2566e-3 Parameter
Viskose Reibung d [Ns/m] | 100 Parameter
Statischer Druck Pstat [N/m2] 41e%¥ Parameter
Aktor Auslenkung S [m] aus Messung Eingang
Aktor Relativ- S [m/s] s einmal differenzieren Eingang
geschwindigkeit
Aktor Relativ- g [m/sz] s zweimal differenzieren Eingang
beschleunigung
Volumenstrom OH [m3/s] dy = AK B3 Ausgang
Dynamischer Druck Pdyn [N/m2] m [+ d [ | Ausgang

pdyn - pstat+ A

K

Hydraulische PH [W] P, = Ausgang
Leistung H GH Epdyn

a. Halfte der Aufbaumasse (ca. 105 kg)
b. Geschatzter Wert
c. Entspricht dem Hydraulikdruck im Aktor bei 52,5 &gwichtsbelastung

7.3.4 Optimierungsexperiment

Fur die Optimierung wird das echtzeitfahige MOPO-Gradientenverfajerutzt. Bei der Kon-
figuration der Schrittweiten fur die Paramtersuche gilt es zchbea, dass die minimale Auslen-
kung eines Parameters eine deterministische Verdnderung der Zialdgr@f8eken muss, die
grofRer als ihr Rauschpegel ist. Dies ist ein signifikanter Witerd zu Offline-Optimierungen,

bei denen keine Beachtung von Messrauschen o. &. notwendig ist. Die o@chateveiten-
Konfiguration muss ggf. mit Hilfe mehrerer Testlaufe bestimmatden. Um eine mdglichst gute
Mittelung der Zielgré3en zu erreichen, wird ein ParametervektorzinerSekunden (entspricht
2.000 Simulationsschritten) konstant gehalten und bewertet, bevor eine resaendfervektor
aufgeschaltet wird. Jewei®)0 Messwerte werden fur eine Zielfunktionsauswertung herangezo-
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gen:
Parameter KAMOr Parameter K\/enm Parameter KPVenm
1150 T T 3.2 T T 6.8 T
66 b ........... .
1100 L... 64_ .......... B . .......... 4
—

1050 | 6 .
£ E 0 0Jd | Eeel
=2 2

1000 B

950 ...................... 4
900 i i 14 i i 438 i i
130 140 150 160 130 140 150 160 130 140 150 160
Zeit [s] Zeit [s] Zeit [s]

Abbildung 7-13: Parameteranderung von Aktor | wahrend der Optinmigru

Der HILS-Prufstand bietet die Moglichkeit, Gber Hydraulikaktoren garékale Gleisanregung
auf den Untertrager (vgl. Abbildung 7-11) zu erzeugen. Fur das Experimesicthaine Recht-
eckanregung mit einer Frequenz \@wHz und einer Amplitude voth mmals ausreichend heraus-
gestellt, wobei diese auch im Bereich von realistischen Gleigangen liegt.

Die nachfolgende Abbildung zeigt die Anderung der ZielgroRen fur Aktor . istieau sehen,
dass sowohl Lageabweichung als auch Leistung gleichzeitig innerha®Ov®ekunden mini-
miert werden kbnnen:

x10" ISE-Position Hydraulikleistung

720 :
700
680 |
640 |

g 620

600 -

[m’s]

580 -
560

16 1 i 1 i 520 1 i 1 i
130 135 140 145 150 155 130 135 140 145 150 155
Zeit [s] Zeit [s]

Abbildung 7-14: ZielgréRenénderung von Aktor | wahrend der Optimnigy
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7.3.5 Zusammenfassung

Die Einbindung des Optimierers in die Echtzeitschleife hat sgleddr effizient und robust her-
ausgestellt. Mit Hilfe der Uberwachungsfunktionen ist ein zuvegéasdetrieb maoglich. Die

unterschiedlichen Optimierungsergebnisse fur die baugleichen und symmatngeordneten

Aktoren | und Il zeigen, dass beide Komponenten nicht als identisckaemgewerden kbnnen.
Samtliche akkumulierten Abweichungen der verwendeten Regelkreisgl&stesgren, Aktoren,

Messtechnik etc.) werden somit durch die Online-Optimierung aufgedesde Ergebnisse
sind fur eine Modellverbesserung und somit fiir eine weitere, modelftsa&ptimierung sehr
wertvoll:

TABELLE 16. Start- und Endparameter fir Aktor | und Aktor Il

Parameter Kaktor [V/M] K ventil [V/m] KP ventil [VS/m]
Startwerte 1.000,0 1,5 5,0
Ergebnis Aktor | 980,0 2,6 6,3
Ergebnis Aktor 11l 784,0 2,2 6,2
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,Dass intelligente Verkehrstechnologie allein die Probleme des

wachsenden Verkehrsaufkommens bewadltigen wurde, hat nie
jemand behauptet. Aber umgekehrt wird ein Schuh daraus. Zu
glauben, man kénne auf intelligente Verkehrslenkung verzich-

ten, obwohl einem die Probleme Uber den Kopf wachsen, das ist
eine lllusion.”

Der Munchner Oberburgermeister Christian Ude zur Vertrags-
unterzeichnung MOBINETwWww.mobinet.de

7.4 Selbstorganisierendes Kreuzungsmanagement

Betrachtet man die kritische Zunahme der Verkehrsdichte, soeighassive Vernetzung von
Fahrzeugen zur Vermeidung des Verkehrsinfarkts unumgéanglich. Am Basp@elStralRenkreu-
zung wird aufgezeigt, wie durch die Vernetzung von autonomen Einzelfahrzsingasibstorga-

nisierendes Kreuzungsmanagement zur kollisionsfreien Uberquerung eaffsr&neuzung ent-
steht. Ziel ist es, durch die Kooperation der Einzelfahrzeugeoeiiree-optimierte Uberquerung
ohne Stillstand der Fahrzeuge umzusetzen.

Die Ergebnisse wurden im Rahmen des Sonderforschungsbereichs 376 ,Mzasillelitat -
Algorithmen, Entwurfsmethoden, Anwendungen” erarbeitet.

Im Laufe der Zeit hat das Kreuzungsmanagement verschiedene Entwiskiliegsiurchlaufen.
Anfanglich wurden potentielle Kollisionspunkte mit Hilfe eines kombieierSemaphoren-/
Token-Verfahrens ([Naumann, Rasche 1997], [Rasche et al. 1997¢hgRas04]) verwaltet
(vgl. Abbildung 7-15). Spater wurde die zeitliche Uberlappung des Aufenthakstischen
Zonen der Kreuzung mit Hilfe des MOPO-Gradientenverfahrens im doge@nline-Optimie-
rung tberschneidungsfrei eingestellt ([Llckel et al. 1999], [Rasche 2004])

Token / Semaphoren
Exklusiver Kreuzungseintritt
"elektronische Ampel™

Zwei Fahrspuren Kritische Zonen
Discrete Vehicle System Continuous Vehic Zeitliche Uberdeckung in Zonen

 — Online-Optimierung
‘ SSSSSSS ‘ Joraea oo s ‘ -\ffﬁfi'ﬁ\ Zwei Fahrspuren .
Information about Intersection Geometry G ra p h en -baS e I"t
oo \ Beachtung der FahrzeugabmaRe
iscrete Intersection Systems N N A
N e —— Verteilte Online-Optimierung
— ‘ _ Drei Izargrspuren
o 9

Abbildung 7-15: Entwicklungsstufen des Kreuzungsmanagements

Das nachfolgend vorgestellte neue Kreuzungsmanagement ist in wesarflictiden erweitert
worden, um eine grélRere Realitdtsndhe zu erzielen.
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7.4.1 Neues Kreuzungsmanagement

Die Erweiterungen des Kreuzungsmanagements umfassen weite Bedeiclrigehorigen
Modelle, Simulations- und Optimierungsansétze [Neuendorf, Deppe 2003]eéhiteeitfahige
Umsetzung war dabei nicht im Fokus; als Hardware-Plattformdsihdr vernetzte Workstations
(NOW) vorgesehen.

Die wichtigsten Veranderungen gegentber den bisherigen Verfahren latstaiggndermallen
zusammenfassen:

=

. Erweiterung auf zwei Einfahrtsspuren (Linksabbieger- und Rechtad€amusspur)
2. Ebenenweise Online-Optimierung mit neuem Quasi-Newton-Verfahren
3. Einbeziehung der Fahrzeugabmal3e und variabler Abbiegetrajektorien

4. Dynamische Fahrzeuganzahl (An-/Abmelden eines Fahrzeuges entspritibdasdauer
eines zugehdorigen Simulators)

5. Variable Modellierungstiefe auf AMS-Ebene
6. Graphenbasierte Vorfahrtsbestimmung
7. Parallelverarbeitung auf Basis der OES-Struktur (zun&chst ffline

Das Kreuzungsmanagement kann zur Leistungssteigerung des Verfahrems mweistufige
Optimierung aufgeteilt werden. Es findet eine lokale Optimierungdder- und der Langsdyna-
mik auf Fahrzeugebene (AMS) statt. Auf Kreuzungsebene (VMS1)daisddynamische Netz
der Fahrzeugabhangigkeiten gebildet (,virtuelle Kolonnen®) und optimied. Abstands-/
Kolonnenregler (VMSO0) setzen die Vorgaben der Kreuzungsebene um:

Kreuzung Anmeldung:
- Richtung
Vemetztes - Geschwindigkeit

Mechatronisches - Platzbedarf
System 1 > Bildung von
Kolonnenstrukturen
Kolonne ocM Fahrzeugpaare:
Vernetztes > - g'"fah"t
f N - === - Durchfahrt
Mechatronisches & Ziele: i}
Ausfahrt
System 0 - Anpassung an Fahrer
- Kolonnenstabilitit Kolonnenfahren 4—
- Platzbedarf

System Ziele:

—_— Autonomes - Anpassung an Fahrer
Abbiegen - Anpassung an Umgebung

Fahrzeug Gem
Autonomes
Mechatronisches =

Abbildung 7-16: Vorgehensweise fiir die mehrstufige Optimierung

Die Aufgaben der einzelnen Ebenen sind:
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Fahrzeugintern (AMS-Ebene):

Anpassung der Abbiegetrajektorie und des Geschwindigkeitsprofils an dynasmigokerli-
che Randbedingungen: Fahrerwinsche (sportlich/komfortorientigmaximale Beschleuni-
gungen), Stral3enverhéltnisse, Abbiege-Korridor (Platzbedarf) u. & Diggmierungsstufe
ist als Ersatz oder Assistent fuir den menschlichen Fahreprietierbar.

Kreuzung (VMS1-Ebene):

Bestimmung der Vorfahrt und Optimierung der virtuellen Kolonnen. Ergebni die
Geschwindigkeitsprofile als Fuhrungsgrof3en fur jedes beteiligte Fahrratige( modell-
hafte Losung flr das geregelte Kolonnenfahren) und die FahrzeugpaarungenKuototas
nenfahren. Berlcksichtigt werden die Vorgaben aus der Logistik-/Routengisebene
(VMS2), die Optimierungsergebnisse aus der AMS-Ebene (minimaleiébung hiervon),
der Durchsatz, der Energieverbrauch u. &. Zielgro3en. Auf dieser planéhdee ist hohes
Optimierungspotential vorhanden.

Kolonne (VMSO0-Ebene):

Der Abstands-/Kolonnenregler fihrt die Vorgaben der VMS1-Ebene ausA®eichung

von den errechneten Geschwindigkeitsprofilen werden die Profile eléstanten nachfolgen-

den Fahrzeuge entsprechend korrigiert, um Kollisionen zu vermeiden.dixdn esn virtuelle
Kolonnen handelt, d. h. um Fahrzeugkombinationen aus unterschiedlichen Richtungen der
Kreuzung, muss mit entsprechender Technik (z. B. Funk) eine Kommunikatibaltzeuge
untereinander sichergestellt sein.

7.4.2 Einteilung der Kreuzung in Zonen

Die Fahrt durch die Kreuzung wird in folgende Phasen bzw. Zonen eingeteilt

In derKontaktphase/-zon&ird dem Fahrer die Kontrolle entzogen und das Fahrzeug auf eine
vordefinierte konstante Geschwindigkeit gebracht. In dieser Zeit karfratieer auch seinen
Richtungswunsch angeben. Das Fahrzeug wird in das Kommunikationsnetzwéfeder
zung eingebunden. Es werden Informationen Uber die Kreuzungsgeometrie und k@ ande
Verkehrsteilnehmer, mit denen es zu einer Kollision kommen konnte tausget.

In der Strategiephase/-zongird schnell eine sichere suboptimale Losung gesucht. Die Fahr-
zeuge werden in den Kollisionsgraphen eingebunden, und ihnen wird ein Geschwisidigkeit
profil zugewiesen, mit dem sie unter allen Umstanden die Kreuzahgrdiberqueren kon-
nen.

Diese in der Strategiephase ermittelte Losung dient als 8tarfiiv die Optimierung in der
Optimierungsphase/-zonén dieser Phase wird ein Modell der nachfolgenden Handlungs-
phase genutzt, mit dem vorausschauend die Kollisionsfreiheit Uberprift eraptiinalen
Fahrzeugabstande und -geschwindigkeiten ermittelt werden kénnen. Dazu svietyelae
MOPO-Verfahren zur kontinuierlichen Mehrziel-Parameter-Optiomg verwendet.Die
Optimierung muss bei Eintritt in die Handlungsphase/-zone beendet sein.
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Abbildung 7-17: Zoneneinteilung der Kreuzung
» Die Handlungsphase/-zonist diejenige Zone, die in der Strategie- und der Optimierungs-
phase betrachtet wird. Die Handlungszone ihrerseits ist unterteilt

» die Verzbgerungszone (1): Zone, in der die in der Strategie- und deni€phgszone
ermittelten Geschwindigkeitsprofile umgesetzt werden,

» die Durchfahrtszone (2): Zentraler Kreuzungsbereich, der die pdtEmticollisionsorte
enthalt; hier findet auch das Abbiegen der Fahrzeuge statt,

» die Beschleunigungszone (3): Ausfahren und ggf. Beschleunigen der Fahrzewge auf

hoheres Geschwindigkeitsniveau.

Optimiert wird das Verhalten der Fahrzeuge in der Handlungszone. @atlexuch nur diese in
den Optimierungsexperimenten bertcksichtigt.

7.4.3 Algorithmus zur Vorfahrtsbestimmung

Bei der Handlungszone der Kreuzung steht die Vorfahrtsbestimmung zkdfirgionsfreien

Uberquerung im Mittelpunkt. Zum Einen wird die Handlungszone fir die VorpeiSanulatio-

nen in den Strategie- und den Optimierungszonen simuliert, zum Andedet i der realen
Handlungszone die vorgeplante Uberquerung durch die Fahrzeuge statt.

Durch spezielle Abstandsvorgaben und Auswahl der ,logischen® Kolonnenvorgamdedasi
Problem der kollisionsfreien Kreuzungsiuberquerung auf eine Abstands-/Kologelenge
zuruckgefuhrt. Eine vereinfachte Modellierung besteht in der Vorgabe \tstisteorab berech-
neten Geschwindigkeitsprofilen zur Einhaltung des Abstands. Hierbegtediet Ubergang zu
einer ,echten* Abstands-/Kolonnenregelung dann, wenn das GeschwindigkditdpsoNach-
folgenden permanent durch das des Vorherfahrenden verandert wird.

Das Modell der Handlungszone soll dazu dienen, eine wenig rechenintafi@veute globale
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Uberquerung als Startpunkt fir eine nachfolgende Optimierung zu bestimureBegimmung
der globalen Uberquerung werden folgende vereinfachende Annahmen fiir dasddoielhd-
lungszone getroffen:

1. Eine echte Abstands-/Kolonnenregelung ist aufgrund der idealisierten Aanaimriehlen-
den Storgréfen nicht notwendig. Stattdessen wird die Fahrzeuglangsbewegung durch
Geschwindigkeits-Zeit- und Geschwindigkeits-\ARmfile gesteuert. Dabei werden sinnvolle
Begrenzungen fur die Beschleunigung bei der Berechnung der Geschwindigégliésrrit-
berlcksichtigt.

2. Die Fahrzeugkontur wird zur effizienten Kollisions-/Abstandsprufung duvefi Kreise
beschrieben (reine 2D-Betrachtung).

3. Jedes Fahrzeug kennt die Kreuzungsgeometrie.

4. Jedes Fahrzeug hat eine vorgeplante Bahn und nur der Geschwindigkeitdsgarh variiert
werden.

5. Fahrzeuge kdnnen aus lhren Bahnvorgaben gegenseitig inre potentiellen Kotlisionger
Kreuzung berechnen (Schnittpunkte von bikubischen 2D-Spline-Kurven).

6. Die Fahrzeuge kdnnen in einem Funknetzwerk kommunizieren.

Zur Modellierung der Fahrzeugabhangigkeiten bei der Uberquerung wird im neserukgs-
management ein gerichteter Graph verwendet. Die Fahrzeuge sinchalienkdes Graphen,
wobei jedes Fahrzeug mit seinem Nachfolger in der Einfahrtsspurlendoatentiellen Kollisi-
onspartnern (potentiell heisst: es existiert ein BahnschnittpunkKremzungsbereich) Uber
gerichtete Kanten verbunden wird. Es entsteht jeweils ein azy&tisgerichteter Graph (vgl.
Kap. 2.2) mit einer Ausrichtung von der Kreuzungsmitte nach auRenr @iesmeh wird Kollisi-
onsgraph genannt und kann maximal vier Komponenten enthalten (so ergeben viealiezht
ger einen Graphen mit vier Knoten ohne Kanten, da die Fahrzeuge vdllig ngabWdneinan-
der die Kreuzung Uberqueren kdnnen). Eine von einem Fahrzeug (Knoten) ausgehdrde Ka
bedeutet Vorganger gegeniber dem Ziel-Fahrzeug der Kante zu sein, einer iRahrzeugko-
lonne zeigen die Kanten des Kollisionsgraphen entgegen der Fahrtrichtung.

Im gezeigten Beispiel (vgl. Abbildung 7-18) existiert nur eine Graphengéoente. Dies ist fur
eine hohe Verkehrsdichte allerdings auch der wahrscheinlichst&iehlst es nun, eine Reihen-
folge zu finden, in der die Zuteilung der Durchfahrt erfolgen kann. Deurgsalgorithmus
arbeitet nach dem First-In-First-Get-Prinzip, d. h. je eheiFahrzeug eingebunden wird, desto
weniger Einschrankungen aufgrund anderer Fahrzeuge (in Form von auf das Fgariodete
Kanten des Kollisionsgraphen) sind zu erwarten.

Der Kollisionsgraph ist kein statisches Gebilde, sondern standigémdéungen unterworfen
(dynamisches Netz), da stdndig neue Fahrzeuge hinzukommen und auch andeesizi@mgk-
bereich verlassen. Fur das Beispiel werden die Prioritatékiivith gemar den Himmelsrich-
tungen in der Reihenfolge {North, East, West, South} gewahlt. Als Rantpedy gilt: ,Innere
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haben Vorrang vor AuBeren“. Nach dieser Regel ergeben sich die Kantéolldgsnsgraphen:

North

Handlungszone

Kollisionsgraph 8 8 Vorfahrtsgraph
- Kontaktzone

o
o
@ turning right c;outh Strategiezone Optimierungszone
Vorfahrtsreihenfolge:
>
> > > >
—

Abbildung 7-18: Kollisionsgraph und Vorfahrtsgraph

Fur die Uberquerung werden nun Fahrzeugkolonnen gebildet. Dabei wahlt jedesugaden
Vorganger aus, fur den es am meisten verzogern muss. Somit i$irgestet, dass allen potenti-
ellen Kollisionspartnern ausgewichen wird. Nach dieser Regel Bildetine neue Graph-Struk-
tur (Morfahrtsgraph) fur die Vorfahrt aus dem Kollisionsgraphen heigsReihenfolge der
Vorfahrt kann aus den mdglichen topologischen Sortierungen (vgl. Kap. 2.Xpdabkrtsgra-
phen ausgewahlt werden. Letztlich wird eine eindeutige Reihenfolgegtrzndem friihe Fahr-
zeuge mit geringerem Abstand zur Kreuzung bevorzugt werden (vgl. Kap. 7.4.8).

Der Kollisionsgraph wird in der Kontaktzone aufgebaut, der VorfahrtsgragériStrategiezone
bestimmt. Liegt die Vorfahrtsreihenfolge der Fahrzeuge fest,esdem flr jedes Fahrzeug zwei
Féalle unterschieden:

» Freies Fahrzeug: Es braucht keine Rucksicht auf andere Fahrzeuge genounwerden; die
Geschwindigkeit kann vor der Absenkung auf die Durchfahrtsgeschwindigkeit zkistRuiic
Minimierung sogar kurzzeitig erhoht werden (Beispig}, WM, und Eg).

» Abhéangiges Fahrzeug: Es gibt genau einen Vorausfahrenden, anhand von dessehrBudrchfa
daten (Bahn- und Geschwindigkeits-Trajektorie) die notwendige eigetigegdlarschiebung
berechnet wird. Dabei mussen potentielle Kollisionen in der gesatatatiungszone (Verzo-
gerungs-/Durchfahrts-/Beschleunigungszone) vermieden werden.

Die notwendige Verschiebung zum Vorausfahrenden wird durch den VergleMledeteit-Pro-
file ermittelt. Dazu wird zunachst der potentielle erste iKiolhspunkt als Spline-Schnittpunkt
der XY-Trajektorien der Fahrschlauche beider Fahrzeuge bestimmhandl der beiden Weg-
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Zeit-Profile, der unterschiedlichen Bahnlangen zum potentiellen Koispunkt und eines vor-
gebbaren Sicherheitsabstands ergibt sich dann eine positive oder negasigi@ielbung zum
Vorausfahrenden.

Fur das Kreuzungsmanagement erfolgt die Darstellung der GeschwindigKéiige mit Hilfe
von kubischen 1D-Splines ([Spath 1973], [Schwarz 1993]). Diese Splinesnigyde Stutzstel-
lenwertepaare sowie die Anfangssteigung und die Endsteigung der Splinekkaofigeiriert.Zu
einem Eingangswert werden der interpolierte Ausgangswert und dessenrad zweite Ablei-
tung ausgegeben.

Mit Hilfe der 2D-Splines lassen sich beliebige 2D-Trajektoabbilden, die keine Funktionen
sein mussen. Die 2D-Splines werden zur Definition der Abbiegespur&maozungsmanage-
ment verwendet. Die Parametrisierung der Splines erfolgt Ub&odienlange, wie auch in der
Robotersteuerung ublich [Olomski 1989]. Die Definition erfolgt tber StUtzpunktéer xy-
Ebene Xi,yi) und einen Anfangs- und Endbahnwinkel. In Abhangigkeit der Bahnlange werden
die interpolierten Punkte, der Bahnwinkel und die Bahnkrimmung ausgegeben.

Zur Berechnung des zugehorigen Geschwindigkeitsverlaufs werden dreiecgsf@msichleuni-
gungsprofile vorgegeben, um den Ruck klein und abschnittsweise konstant zu Daken.
Abbremsen von der Einfahrts- auf die Durchfahrtsgeschwindigkeit wirceinhgfjro3e Zeitin-
tervalle mit jeweils konstantem Ruck eingeteilt. Das Beschieumauf die Ausfahrtsgeschwin-
digkeit erfolgt nach dem gleichen Prinzip. Das nachfolgende Diagramytene Beispiel fur die
Abstimmung eines Linksabbiegers aus Suden (Follower-SL) auf eindrnisBRebieger aus Nor-
den (Leader-NR), die gleichzeitig und mit gleicher Geschwindigkedtie Handlungszone ein-
treten. Die Fahrzeuge kdnnen in der Durchfahrtszone kollidieren und bildenAwusfahrtszone
eine Kolonne. Daher muss der Nachfolgende in der Einfahrtszone eihenh®itsabstand (hier
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z. B.20 m) aufbauen, der in Durchfahrt und Ausfahrt bestehen bleibt:
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Abbildung 7-19: Verschiebung zweier Fahrzeuge zur Kollisionsvermedd

Zur Berechnung werden zunéachst vier gleich grofl3e Zeitintervalle geildisthen jeweils kon-
stanter Ruck herrschen soll. Diese Vorgaben werden gewéahlt, deuasemiche Wahrnehmung
der Beschleunigungséanderung (durch die Fahrzeuginsassen) auf lineareteivdyasthrankt
ist. Fur das erste Zeitintervall bedeutet dies einen zeitlitfegverlaus, (t) gemaf:

s (1) = v1[t+l 3

6 Esl Max [t

(7.1)

mit Anfangsgeschwindigkeit;, Zeitt und max. Rucks; \,,, . Die zugehdrigen Geschwindig-
keits- und Beschleunigungsverlaufe lauten:

1. 2
Si(t) = 81 max (7.3)

Die restlichen drei Zeitintervalle werden entsprechend ahnlicltheee Gibt man Anfangsge-
schwindigkeitv;, Endgeschwindigkeit,, Zeit T und Weglangé insgesamt tber alle vier Zeitin-
tervalle vor, so ergibt sich der maximale Ruck fir die Abschnittedl2 zu:
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v, OT+3 0y, T —4 L

Si, 2, Max(L’ T, Vi, Vz) =80 T3 (7.4)
Fir die Abschnitte 3 und 4 lautet er:
) 30v, Or+v, M-4 1L
83, 4 Max(Ls T Vg, vp) = 80 3 (7.5)

T

Soll ein Fahrzeug lediglich von aufv, verzégert werden, so wird die NormalZgjt zugrunde-
gelegt. Die Zeitvorgabdy fur konstante Geschwindigkeit in den Abschnitten 1 und 2 und
Abbremsen vow,; aufv, in den Abschnitten 3 und 4 bei gegebener Weglérgeerechnet sich
mit 8} yax = 0 nach:

T, = —N 7.6
N v, +30y (7.6)
Eine Umstellung nachy ergibt:
_1

Will man ein Fahrzeug zur Kollisionsvermeidung um den \&isg relatichiisen, so setzt
man fur Gl. 7.4 und Gl. 7.5:

T=T, (7.8)
L = Ly+As = 3 T 0V, +30V;) +As (7.9)

Ein positiver WertAs bewirkt so, dass ein Fahrzeug im gegebeneant@eiall eine hdhere
Durchschnittsgeschwindigkeit als die ,Norm-Durchschnittsgeschwindigkk&‘durch die Nor-
malzeitTy und die Weglangky definiert ist, haben wird.

Das nachfolgende Diagramm zeigt ein Beispiel fur zwei im Abstan@ s hintereinander fah-
renden Rechtsabbiegern (aus Norden). FUr den Vorganger (Leader-BiR nsgativer WerlAs
von-60 mangenommen. Um einen Abstand zum Vorausfahrenden vor23.r8zu halten, wird

hier ein negativer Werhs voi70 mfur den Nachfolgenden (Follower-NR) gewéhlt. Zu beach-
ten ist, dass der Nachfolgende den Beschleunigungsvorgang aufgrund des Kolonnenfahrens
einer niedrigeren Startgeschwindigkejt(ca. 14,5 m/sbeginnt als der Vorausfahrends (0 m/

). Fur die gegebene Weglangg = 250 mundv2 = 5 m/sandert sich daher auch der Wert der
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NormalzeitTy fir den Nachfolgenden vdi0,0 sauf ca.20,587 s

s [m]

delta s [m]
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Abbildung 7-20: Fahrzeugkolonne in derselben Einfahrtsspur

Fur die Berechnung der maximalen Langsbeschleunigung wird der maximé&lenRuhangig-
keit vonAs bendtigt. Einsetzen von GI. 7.8 und Gl. 7.9 in GI. 7.4 liefert:

Si, 2 M ax(AS’

32[As

3
N

TN =

Einsetzen von GIl. 7.8 und GI. 7.9 in Gl. 7.5 liefert:

83 4 Max(8S Ty, vy, Vo) =

T®

(7.10)

(7.11)

Betrachtet man den Beschleunigungsverlauf innerhalb jedes der 4 aqtedigaitintervalle, so
tritt die maximale Langsbeschleunigung aufgrund des intervallweise karsfantks am Ende
des 1. und des 3. Intervalls nach der B¢ib Ty auf:

T
|Svax(BS, Ty V1, Vo)| = Max(|§ 5 max(BS T |55 4 max(BS: Ty Vi, Vo)) D‘f

(7.12)
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7.4.4 Fahrzeugmodelle und Umgebungsmodelle

Die Bahnen, auf denen sich Fahrzeuge bewegen kdnnen, sind fest vorgegebennbtiven-
dige geometrische Kollisionsprifung werden den Fahrzeugen jeweilsrifehiin den Kreu-
zungsbereich alle Bahnen bekannt gemacht. Die Bahnen sind dabei beziagkdkamrdinaten-
systems in der Kreuzungsmitte definiert. Um den Rechenaufwand €UKdallisionsprifung
wahrend der Optimierung auf VMS1-Ebene gering zu halten, werden dieebghgeometrien
durch Kreise approximiert (Abbildung 7-21). Diese Ersatzgeometregdem den anderen Ver-
kehrsteilnehmern bei Einfahrt in den Kreuzungsbereich ebenfalls niitggte modelltechni-
sche Realisierung der Bahndefinition flr die Fahrzeuge erfolgt & ¥bn bikubischen Spli-

nes:
16 (1]
4 x . A
[ ] 1
[
A |

@‘y

° e

Abbildung 7-21: Effiziente Bestimmung des minimalen Fahrzeugabstatuich Kreisgeometrien

Beim Problem des Kreuzungsmanagements ist zu beachten, dass imnR&mMOptimierung
sehr viele Vorabsimulationen der Handlungszone notwendig sind (s. u.) undel&sdiation

der Fahrzeuge in der Kreuzung der entscheidende Faktor fir die Simbdasi@msist. Daher ist
es sinnvoll, die Modellierungstiefe der verwendeten Fahrzeugmodelle gewdilige Aufgabe
anzupassen. Fur das Kreuzungsmanagement sind daher insgesamt dragFedueke unter-
schiedlicher Komplexitat entstanden. Alle Fahrzeugmodelle werdervedralten eines BMW
325i, Baujahr 1988, angepasst, dessen Parameter bekannt waren. Begid#ynamischen
Modellen handelt es sich um:

* Lineares Einspurmodell: Dieses Modell entspricht weitgehend den algeatatur bekann-
ten linearen Einspurmodellen. In das Modell integriert sind lineageRflr die Fahrzeugge-
schwindigkeitx und die Orientierung des Geschwindigkeitsvektors (Summe eoniiikel
¢ und Schwimmwinkep ).

KenngrolRen des Modell8:Freiheitsgrade und Systemordnuhg

* Nichtlineares Zweispurmodell: Es besteht aus einer AufbaumassesiendRadmassen.
Dazwischen wirken nichtlineare Feder/Dampfer-Gesetze. Digevidder sind lenkbar, wobei
die Lenkkinematik realer Fahrzeuge bertcksichtigt wird. Das Fahrzeledhwird durch
Reifenmodelle (erweitertes EZ2Use) und einen Antriebsstrangrim Elektrischer Antriebs-
maschinen vervollstandigt. Bei der Modellbildung wird auf eine geei@ted&turierung und
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Modularisierung des Modells (s. 0.) geachtet. Dadurch werden die Ikatdih und die Veri-
fikation der Systemparameter vereinfacht.
Kenngrol3en des Modell$2 Freiheitsgrade und SystemordnuBg)y

* Nichtlineares Einspurmodell: Dieses Modell enthélt alle Komponed&s nichtlinearen
Zweispurmodells (s. u.). Jedoch wird die mechanische Struktur vereinfaieser Schritt
fuhrt zu einer ca. dreimal schnelleren Simulation auf einem kpruzessorsystem, vergli-
chen mit dem Zweispurmodell.

KenngrolRen des Modell8:Freiheitsgrade und Systemordni6®)

Eine vollstandige Simulationsumgebung flr das Kreuzungsmanagement erfaitent Wom-
ponenten. Dazu z&hlen beispielsweise die Fahrdynamikregler (Geschwitsdjg&purfolge-

und Abstands-/Kolonnenregler), Fahrermodelle fur die Bereiche aul3ermattadélungszone
(inkl. Fahrertypklassifizierung fur die AMS-Optimierung), die rsiadiche Definition einer Kreu-
zungsgeometrie und deren Umsetzung in Form von Bahndefinitionen und 3D-Ansichien sow
die Verkniipfung von Fahrzeugposition und -lage mit den Bahndaten.

7.4.5 Lineares Einspurmodell fir die Vorausschau

Das lineare Einspurmodell stellt die niedrigste Modellierungstien Fahrzeugen im Kreu-
zungsmanagement dar. Es wird auf der Basis des klassischen EinsplgrfRideert, Schunck
1940] an die eigenen Erfordernisse angepasst. Das Modell ist desimalbichtig, da es gleich-
zeitig physikalisch anschaulich und schnell simulierbar ist. Getadgirhulationen zur Voraus-
schau auf VMS-Ebene, die schneller als Echtzeit sein miusseasidlodell sehr gut geeignet.
Durch die Annahme einer linearen Schraglaufsteifigkeit der Reifehdas reale Fahrverhalten
nur bis zu einer Querbeschleunigung vondoa/$ hinreichend genau approximiert [Mitschke
1990]. Im Kreuzungsmanagement wird diese Querbeschleunigungsgrenze aberrgicht.

Zur Linearisierung des Modells sind weitere Einschrankungen zu beagbtenEinen kdnnen

nur kleine Lenkwinkel & betrachtet werden, so dass gikin(d) = 0 cpgd) = 1 und
tan(d) = 0. Zum Anderen existiert in den Bewegungsgleichungen eine einseitige Verkgppl
zwischen der Fahrzeuglangsgeschwindigkeit und dem Schwimmwgnkel . (8.18). Da
jedoch fiur das Kreuzungsmanagement in der Verzégerungszone nur die Langsdynamik und
der Durchfahrtszone (Abbiegen mit= cons) nur die Querdynamik eine Rolle spielt, kann die
Fahrzeuggeschwindigkeit im Querdynamikteil des Modells ohne ProblerRPar@sieter einge-
setzt werden. Der Parametdoeschreibt damit einen Betriebspunkt zur Betrachtung der Querdy-
namik.

Bild 7-22 verdeutlicht die Gréfen zur Beschreibung des Einspurmodells. sSBaitgsind der
Momentanpol der Geschwindigkeit, die Antriebskifgft die Reifenquerkraftéy, undFq, die
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Geschwindigkeit, der Lenkwinkeld , der Schwimmwink@l und der Gierwinkelp

Momentanpol

Abbildung 7-22: Einspurmodell

Zur Integration des Modells in das Kreuzungsmanagement missen dmgspiee®egelsysteme
fur das Fahrzeug verwendet werden. Zum Einen muss der GeschwindidkagtsbeFahr-
zeuglangsrichtung eingeregelt werden, zum anderen muss der Richtung dexiGaigkeit im
ortsfesten 2D-Kreuzungskoordinatensystetyy() gefolgt werden. Dazu wird der Winkel des
Geschwindigkeitsvektors um die Hochachse als Fiuhrungsgrof3e verwendet (lKaltsvitr das
lineare Einspurmodell ergibt sich der Kurswinkel zu:

y=B+y (7.13)
Als Stellgrofie dient der Lenkwinkd@ , fur den folgendes Regelgesefesalit wird:

5 = KL Hygou-heo B-w) + £E [j(ysOII B— )t (7.14)

Dieser Pl-Regler wird fur eine Geschwindigkejt= 5,0 m/s ausgelegt und wird automatisch
tber den Paramet&ILB =KL*(v/vy) an den jeweiligen Geschwindigkeitsbetriebspunkt (Parame-
terv) angepasst. D. h. die Reglereigenschaften im Bezug auf den Scimnkehbleiben auch

bei Anderung des Parameterdurch Kompensation in der ersten Zeile Ae(s. Gl. 7.18) und
B-Matrix (s. Gl. 7.17) gleich. Uber den Integralanteil des PI-&sgtann der sog. Geschwindig-
keitsstellfehler bei rampenférmigem FlhrungsgrofRenverlauf zu Null genvactién.

Um den Geschwindigkeitsbetrag zu regeln, wird als Flhrungsgro3e diebaktatF, am Hin-
terrad verwendet. Daflr wird folgendes Pl-Regelgesetz formuliert:

Fo = KV ><)+TVI O (Vgon =Xt (7.15)
0
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Die Fuhrungsgrof3en der Regler werden zu Eingédngen in das geregelteHinsptemodell:

TABELLE 17. Eingange des geregelten linearen Einspmodells

Name Einheit Beschreibung
Ysoll [rad] Geschwindigkeitssollwinkel um die Hochachse
Vol [m/s] Geschwindigkeitssollbetrag des Fahrzeugs

Zusatzlich zu funf Zustandsgrof3en zur Beschreibung der Strecke kommenmedtget Zustande
aus den Integralanteilen der beiden PI-Regler hinzu:

TABELLE 18. Zustande des geregelten linearen Einspmodells

Name Einheit Beschreibung

B [rad] Schwimmwinkel

P [rad] Gierwinkel

ljJ [rad/s] Gierrate

X [m] Weg

X [m/s] Geschwindigkeit

&, [m] Integral Gber den Geschwindigkeitsfehlév = Vgoi—X
€y [rad s] | Integral iiber den WinkelfehleEy = Ygo—B—W

Das Fahrzeugmodell wird dem Verhalten eines BMW 325i, Bauj@BB angepasst, dessen
Parameter bekannt waren. Die Reglerparameter werden in Butl&blfe des Frequenzkennli-
nienverfahrens ermittelt und anhand von Eigenwertanalysen und lineatgat®mberprift.

Die Bandbreiten des geregelten Systems liegen fur den Betriebsgun&O m/soberhalb von

1Hz

TABELLE 19. Parameter des geregelten linearen Einggrmodells

Name Wert Einheit Beschreibung

Y variabel [m/s] Geschwindigkeit im zu wahlenden Bdtsigunkt
Vo 5,00 [m/s] Geschwindigkeit fur die Reglerauslegung

m 1.296,00 [kg] Fahrzeugersatzmasse (alle Tragheiten)

I, 1.750,00| kg m? Fahrzeugtragheitsmoment um die Hochachse
ly 1,25 [m] Abstand der Vorderachse vom Schwerpunkt

Ih 1,32 [m] Abstand der Hinterachse vom Schwerpunkt

oy 70.000,00 [N/rad] Gesamtfederkonstante fir den vemi&chraglauf
Ch 70.000,00 [N/rad] Gesamtfederkonstante fir den hémt&chraglauf
0 120 [kg/md) Luftdichte

Ay 2,00 M3 Stirnflache des Fahrzeugs

Cy 0,40 [-] Luftwiderstandsbeiwert
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Name Wert Einheit Beschreibung

KV 8.242,00 [kg/s] Reglerverstarkung fiir den Geschwike€ligregler

TVI 0,18 [s] Zeitkonstante fur Geschwindigkeits-PI-Regler

KL 6,03 [rad] Reglerverstarkung fur den Lenkregler

KLB KL*(v/v q) [rad] Reglerverstarkung fur den Lenkregler mit vijpensation
(Reglerkoeffizienten abhangig vom Betriebspujkt

TLI 0,36 [s] Zeitkonstante fur Gierwinkel-PI-Regler

Fur die Herleitung der Bewegungsgleichungen fur die Querdynamik des Einsplisnsedauf
die Literatur verwiesen [Mitschke 1990]. Im Langsdynamikteil ist neber Massentragheit des
Fahrzeugs der Luftwiderstaig in linearisierter Form berucksichtigt:

Lot = [Srp 5, ]

(7.16)

Die Bewegungs- und Reglergleichungen des gesamten Modells in Zustandssaelindgrlau-
ten somit:

>
1l

> X £ €

m
<

>

KLB [,
i 0
B m Ov
W 0 0
ljJ KL [bVEIV o
D X + IZ DVSOH
% 0 0| [Vson
SV 0 &/
e m
el 0 1
(. 1 O_

Iv Ih
—¢~(KLB+1) [k, —KLBE, MV=GL +c 0 . .
m v m v m v
0 0 1 0 0 0
e
\% h
~(KL+1) &, 0, +c, O, -KL &, 0, ~SH by . . .
1 1 1,
0 0 0 0 1 0
> v
kv P A
0 0 0 0 2 KY
m TVIm
0 0 0 0 -1 0
-1 -1 0 0 0 0

(7.17)

(7.18)

Da fur die Optimierung im Kreuzungsmanagement auf VMS-Ebene diehfatirtsgeschwin-
digkeit (Abbiegegeschwindigkeit) ein variabler Parameter ist, wedike Zustandsgleichungen
zur Simulation nicht diskretisiert, sondern in symbolischer FornCalode formuliert und mit
Hilfe eines Heun-Verfahrens online geldst. Aufgrund der analysiergamttequenzen ist dabei

eine Integrationsschrittweite vom= 0,01 s ausreichend. Die gemessenen Rechenzeiten pro

Simulationsschritt gemald Tabelle 20 haben gezeigt, dass eineteestaiulation des linearen
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Einspurmodells ineffizient ware. Daher sind die Simulationen dearen Einspurmodells direkt
in Form von C-Code in einen Evaluator integrierbar. Mit einem Athlon-M@&Bystem kann
man das Verhalten des linearen Einspurmodells fr eine gedanklichesSfinau von z. B.00 s
innerhalb voriL00 s/25.000 = 4 msgoraussimulieren:

TABELLE 20. Rechenzeiten fir einen Simulationsschit des geregelten linearen Einspurmodells

Rechenzeit T Faktor h/T Hardware Numerische Lésung
1,30 [us] 7.692| Intel Pl 500 Heun-Loser, h = 0,01 spéddouble
0,40 [us] 25.000 Athlon 1800 MP Heun-Loser, h = 0,014sbié double

7.4.6 Simulator fur die VMSO0-Ebene

Um die Einzelfahrzeuge simulieren zu kénnen, wird auf die bewahmel&ionsplattform 1PA-
NEMA zurickgegriffen. Pro Fahrzeug existiert eine vollstandige IPMNEApplikation. Die
Verwendung von IPANEMA bietet folgende Vorteile:

1. Echtzeitfahigkeit (wird hier nicht ausgenutzt, ist aber einétige Option)
2. Verteilbarkeit durch definierte netzwerkfahige Objektkommunikation
3. Plattformunabhangigkeit

4. Adaptor-Konzept zur Kommunikation mit der Umgebung

5. Anbindung an das Modellbildungswerkzeug CAMeL-View

Innerhalb einer IPANEMA-Applikation kann bei Bedarf mit Hilfe deal€lilatoren/Adaptoren
auf den MFG-/MFM-Ebenen weiter modularisiert werden. Mit Hiléeg Adaptor-Objekte findet
die Vernetzung der Fahrzeuge statt (Modellkopplung). Dazu besitztddgrt@x ein auf TCP/IP
[Stevens 1992] basierendes Kommunikationsmodul zum Senden und Empfangen von Daten:

(PNE

)

&

L Moderator
Assistant

Calculator

&

\

%

Assistant

@

Assistant

Léngsdynamik|
MFM

Querdynamik
MFM

Calculator

Adaptor

Fahrzeugmodell Simulator

Abbildung 7-23: IPANEMA als Simulator fur die VMSO0-, AMS- und MFM&enen
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7.4.7 Evaluator fir die Handlungszone

Zur Bewertung der Vorgange in der Handlungszone wird ein Evaluator bendtidie delgen-
den Aufgaben erfillt:

1. Umsetzung des beschriebenen graphenbasierten Verfahrens zur Vogéihrisbag

2. Anbindung von geeigneten Simulatoren (IPANEMA) zur Darstellung der VEI&he
(dynamische Fahrzeuganzahl)

3. Realisierung von Zielfunktionen zu den Vorgéngen in der Handlungszone (Durchaatz,
Quer-/Langsbeschleunigung, min. Fahrzeugabstand, Energieverbrauch etc.)

4. Bereitstellung einer Schnittstelle zum Optimierer

Ein solcher Evaluator fir die Handlungszone lasst sich nicht mé Mdh ODSS modellieren;
auch das Werkzeug Scilab bietet hier keine Unterstiitzung an. DabeteniEvaluator in Form
eines handcodierten C-Programms umgesetzt. Da der Evaluator urspraigfieiner Simulator
fur die Handlungszone entstanden ist und erst spater erweitert \Wweifdeer iSIM (Intersection
Simulator):

f 3D-Animator- MOPO-
Schnittstelle Schnittstelle

Verwaltung des Kollisionsgraphen
Verwaltung des Vorfahrtsgraphen
Spline-Schnittpunkte

_ iSIM
Analyse der s(t)-Profile Intersection
Berechnung der v(t)-Profile ~ Simulator

Bestimmung der Fahrzeugabstande
Datenaufzeichnung
2D-Graphik
Zielfunktionen

Schnittstelle modell

\ IPANEMA- Einspur-

Evaluator

Abbildung 7-24: Evaluator iSIM

Alternativ zur Anbindung von Einzelfahrzeugen tUber IPANEMA kann auch das ledseine
lineare Einspurmodell zur Simulation verwendet werden. Das lingiaspurmodell wird dazu
direkt in iISIM integriert, da eine Verteilung zu einer zu feingraran Parallelitat fihren wirde.

Optional kbnnen die 3D-Koordinaten (x-, y-, z-Position und Kardanwinkel) Edlerzeugkaros-
serien und R&ader Uber eine TCP/IP-Schnittstelle zyklisch zu éReAnimator gesendet wer-
den. Die Schnittstelle zum Optimierer (MOPO) erfolgt ebenfdtler ein TCP/IP-Protokoll. Die-
ses Protokoll ist identisch mit dem MOPO-Scilab-Protokoll (skatteang).
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iISIM-Simulationsergebnisse

Der iSIM-Kern ist plattformunabhangig; nur die 2D-Visualisierung benétigg Windows-Platt-
form. Unter Linux werden fir eine maximale Anzahl von gleichzéld-ahrzeugen (lineares
Einspurmodellca. 7 MBRAM bendtigt. Die Simulation der Handlungszone ist bei Verwendung
einer AMD-Athlon 1800-MP-CPU ca. 6-fach schneller als Echtzeit:

TABELLE 21. Gemessene Simulationszeiten der Handlgszone (lin. Einspurmodell auf AMS-Ebene)

ModellzeitRealzeit
6,25

Anzahl der CPUs Modellzeit [s] Realzeit [s]
1 100 16

Die nachfolgende Tabelle zeigt Randbedingungen und Ergebnisse fir eine Krenzulatjss.
Dabei treten immer maximal 8 Fahrzeuge am Rand der HandlungsnorE-Gekunden-
Abstand) in den Kollisionsgraphen und den Vorfahrtsgraphen nach einem fesaemséliotbma
ein. Auf diese Weise kdnnen Simulationen der Handlungszone mit verschdéamzeugmo-
dellen verglichen werden.

TABELLE 22. Randbedingungen und Ergebnisse der Simlation

13,0 m links; 9,0 m rechts
3 Fahrzeuglangen

[+150 m; -15m]

230m
10s (= 150 m bei 15,0 m/s)

Mittlere Kurvenradien

Sicherheitsabstand

Maximale Verschiebung der Fahrzeuge

Durchfahrtlange durch Verzégerungszone

Zeitlicke (Time Headway [Mayr 2001]) bei der Einfah
(d. h. bei 8 Einfahrtsspuren ergibt sich ein maximéblicher
Eingangsdurchsatz von 48 Fzg./Min. = 8 Fzg./10 s)

Einfahrts-/Ausfahrtsgeschwindigkeit 15,0 m/s
Durchfahrtsgeschwindigkeit 5,0 m/s

Simulationsdauer (Modellzeit) 100,0s

Schrittweite der Kreuzungs-Simulation 0,01s
Kommunikationsschrittweite 0,01s

Schrittweite Fahrzeugmodelle 0,001 s

Simulator fir Fahrzeugmodelle IPANEMA mit Runge-kasttLoser
Ausgabeschrittweite (2D-Animation) 1,0s

Fahrzeugmodelle BMW 325i (1988):
Lineares Einspurmodell
Einspurmodell aus CAMeL-View
Zweispurmodell aus CAMeL-View

Ordnung= 7; DOF= 3
Ordnung = 63; DOF = 8
Ordnung = 83; DOF =12

Gleiche Fahrzeuganzahl pro Prozessor

Lastverteilung

Simulationsergebnisse

Maximale Fahrzeuganzahl gleichzeitig simuliert 27
Summe simulierter Fahrzeuge 60

ca. 3 m/é

Betrag maximale Quer- und Langsbeschleunigung

Durchschnittlicher Durchsatz am Ausgang bei Sinoitetende
(Simulationsbeginn mit leerer Kreuzung,

25 Fahrzeuge bleiben am Ende der Simulation irkKdenzung)
Durchschnittlicher Durchsatz am Eingang bei Simatetende

21 Fahrzeuge/Min.((60-25) Fzg./100 s)
36 Fahrzeuge/Min. (60 Fzg./100 s)

Abbildung 7-25 zeigt die Daten der erst#hFahrzeuge fir eine Simulation der Handlungszone
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auf der Basis des linearen Einspurmodells. Die Zeitdaten zeiges, bei den angegebenen
Randbedingungen die Werte der Langs- und der Querbeschleunigungen in physikdigeh rea
schen Bereichen liegen. Die Abbiegevorgénge finden auf Kreisbahnemvatttich anhand der
rechteckformigen Querbeschleunigungsverlaufe erkennen lasst. Intermvenideh kubische
2D-Splines zur Bahndefinition verwendet, so dass Bahnen sehr flexibeédeferden kbnnen.
Die Rechtsabbieger unterliegen wegen der geringen Kurvenradien den hdcareteasGhleuni-
gungen beim Abbiegen (bei vergleichbaren Geschwindigkeiten). Die de &atirzeuge erho-
hen ihre Geschwindigkeit vor der Kreuzung kurzfristig, um den Nachfolgendenzal machen;
ansonsten vermindern alle Fahrzeuge ihre Geschwindigkeit je nach bé&sedferschiebung
zum Kaollisionspartner mehr oder weniger schnell auf die Durchfahdsggsdigkeit. Deutlich
sind die dreiecksférmigen Beschleunigungsprofile zu erkennen:

Position Léngsgeschwindigkeit

y[m]

Geschwindigkeit [m/s]

-20 -10 0 10 20 0 20 40 60 80

x[m] Zeit [sec]

Léngsbeschleunigung Querbeschleunigung

Beschleunigung [m/s?]
Beschleunigung [m/s?]

0 20 40 60 80 0 20 40 60 80
Zeit [sec] Zeit [sec]

Abbildung 7-25: Simulationsdaten fur 16 Fahrzeuge

7.4.8 Fahrzeugprioritaten bei der Vorfahrtsreihenfolge

Die Strukturen des Kollisionsgraphen und des daraus entstehenden Vorfphgaedrangen von
der Reihenfolge der Knoten- bzw. Fahrzeug-Einbindung ab. Fir jede Reihetds|§mbindens

ist zwar eine kollisionsfreie Uberquerung der Kreuzung garantegch ist die GroRe des
Rickstaus in den Einfahrtsspuren der Kreuzung vom langsten Pfad im \é&gfaphen abhan-
gig.

Falls die Reihenfolge des Einbindens in den Kollisionsgraphen vollig &eibar ware, wirden
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beiN Fahrzeugen theoretisti Mdglichkeiten der Vorfahrtsvergabe entstehen, wobei Moglich-
keiten durch unabhéngige Fahrzeuge und Symmetrie ausscheiden. Fir achigeafyzé&\, ,

Wgr, Eg S5 W, Nr, E|) und eine leere Kreuzung wird exemplarisch eine Eingré3en-Optimie-
rung zur Rickstau-Minimierung mit Hilfe von Simulated Annealing [Vanrhaeen 1987]
durchgeftihrt. Dazu wird eine entsprechende Optimierungsfunktion tempa&M integriert.

Eine Verwendung der eigenen MOPO-Optimierungsalgorithmen war nicht modgiadie Ziel-
funktion diskontinuierlichen Charakter hat. Die Randbedingungen fur die Siamdatentspre-
chen den bereits beschriebenen, nur dass die Fahrzeuganzahl auhadudeamit spezieller
Eintrittsreihenfolge begrenzt wurde.

Die Optimierung kann 1130 Schritten die maximale VerschiebuAg (s. Gl. 7.9) zwischen den
Fahrzeugen vorb4.2 m auf 20.9 m minimieren (positive Verschiebung bedeutet verringerte
Durchschnittsgeschwindigkeit). Bild 7-26 zeigt die zugehoérige Abkuhlkurve (Tietupedes
Simulated Annealing in Grad Kelvin), den Kostenverlauf (maximalsdeebungAs in Meter)
und den resultierenden besten Vorfahrtsgraphen. Fiur die maximale ¥btsahiwird fur jeden
Optimierungsschritt der beste und der aktuelle Wert verglichen. Schbr8rachritten wird die
beste Reihenfolge gefunden (und gespeichert). Alle nachfolgenden zufalliglgawReihenfol-
gen erzeugte eine groRere maximale Verschiebung. Eine Erh6hung der Duttdgeduhiwin-
digkeit (negative maximale Verschiebung) konnte fur die gegebene Konfigunatidrgefunden
werden.

Es zeigt sich zunachst ein recht grof3es Optimierungspotential afigtisehe Simulationsszena-
rien mit einer vollen Kreuzung (>30 Fahrzeuge), in die am Rand aufid&ah&sspuren Fahr-
zeuge einfahren, zeigt sich jedoch nur ein sehr geringes OptimierungspoEesnist daher am
sinnvollsten die Fahrzeuge nach Reihenfolge des Eintretens/Anmeldiars Worfahrtsgraphen
einzubinden (First-In-First-Get-Strategie). Dies wurde durch ngméache Simulationslaufe mit
kontinuierlich einfahrenden Fahrzeugen gepruft (SimulationskonfiguratiotKape 7.4.7) und
hat zwei Grinde:

1. Will man eine optimale Vorfahrtsreihenfolge flir neu in eine Kreuaimighrende Fahrzeuge
bei hoher Verkehrsdichte ermitteln, so schréankt ein schon bestehendstaRiio den Ein-
fahrtsspuren das Optimierungspotential drastisch ein, falls eh diiec Limitierung der
Abbiegegeschwindigkeit (Querbeschleunigungsgrenze) dominiert wird.
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2. Die Anzahl der "neuen" Fahrzeuge mit noch unbestimmter Vorfalesfeige ist klein im
Vergleich mit den vorhandenen Fahrzeugen im Inneren der Kreuzunghoit festgelegter
Vorfahrtsreihenfolge.

% Temperatur o max. Verschiebung Bester Vorfahrtsgraph
— Beste
\ ® ®
e . e®e
[
: )
0

0
0 5 10 15 20 25 30 15 20 25 3
Schritte Schritte
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60

70

/’,
#
1

60

50
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20
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Abbildung 7-26: Minimierung des Ruckstaus fir 8 Fahrzeuge

7.4.9 Parallelverarbeitung fir die Bewertung der Handlungszone

Will man detailliertere Bewertungen zur Langs-, Quer- und kédiynamik der Einzelfahrzeuge
bei der Uberquerung der Kreuzung vornehmen, so ist die Verwendung der koepleiotitli-
nearen Fahrzeugmodelle notwendig. Diese Modelle bendétigen ein Viaelfdeb&®echenaufwan-
des fur die Simulation im Vergleich zum linearen EinspurmodelldiB&valuierung der Hand-
lungszone wahrend eines Optimierungslaufs sehr haufig vorgenommen weslsishvoll, eine
parallele Simulation der Einzelfahrzeuge zu realisieren. Igpefolen werden die Laufzeiten fur
die nichtlinearen Modelle auf einem Workstation-Cluster mit zéhd<dargestellt.

Der Workstation-Cluster besteht aus funf Dualprozessor-SystemekMiitAthlon 1800-MP-
CPUs. Die Vernetzung erfolgt Gber einen Gigabit-Switch. Ein Syé&erai CPUs2 GB RAM)
l&auft unter Windows 2000 und dient als Leitwarte (2D-/3D-Animation .efig vier Rechner-
knoten (8 CPUs, j& GB RAM) laufen unter Suse-Linux 8.0. Der Evaluator-Prozess iSIM lauf
auf dem Windows-Knoten und startet von dort aus die Simulatoren auf denHmaten Uber
RSH-Kommandos (Remote Shell); die Interprozess-Kommunikation edotgh TCP/IP-Sok-

kets.

Die Lastverteilung folgt einem sehr einfachen Schema, da dierLastvie die Rechnerknoten
homogen sind. Zudem stehen die Rechnerknoten exklusiv fur diese Anwendung agungrf
so dass keine externen Lasten zu erwarten sind. Zur LastvertedigtigRM daher lediglich
dafir, dass die Anzahl der Simulatoren auf jedem Rechnerknoten moglahbhktist. Beim Start
eines neuen Simulators wird dazu aus einer Liste der Rechnerknoté@moden mit der momen-
tan geringsten Simulator-Anzahl ausgewahlt. Bei gleichen Simulaipalfen auf mehreren
oder allen Rechnerknoten erfolgt eine Zufallsentscheidung.

Die Anwendungstopologie wird durch einen hierarchischen Evaluator-SimuletphG
beschrieben. Dieser Graph hat eine dynamische Struktur, da die Aez&nnulatoren der aktu-
ellen Fahrzeuganzahl in der Handlungszone entspricht und deshalb zeithioberéch ist. Fur
die oben beschriebene Simulation (Tabelle 22) treten mirmald maximal27 Fahrzeuge
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gleichzeitig auf:

Moderator

-

%

Assistant

A

Assistant ‘ Assistant

Assistant

Calculator

Calculator Adaptor ]

Simulator Simulator

Abbildung 7-27: Dynamischer Evaluator-Simulator-Graph

Die Bewertung der Handlungszone wird fur das nichtlineare Einspur- ungpiwaodell in
verschiedenen CPU-Konfigurationen der Linux-Rechenknoten durchgefihrt. Zuermzsienu-
lation fUr die nachfolgende Ermittlung eines Speedup-Faktors wird zurgicHshux-Rechen-
knoten in Single-CPU-Konfiguration zusammen mit dem Leitwartenreclveewendet.
Anschlie3end erfolgen die Simulationen der beiden Fahrzeugmodelle fi&r @yd 8 CPUs. Das
nachfolgende Diagramm zeigt die zugehdrigen Rechenzeiten und den Speedujefieitdge
CPU-Anzahl:

Rechenzeiten Speedup
12000 : r 8 T .
==' NL-Einspurmodell | | | [nwo¢ Linearer Speedup
= NL-Zweispurmodell == NL-Einspurmodell
10000 L T TF- NL-ZweispurmodeII ................
B :?‘ ...........
— 8000 " s
0 B
S d
5 _% Gl (U
[ :
N 6000 2 :
2 S 4l S
S ® '
D
T 4000}
3t
2000 - 5l
0 1
0 2 4 6 8 0 2 4 6 8
Anzahl CPUs Anzahl CPUs

Abbildung 7-28: Laufzeitergebnisse fir die parallele Simulation ¥ahrzeugen

Die Ergebnisse zeigen die gute Skalierbarkeit der Anwendung. Trotebenrdler sequentieller
Ablaufe im Evaluator (Bahnberechnung, Kollisionsprtfung, Vorfahrtsbestmgnetc.) kénnen
die Laufzeiten durch eine Parallelverarbeitung drastisch gesenttenveAuch die Zeitverluste
durch Kommunikation und das dynamische Starten und Beenden der IPANEMA-Anwendungen
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haben geringen Einfluss auf die parallele Performance.

Nach dem Gesetz von Amdahl [Amdahl 1967] ergibt sich fir den gemesseeetu$ vort,8

bei 8 Prozessoren der parallele Anteil am Gesamtco@@®ZuExtrapoliert man mit diesen Wer-
ten auf eine Anwendung mit 27 Prozessoren (ein Prozessor pro Fahradigfyessich theore-
tisch ein Speedup voi5,1 erzielen. Angesichts dieser Schatzung ware die Verwendung von
noch mehr Rechenknoten sehr sinnvoll.

7.4.10 Modellbasierte Online-Optimierung auf VMS1-Ebene

In den vorangegangenen Abschnitten wurden die Verfahren zur effizientenasamuind

Bewertung der Vorgange in der Handlungszone beschrieben. Auf dieser Grubalsgedie

Optimierungsexperimente auf VMS1-Ebene auf. Die Optimierung basiedem MOPO-Ver-
fahren. Die nachfolgende Abbildung zeigt die Optimierer-Evaluator-&tmiTopologie fur das
Kreuzungsmanagement. Die Parallelitdt auf VMS1-Ebene (dynam&omgatoranzahl) und
diejenige auf Optimierungsebene (mehrere Evaluator-Instanzen) sini p@tdargestellt. Ein
Fahrzeug ubernimmt die Optimierung, da von diesem immer nur eine lzstanem Zeitpunkt
aktiv ist. Ein Verteilungsvorschlag fur die Evaluator-Simulator-Famdn ist ebenfalls skizziert.
Die parallele OES-Struktur zur modellbasierten Online-Optimiefumdget sich innerhalb der
gekoppelten Operator-Controller-Module auf VMS1-Ebene der EinzelfahrzBigyeveiteren

OCMs auf VMSO0-, AMS- und MFM-Ebene sind ebenfalls angedeutet:

VMS1-Ebene
Fahrzeug 1

VMS1-Ebene
Fahrzeug 2

Modellbasierte Online-Optimierung

Simulation FZG 1
Simulation FZG 1

Reale Fahrzeuge

Abbildung 7-29: OES-Struktur mit Parallelitat auf Optimierungs- WiblS1-Ebene

Ein sehr wichtiges kontinuierliches Mehrziel-Problem in der Optimigszone auf VMS1-
Ebene besteht im Auffinden der besten Parameter fur die zeitlsbstdnde (Time Headway
[Mayr 2001]) und die Geschwindigkeiten fir die Verzégerungs- und die Durcldahetsvg;,,.
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fahrt VDurchfahrt tNeinfanre tourchfanre Durch diese GrofRen kann der Durchsatz in der Durch-
fahrtszone optimiert und gleichzeitig der dazu passende optimale Eingaigsdurnin die Ver-
zdgerungszone gefunden werden. Fur die Mehrziel-Optimierung dieses Proldetes sechs
Zielfunktionen verwendet:

TABELLE 23. Ziele fur die Mehrziel-Optimierung auf VMS1-Ebene

Ziel Beschreibung
Maximierung der minimalen Die minimale Geschwindigkeit in der Verzégerungszgnllte nicht
Geschwindigkeit unter der Abbiegegeschwindigkeityychtanrd liegen

Maximierung des Gesamtdurchsatzes  Die Fahrzeugfrequef allen vier Ausfahrtsspuren der Handlungs-
zone zusammen (Eingangsdurchsatz bezieht sichchtiSauren)

Minimierung der Energie Kinetische Energiednderultey &ahrzeuge zum Bremsen und zum
Beschleunigen

Minimierung der maximalen Ver- GroRe der Verschiebung zur Kollisionsvermeidung;

schiebungAs geringe Verschiebung bedeutet wenig Riickstau

Minimierung der maximalen Querbet Tritt beim Rechtsabbiegen auf
schleunigung

Minimierung der maximalen Langs- | Tritt bei Verschiebung der Fahrzeuge in der Verziéggszone auf
beschleunigung

Die Minimierung der maximalen Fahrzeugverschiebsgy als Malf? fur dentRuickseine
sehr wichtige Grol3e fir das Kreuzungsmanagement. Anhand dieser GroRedauhtet wer-
den, ob eine stillstandsfreie Uberquerung der Kreuzung méglich iste€ingangsdurchsatz
hoher als der Durchfahrtsdurchsatz, so visd im Laufe der Evahgsreit monoton steigen,
ansonsten stellt sich ein oberer Grenzwert ein. Sobald die minEesichwindigkeit in der Ver-
zbgerungszone einen konfigurierbaren Grenzwert (Voreinstellu#gvon Vgjniqne) UNterschrit-
ten hat, wird die Evaluierung der Handlungszone beendet. Als Zielfunkeoteswerden die um
100 %verschlechterten Werte des vorherigen Optimierungsschrittes zuribkgege

Gemal der Grundidee des Kreuzungsmanagements, dass die beteilifahrkeage selbst
die erforderliche Rechenleistung in Form eines Prozessornetzwetatstellen, ist die Opti-
mierung als verteilte Anwendung umgesetzt. Verwendet wird das besehe Quasi-Newton-
Verfahren. Es kénnen bei den vier beschriebenen Optimierungsparameterer dieilen der
EmpfindlichkeitsmatrixS (vgl. Kap. 6.6) parallel durch vier Evaluator-Instanzen berechnet wer
den. Es ergibt sich eine Topologie fur die verteilte Anwendung mitwis’Z (1 + 4 + 4[143)
Prozessen flr die oben beschriebenen Simulationsrandbedingungen (fur iSi@ptigierer
(MOPOQ), vier Evaluatoren (iSIM) und bis 4B Simulatoren (IPANEMA) pro Evaluator. Die
hohe Anzahl von Fahrzeugen (vormalg ist durch die VergroRerung der Durchfahrtslange
durch die Verzégerungszone v2B0 mauf 350 mbedingt (bewirkt geringere Langsbeschleuni-
gungen).

7.4.11 Optimierungsergebnisse

Die Optimierung wird sowohl mit dem nichtlinearen Einspur- als autklem Zweispurmodell
durchgefuhrt, um die Ergebnisse abzusichern und das Laufzeitverhaltemgizichien. Mit
Hilfe des Quasi-Newton-Verfahrens ergeben sich identische Optinggergebnisse nadt87
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Schritten fur beide Modellierungstiefen. Die nachfolgenden Diagraneigerz den zugehdrigen
Optimierungsverlauf fir die Zielgréf3en und die Parameter:

Energie Gesamtdurchsatz Max. Verschiebung
2 40 - 200 -
15 35
_ = 150
s 1 £ 3 T r
< o = i
X, Q00 fooovrreebees 'J"‘"\ ..... ]
s e : _L
0 : ; 50 ;
0 50 100 150 0 50 100 150
Schritte Schritte Schritte
Min. Geschwindigkeit Max. Querbeschleunigung Max. Léangsbeschleunigung
6 5 - 3 "

0 50 100 150 0 50 100 150 "o 50 100 150
Schritte Schritte Schritte

Abbildung 7-30: ZielgroRen-Verlaufe wahrend der Optimierung

tH Eintritt lH Durchfahrt

6 i i 1 i i
0 50 100 150 0 50 100 150
Schritte Schritte
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B 45 ................................................................
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‘§. 15 ................ ................................. _§.
10 _\_\—. — . - -
5 i . 25 i :
0 50 100 150 0 50 100 150
Schritte Schritte

Abbildung 7-31: Parameter-Verlaufe wahrend der Optimierung

Relevante Verbesserungen kdnnen fir die maximale Querbeschleunigung, dmaledédngs-
beschleunigung und die maximale Fahrzeugverschiebung erreicht werdenptidaiei@ngser-
gebnis ist speziell auf die jeweilige Vorfahrts-/Abbiegesituatiogeschnitten; neue Situationen



122

erfordern eine erneute Optimierung. Insbesondere der Kolonnenabstandurc&ahrtszone
und die Abbiege-/Durchfahrtsgeschwindigkeit haben sehr groRen EinflusdeadieddroRen.
Im Optimierungsverlauf erreichen daher beide Parameter ihreear®&enzen.

Fur die Optimierung wird der bereits beschriebene Workstation-Ckesterendet. Zwei Prozes-
soren werden fir den MOPO-Prozess und fur Visualisierungen genutzlieangfstlichen acht
Prozessoren werden die iSIM- und die IPANEMA-Prozesse gleichnaéfejlt. Die Laufzeiten

und Speedups ergeben sich wie folgt:

TABELLE 24. Rechenzeiten und Speedups flr die parile Optimierung

Modell Rechenzeit 1 CPU [min] Rechenzeit 8 CPUs [min] Speedup
NL-Einspur 6.099 890 6,8
NL-Zweispur (> 35.000% 5.356 (6,8}3

a. Hochgerechnet auf Basis des angenommenen Speedups
b. Annahme des Speedups des NL-Einspurmodells nit8mg der sequentiellen Rechenzeit

Der Speedup fur die Verwendung von 8 CPUs entspricht demjenigen, dise fidine Simula-

tion (ein Bewertungslauf) beobachtet wird. Dies ist nicht Uberrascloa die Bewertung der
Handlungszone den dominierenden Rechenanteil bildet. Die Ubereinstimm@mgédup zeigt

dabei die Effizienz der Implementierung auf. Trotz der hohen Prozaddaund den daraus
resultierenden Startup- und Kommunikationszeiten konnen die 8 CPUs sebsgenatzt wer-

den. Die hohe Anzahl der verteilten Prozesse lasst vermutenadesswesentlich grofiere
Rechencluster (>100 CPUSs) effizient genutzt werden kdnnen.

7.4.12 Zusammenfassung

Anhand der hierarchischen Struktur, der Zoneneinteilung, der Fahrzeug- gathiumysmodelle
und der Algorithmen zur Kollisionsvermeidung/Vorfahrtsbestimmung des Kreuzangge-
ments wurde zunachst die Bewertung der Handlungszone vorgestelirgeienisse unter Ver-
wendung der komplexen Modelle haben gezeigt, dass die Verwendung des IEiaapemmo-
dells bereits Ergebnisse mit guter Genauigkeit liefert. Vgateande Aussagen zu Quer-, Langs-
und Vertikaldynamik der Fahrzeuge wahrend der Uberquerung sind jedoch nunrkindgle-
xeren Modellen zu erzielen. Fur verschiedene Modellierungstiefen wausdétezlich die Lauf-
zeitergebnisse fir eine parallele Simulation der Fahrzeugeaorexgli

Fur die Bestimmung einer Vorfahrtsreihenfolge hat sich gezeigt,fdasealistische Szenarien,
bei denen einzelne Fahrzeuge zeitverschoben in eine bereits "volezufg einfahren, die
First-In-First-Get-Strategie gut geeignet ist.

Fur die verteilte Optimierung auf VMS1-Ebene wurde die zugehorige @pérrEvaluator-
Simulator-Struktur vorgestellt. Exemplarisch wurde ein Optimierungsexeet zur Abstim-
mung der Fahrzeugabstande und -geschwindigkeiten fir die Handlungszone beschrieben.

Fur das Kreuzungsmanagement hat sich gezeigt, dass nur bei ausreidfird Zpnen und
geeigneten Fahrzeugabstdnden Uberhaupt genigend Flexibilitat fir die Qupiyoes Ver-
kehrsflusses vorhanden ist. Der Verkehrsablauf enthélt eine NeiguSglbsthemmung, wenn
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die Zahl der in die Kreuzung einfahrenden Fahrzeuge groRer ist alatdidet Fahrzeuge, die
die Kreuzung verlassen [Cremer 1979]. Dies ist ein entscheiderdeaktzristikum, das den
Verkehrsfluss von anderen Verteilprozessen mit beschrankter Tranggartéh unterscheidet:
Wenn einmal ein gewisser Grenzwert der Verkehrsdichte Ubersohwitd, kommt es zum
Zusammenbruch des Prozesses, wobei die sich dann einstellenderd&étke weit unter der
maximal mdglichen liegen wird.
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8 Zusammenfassung und Ausblick

Entstanden ist die Arbeit im Rahmen des DFG-Sonderforschungsbereichid&&ve Paralle-
litat - Algorithmen, Methoden, Anwendungen" im Teilprojekt C1. Hierdwirit dem selbstorga-
nisierenden Kreuzungsmanagement ein hochkomplexes Anwendungsbeispiel beddsedtiet,
Bereiche Online-(Echtzeit-) und Mehrziel-Optimierung mit dem Kxinteassiver Parallelitat
und dem autonomen mechatronischen Fahren verbindet.

In der vorliegenden Arbeit wurde ein Konzept fur die verteilte und etfitzige Mehrziel-Opti-
mierung in mechatronischen Systemen vorgestellt. Mit Hilfe der n@aénition von Optimie-
rer-, Evaluator- (Bewerter-) und Simulator-Funktionen (OES-Strigeénannt) lassen sich hier-
archisch organisierte Anwendungen der Mehrziel-Optimierung reahsigie mit der modular-
hierarchischen Struktur mechatronischer Systeme kompatibel sindKd@aept umfasst die
Definition des notwendigen Echtzeitverhaltens und von zwei Ebenen fir diteRararbei-
tung. Aufgrund der Erfahrungen mit der verteilten Echtzeitsimulation vonvengobenen
Systemmodellen basiert die Verteilung auf der grob granularen OESw8trvon der gezeigt
werden konnte (Beispiel Kreuzungsmanagement), dass eine effiP@ra#elverarbeitung dar-
aus resultiert.

Zur Umsetzung der in der Arbeit beschriebenen Anwendungsbeispiele, dibenpriifung des

Konzepts fur die verteilte und echtzeitfahige Mehrziel-Optimieruageh, mussten die MOPO-
Gradienten- und Quasi-Newton-Verfahren erweitert werden: Fir dadie@tenverfahren ist
eine Echtzeit-Variante realisiert worden. Fur Gradienten- ungiiewton-Verfahren ist nun

die vollstandig parallele Auswertung der Zielfunktionen maéglich.

Ein Anwendungsbeispiel ist die echtzeitfahige Implementierung einenieptinden Regelung
am HILS-Prufstand fur ein aktives Feder-Neige-Fahrwerksmodul ifiiBahnshuttle (Neue
Bahntechnik Paderborn). Es ist dort gelungen, eine modellgestiitzte Whangaund Bewer-
tung im Zeit- und im Frequenzbereich zusammen mit dem MOPO-Graavenfahren zur
Mehrziel-Optimierung in die Echtzeitschleife der Priufstandsinébionsverarbeitung zu inte-
grieren. Dafur wurde die verteilte Simulationsplattform IPANEM# Multitasking-Verarbei-
tung erweitert.

Am Anwendungsbeispiel Kreuzungsmanagement wurde die Verfeinerung und Yifeiteke
lung des vorherigen Standes in Bezug auf Modelle, Verfahren zur Vstiabtimmung und ver-
teilte Mehrziel-Optimierung aufgezeigt. Wichtige Veranderungen gegedébebisherigen Ver-
fahren sind die Erweiterung auf zwei Einfahrtsspuren (Linksabbieger Readhts-/
Geradeausspur), eine graphenbasierte Vorfahrtsbestimmung und die Nutzuragali@iverar-
beitung. Fur die Optimierung wurde eine parallele Offline-Veranhgitauf vernetzten Worksta-
tions mit Hilfe der OES-Struktur (Optimierer-Evaluator-Sintota umgesetzt. Das Besondere
hierbei ist die dynamische Struktur der Anwendung, die sich in eingiclzeierdnderlichen
Anzahl von Simulatoren auf3ert. Die verwendeten 8 Prozessoren konnteguselusgenutzt
werden (Speeduf,8) und auch wesentlich groRere Rechenclust&d@ Prozessoren) kdonnten
effizient genutzt werden.
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Im Bereich der Echtzeitverarbeitung ist es sinnvoll, zuklnftig auth echtzeitfahige Variante
des vorgestellten Quasi-Newton-Verfahrens zu entwickeln. Dies kafinlehnung an das \Vor-
gehen zur Realisierung des echtzeitfahigen Gradientenverfahrens rerfdlgaevesentlich auf-
wendiger einzuschatzen ist jedoch die zukinftige Umsetzung einer Mébptimierung (z. B.
im Rahmen der Neuen Bahntechnik Paderborn), die gleichzeitig masailejpand echtzeitfa-
hig ist.

Fur die Implementierung von Optimierungsverfahren, die aus mehgieamzeitig aktiven
Optimierern bestehen, ist weitere Forschungsarbeit notwendig.bbtafit die Bereiche der
hierarchischen Verkntpfung von Optimierungsexperimenten auf den AMS-/MFM-f e
der kooperativ organisierten Optimierung auf der VMS-Ebene. Die glige Aktivierung
von mehreren lose verkntpften Optimierungsexperimenten fihrt dann zukinftig zndumw
gen, die noch hochgradiger verteilt und parallel sein werden, alshes bchon der Fall ist.
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9 Anhang A: Grundlagen zur Systembewertung

9.1 Wichtige Analyseverfahren fir lineare Systeme
Ausgangspunkt sind die zeitinvarianten linearen Systeme (LZI) in rstumdarstellung
[Ludyk 1990] mit den Eingadngeu(t), den Ausgangey(t) und den Zustandext):

X(t) = ADX(Y) + B LL(Y) (9.1)

y(t) = CIx(Y + D [u(t) (9.2)

Bestimmung der Eigenwerte

Jeder quadratischen Matwxist ein charakteristisches Polyndét(s) zugeordnet:

P(s) = det(sUl- A (9.3)

Die NullstellenA,, ..., A, dieses Polynoms bezeichnet marEaisnwertevon A. Sie liefern
wichtige Aussagen zu Stabilitdt, Dampfung und Zeitkonstanten des Schwinginadteves des
linearen Systems.

Eigenwertbereiche

Erfahrungsgemal ist es besser, Eigenwerte nicht in feste Lageingen, sondern ihnen ledig-
lich gewisse Bereiche der komplexen Ebene vorzuschreiben. So wirckfdibrGerringert, die
Strecke zu einem ihrer Natur stark widersprechenden Verhaltemgen, was sich durch hohe
Stellbetrage, starke Anfangspendelungen und dergleichen rachen wird [FAlboOgé.

Ein konjugiert komplexes EigenwertpagrA' sollte in einem symmetridehan von Kreis-
ringsektoren liegen, wodurch Dampfung und Abklingzeit der zugehdrigen Schwingung ibnerha
vorgegebener Schranken liegen:

Abbildung 9-1: Eigenwertbereiche
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Frequenzgangsrechnung

Fur stabile eingeschwungene Systeme (abgeklungenes Eigenverhaltesighédas Storverhal-
tenxy(t) mit Hilfe der Frequenzgangsmatrix beschreiben:

Xp(1) = (i) [U(Y) = F,(je) iy & (9.4)

Aus der partikularen Losung der Zustandsgleichung ergibt sich die Frequenzgang&iehe
auch [Kwakernaak, Sivan 1972]) zu:

. . -1
F (o) = (jod-A)" B (9.5)
Damit lasst sich der Zusammenhang zwisa(@undy(t) darstellen:
F,(jw) = CF(jw) +D (9.6)

Kovarianzanalyse

Die Varianzen der Ausgangsgrof3en eines linearen Systems (Diagoealeelar Kovarianzma-
trix) sind ein Mal} fir die Leistungsubertragung eines Systems. Es kBnemnittelt werden,
wie stark ein Ausgang oder Zustand auf einen Eingangspegel reagidilf®lider Streuungen
sind Aussagen uber die maximal auftretenden Amplituden moéglich. DisriBasng der Kova-
rianzmatrix kann im Zeit- oder im Frequenzbereich erfolgen. BerdBetrachtung im Modal-
raum kdnnen sogar mittlere Leistungen modalen Eigenwerten zugeordnet jiéidan, Kas-

per 1981]. Hier wird von einem allgemeinen LZI-System ausgegangenndeisgginge durch
einen stochastischen Vektorproze&s definiert sind:

X(t) = AIX(Y + B Ow(t) 9.7)
X(ty) = X, (9.8)

Dabei bestehiv(t) aus skalaren stochastischen Prozessen, die mittelwentigei si

.
W(t) = [wy(t) wy(t) ... wy(t)] 9.9)
E{w(t} =0 (9.10)

Die Kovarianzmatrix wird aus dem Erwartungswert des Produktsedéen gegeneinander zeit-
verschobenen stochastischen Vektorprozegsg und w(t,) mit positiv definiter IntensitaV
gebildet [Kwakernaak, Sivan 1972]:

Ry(ty tp) = E{w(t) (L)'} = VB(t; —t,) (9.11)

Die VarianzmatrixQ ergibt sich aus der Kovarianzmatrix fur die Zeitverschiebung Ochers
w(ty) undw(t,):
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Q (1) = Ry(t, 1) (9.12)

Die Varianzen der Systemzustande im Zeitbereich lauten defirgeamd?:

Q,(1) = E{x() (1)} (9.13)

Nach GIl. 5.7 und GI. 9.13 ergibt sich folgende Darstellung:

t
T T
Q) = &"m & “+je““‘” BOVB & dr (9.14)
0

WennA asymptotisch stabil ist, ergibt sich folgender Grenzwert fluldr@anzmatrix fur belie-
bigeQxO:

00

]
limQ (t) = Q = [ BVEB & "t (9.15)
T 5> 00 -

0

Die Varianzen der Ausgange konnen uber die Ausgangsgleichung der Zustandsitalomtars
mit Hilfe der C-Matrix sofort abgeleitet werden zu:

T

]
Q= [crr ' BIVIC B & T (9.16)
0

Die Darstellung im Frequenzbereich wird mit Hilfe der Frequenzgaatyzen formuliert:

00

Q, = 2 OF,(j0) IV [, (Hjw)dw (9.17)
0
Q, = O[E, (o) OV [F, (w)doo (9.18)

o

Die L6sung dieser Integralgleichungen fiihrt auf eine Gleichung in der sogemapapunov
Form, fUr die in der Literatur zahlreiche Losungsverfahren beschrieeeden [Kwakernaak,
Sivan 1972] .

0=AMQ+QUA +BIVB 9.19)
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9.2 Wichtige Analyseverfahren fur nichtlineare Systeme

Fourier-Transformation

Die Fourier-Transformation (FT) ist ein wichtiges Werkzeug zareBhnung des Spektrums
eines Signals im Frequenzbereich. Die Formel zur kontinuierlicloamidf-Transformation
([Johnson 1991], [Babovsky et al. 1987]) eines Sign@)dautet:

U(jo) = [u(t) &1 (9.20)

Um die Diskrete Fourier-Transformation (DFT) zu berechnen, wad Integral durch die

Summe vorN Rechtecken der Hoh&nT)angenahert. Dabei entspridhtler Abtastzeit- = 1/T
der Abtastfrequenz und der Anzahl der Messwerte:

N-1
—jwynT

Ug(w,) = Z u(nT) Ce

n=0

(9.21)

Die Spektren aus der Fourier-Transformation kennzeichnen, vereinfaspedaiickt, den
Schwingungsanteil aller harmonischen Schwingungen im gesamten Frequehzbereic
—o0 << oo, Mochte man die Leistung eines Signals pro jeweiliger Frequen#ednmso ver-
wendet man das AutoleistungsdichtespektBy:

. L 2 ° .
Syu(w) = JiTmU(Jw)EJ(Jw) = T|i£nm|L’iLT°_32J_ = [ Ryy(1) 7t 9.22)

—00

Das Autoleistungsdichtespektrum ist ein Mal3 dafir, wie sich der disatiea Mittelwert Uber
die Frequenzen verteilt. Fur mittelwertfreie Signale B{iu} = 0  sgmtht der quadratische
Mittelwert auch der Varianz:

W,

Ay (U @y, 05) = [ Syy() e (9.23)

0y

Frequenzgang

Fur nichtlineare Systeme kann kein Frequenzgang im Sinne der lingatemgeorie berechnet
werden. Mit Hilfe der Fourier-Analyse kann jedoch der Frequenzgamgamestabilen Betriebs-
punkt messtechnisch bestimmt werden. Hier gilt es zu beachtengdidasssultierenden Fre-
guenzkennlinien mit dem Betriebspunkt und der Anregungsamplitude variierahe Mliessung
des Frequenzgangs zwischen dem Eingafty und dem Ausgang(t) eines Systems wird
zunachst das Kreuzleistungsdichtespekt&ymbenotigt:
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S,u(®) = T"[“mw = [ Ryy(r) 7 cl 9.24)

—00

Der Frequenzgang eines Systems lasst sich mit Hilfe von Autoigslichte- und Kreuzlei-
stungsdichtespektrum folgendermal3en ermitteln:

Syy(w)

Fio) = 525

(9.25)

9.3 Berechnung von Fehlerflachen

Die Berechnung von Fehlerflachen kann durch Integralfunktionen formuliert véddbei wird

der Fehlere, zwischen Soll- und Istkurven im Zeit- oder im Frequeezbeintegriert und
gewichtet. Tabelle 25 listet einige Integralfunktionen im Zeitlolrauf. Integralfunktionen fur
Fehlerflachen im Frequenzbereich lassen sich analog konstruieren:

TABELLE 25. Integralfunktionen zur Berechnung von Fehlerflachen im Zeitbereich

Abktrzung Bezeichnung Integralfunktion
IAE Betragslineare Fehlerflache 0
(Integral Absolute Erraor I|8(t)|d1’
0
ISE Quadratische Fehlerflache 0
(Integral Squared Errgr Isz(t)dr
0
ITAE Zeitgewichtete betragslineare Fehlerflache 0
(Integral Time-Weighted Absolute Erjor J«
t Oe(t)|dt
0
ITSE Zeitgewichtete quadratische Fehlerflache -
(Integral Time-Weighted Squared Erjor J-t D:Z(t)dl'
0

10 Anhang B: Verwendung von Scilab

Im Folgenden werden wichtige Scilab-Funktionalitdten skizziert, dieiber Verwendung von
Scilab als Evaluator fir lineare Systeme zum Tragen kommerdabgestellten Scilab-Skripte
entstammen den Anwendungsbeispielen aus Kap. 7. Zusétzlich wird die Anbiraiu&gilab
bzw. des Scilab-Servers an MOPO und IPANEMA beschrieben.

10.1 Bewertung von Eigenwertlagen

Ein konjugiert komplexes Eigenwertpaar sollte in einem symmetrisci@nyv®n Kreisringsek-
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toren liegen, wodurch Dampfung und Abklingzeit der zugehorigen Schwingung innerhalb vorge-
gebener Schranken liegen. Mit Hilfe der Funkteaicpoly() werden zunachst geeignete Poly-
gone uber die Vorgabe von Start-/Endwinkeln (zur imagindren Achse) ure/Estdradien
(Abstand zum Ursprung der komplexen Halbebene) definiert. Die FurpoieMaxDistance()
errechnet den maximalen Abstand eines Eigenwertes zu einem geg®odrgon. Liegt der
Eigenwert innerhalb des Polygons oder auf seinem Rand, wird als Abséaih@sxuriickgege-

ben:

/I Beispiel fur die Bewertung von Eigenwerten in Sc ilab
/I Autor: M.Deppe

/I eigene Funktionen definieren
exec("calcpoly.sci");
exec("poleMaxDistance.sci");

/I Polygone erzeugen

/I Parameter:

/I Anfangs-,Endradius,Anfangs-,Endwinkel der Kreisr ingsektoren und
/I Anzahl der Stiitzstellen

polygon_a = calcpoly( 3*2*pi, 6*2*pi, 30, 70, 20)

polygon_r = calcpoly( 8*2*pi, 15*2*pi, 30, 70, 20)

polygon_k = calcpoly( 1*2*pi, 5*2*pi, 30, 70, 20)

/I Eigenwerte der A-Matrix berechnen
s=spec(A);

/I Auswabhl bestimmter Eigenwerte
posspecmat = [];
n = size(s);
=1
for i=1:n(1)
if imag(s(i)) > 0.0 then
posspecmat(j,1) = real(s(i));
posspecmat(j,2) = imag(s(i));
j=i+1
end
end

/I Abstand der Eigenwerte vom vorgegebenen Polygon berechnen
distance = [];

/I <eigene externe C-Routine: poleMaxDistance>

distance(1) = poleMaxDistance((posspecmat(1,:)), po lygon_r);
distance(3) = poleMaxDistance((posspecmat(3,:)), po lygon_Kk);
distance(5) = poleMaxDistance((posspecmat(5,:)), po lygon_a);

return;

Listing 10-1: Bewertung von Eigenwerten in Scilab

Mit Hilfe der Scilab-Funktionerink() und fort() wird die in C-Code implementierte Funktion
poleMaxDistance(Jolgendermal3en auf die gleichnamige Scilab-Funktion gemappt:

/I Einbinden der externen C-Funktion poleMaxDistanc e
x = link('polemaxdistance.dll", 'poleMaxDistance’, 'c");
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function maxDist = poleMaxDistance(cur, ref)

maxDist = -1.0; /I Rickgabewert, index 1, double*
curLen = size(cur, 1); // Anzahl Eigenwerte, index 2, integer*
curX =cur(:,1); /I Realteile, index 3, double*
curY =cur(:,2); [/l Imaginarteile, index 4, double*
refLen = size(ref, 1); // Anzahl Polygonpunkte, index 5, integer*
refX =ref(:,1); // Realteile, index 6, double*
refY =ref(:,2); [/l Imaginarteile, index 7, double*
maxDist = fort('poleMaxDistance’',maxDist,1,'d’, ¢ urLen, 2, 'i',...

curX, 3,'d", curY, 4, 'd", ...

refLen, 5, 'i', refX, 6, 'd’, ref Y,7,'d, ...

‘out’, size(0), 1, 'd"); // Riickg abewert ist index 1

endfunction

Listing 10-2: Definition der FunktiorpoleMaxDistance()

Nachfolgend ist der zugehdorige C-Code der FunktimeMaxDistance(yelistet. Als Besonder-
heit ist zu nennen, dass Scilab Funktionen mit dem Riuckgabatypnd mit den Adresszeigern
der Ein- und Ausgangsgrof3en als Funktions-Parametern erwartet:

/* Datei: <poly.c> */
/* Autor: E. Minch */
#include <math.h>

void poleMaxDistance(double *MaxDist, int *curLen, double *curX, double *curY,
int *refLen, double *refX, doub le *refY) {
inti;
int Result=0;
double d;

*MaxDist = 0.0;
for(i = 0; i < *curLen; i++) {
Result = PtinPoly(curX][i], curY[i], *refLen, re X, refY);
if('Result) {
double dmin = HUGE_VAL,;
int jo, j1,
for(jO = 0; jO < *refLen; jO++) {
j1 = (jO+1) % *refLen;

d = distance(curX[i], curY][i], refX][jo], re fY[jO], refX[j1], refY[j1]);
sciprint("%s: distance from Pole %d to
line %d = %g\r\n", "poleMaxDistanc e", i, jo, d);
if(d < dmin) dmin = d;
}
if(dmin > *MaxDist) *MaxDist = dmin;
}
}
return;
}
int PtinPoly(double pX, double pY, int refLen, cons t double *refX,

const double *refY) {
inti, j, Count = 0;
for(i = 0; i < refLen; i++) {
double dr, xr;
j=(i+1) % refLen;
if( (refY[i] >pY ?1:0)==(refY[[] >pY ?1 1 0) ) continue;
if(refX[i] <= pX && refX[j] <= pX) continue;
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if(refX[i] > pX && refX[j] > pX) { Count++; c

dr = (refY[j] - refY[i]) / (refX[j] - refX]i]);

if(pX < refX[i] + (pY - refY[i]) / dr) Count++;
}

return Count & 1;

}

double distance(double pX, double pY, double refXxo,
double refX1, double refY1) {
double t, dx, dy, dpx, dpy, dq;
dx =refX1 - refXxo;
dy =refYl - refYO;
dpx = pX - refXo;
dpy = pY - refYOQ;
dqg = dx*dx + dy*dy;
if(dg == 0.0)
t=-1.0;
else
t = (dpx*dx + dpy*dy ) / dq;
if(t < 0.0) {
double x, y;
X = pX - refXo;
y = pY - refYO;
return sqrt(x*x + y*y);
}
else if(t > 1.0) {
double x, y;
X = pX - refX1;
y =pY -refYl,;
return sqrt(x*x + y*y);
}
return fabs( (dpx*dy - dpy*dx) / sqrt(dq) );
}

Listing 10-3: Externe C-Routin@oleMaxDistance

10.2 Berechnung von Varianzen

ontinue; }

double refYO,

Wie in Kap. 9 gezeigt, lasst sich die Berechnung von Varianzen fdiudténde/Ausgange linea-
rer Systeme auf das Ldsen einer Lyapunovgleichung zuriickfihren. Hierfir $stilab die
Funktion lyap() vorgesehen. Nachfolgendes Skript verdeutlicht den prinzipiellen Ablauf zur

Berechnung von Varianzen in Scilab:

/I Beispiel fur die Berechnung von Varianzen/Streuu
/I Autor: M.Deppe

/I A,B,C,D zu einem kontinuierlichen linearen Syste
Si1=syslin('c',A,B,C,D);

/I Kovarianzmatrix der Zustande fir die Eingange 1
/I Gber die Lyapunovgleichung

V=eye(2,2);

Q=lyap(S1.A', -S1.B*V*S1.B', 'c");

/I RMS-Werte (Streuungen) der Zustande
rmsx=sqrt(diag(Q));

ngen in Scilab

m umformen

und 2
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/I RMS-Werte (Streuungen) der Ausgange
/I S1.C*Q*S1.C' liefert nicht den Durchgriffs-Einfl uf!
rmsy = sqrt(abs(diag(S1.C*Q*S1.C"));

return;

Listing 10-4: Scilab-Beispiel zur Berechnung von Varianzen bzneBingen von linearen Systemen

10.3 Lineare Simulation (Einspurmodell)

Die lineare Simulation ist ein wichtiges Hilfsmittel zur viB&atung linearer Systeme. Die
Beschreibung des linearen Systems in Zustandsraumdarstellung kanredabanrerisch oder
auch symbolisch vorliegen. Das untenstehende Skript zeigt die lin@anéaton in Scilab auf
der Basis des in Kap. 7.4.5 beschriebenen linearen EinspurmodeBszlichsist die MLaP-
Funktionlsim() dokumentiert.

/I Lineares Einspurmodell mit Geschwindigkeits- und "Lenkregler"

/I Symbolische Bewegungsgleichungen und lineare Sim ulation
/I Autor: M.Deppe

exec("deffunc.sci"); // Definition der eigenen Funk tion Isim() und damp()
/I Alle Werte in Sl-Einheiten!

vlin=5.00; /I Geschwindigkeit im Betrieb spunkt

m = 1296.00; // Fahrzeugmasse

Iz = 1750.00; /I Tragheitsmoment um die Hoc hachse

lIv = 1.25; /[ Abstand Schwerpunkt Vorder achse

Ih = 1.32; // Abstand Schwerpunkt Hinter achse

cv =70000.00; /I Gesamtfederkonstante vorde rer Schraglauf
ch =70000.00; // Gesamtfederkonstante hinte rer Schraglauf
Aw = 2.00; // Stirnflache des Fahrzeugs

cw = 0.40; /I Luftwiderstandsbeiwert

rho = 1.20; // Luftdichte

KV = 8242.00; /I P-Verstarkung V-Regler

TVI = 0.18; /I Zeitkonstante Pl-Regler

KL = 6.03; /I Verstarkung Lenkregler

KLB = KL*(vlin/5.0); // Verstarkung Lenkregler mit v-Kompensation
TLI = 0.36; /I Zeitkonstante PI-Regler

/I Koeffizienten A-Matrix (NUR STRECKE)
all = -1.0*(cv+ch)/(m*vlin);
al3 = -1.0/(m*vlin)*(m*vlin+cv*Iv/vlin-ch*lh/vlin );
a23 = 1.0;
a3l = -1.0/I1z*(cv*Ilv-ch*lh);
a33 = -1.0/1z*(cv*Iv*lviviin+ch*lh*Ih/vlin);
a45 = 1.0;
ab5 = (-KV-0.5*rho*cw*Aw*vlin) / m;
/I Koeffizienten B-Matrix (NUR STRECKE)
b1l = cv/(m*vlin);

b31 = cv*Iv/iz;
b52 = 1.0/m;
/I Systemmatrizen des geregelten Systems
A= [all-bl1*KLB -b11*KLBal3 0 0 O b11*KLB/TLI;...
0 0 1 00 O 0;
a31-b31*KL -b31*KL a33 0 0 O b31*KL/TLI; ...

0 0O O0 01 O 0;
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0 0 0 O ab5 b52*KVIT VI 0O;
0 0 0O 0-1 O 0;
-1 -1 0O 00 O 0;

l;
B = [ bl1*KLB 0;
0;
31*KL O;
0;
b52*KV; ...
1;
0;

= O OOUT O

I;

C=diag((1111111));

D = zeros(7,2);

Sg = syslin('c',A,B,C,D);

Sg.X0=[ 0.0 0.0 0.0 0.0 0.0 0.0 0.0];

d = damp(Sg.A); // Eigenwerte mit Freq und Dampfung

len = 1500;

Il Zeitvektor

t=linspace(0,15,len);

/I Sprunganregung

s_upsi=10*1.57*[zeros(1,250) ones(1,500) +1.0*ones( 1,500) ones(1,250)];
s_uv=5.0*[zeros(1,250) ones(1,500) ones(1,750)];

/I Lineare Simulation mit der eigenen Funktion Isim 0
s_data=Isim(Sg,[s_upsi; s_uv;],0.01);

return;

Listing 10-5: Lineare Simulation des linearen EinspurmodellsSal$éab-Skript
Fur die lineare Simulation wird die eigene Scilab-Funkisom() verwendet:

/I Simulation fuer ein zeitkontinuierliches lineare s System
/I Autor: U. Dierkes
function [y] = Isim(S,u,dt)
n=size(S.A);
/l Fundamentalmatrix berechnen
Phizexpm(S.A*dt); // phi(T)=e”AT
/I Theta = (phi(T)-D)*inv(A)
F=eye(S.A)*dt;
E=zeros(S.A);
k=2;
while norm(E+F-E,1)>0
E=E+F;
F=S.A*F*dt/k;
k=k+1;
end
Theta=E;
[/l Simulation
x=S.x0;
n=size(u);
m=size(S.C);
y=zeros(m(1),n(2));
fori=1:n(2)
/I Zustaende
x=Phi*x + Theta*S.B*u(:,i);
/I Ausgaenge
y(:,1)=S.C*x+S.D*u(:,i);
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end
endfunction

Listing 10-6: Funktionlsim() zur linearen Simulation
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