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ABSTRACT

Title of dissertation: PROACTIVE AD HOC DEVICES FOR
RELAYING REAL-TIME VIDEO PACKETS

Tien Pham Van, MSc.

Dissertation directed by: Professor Franz J. Rammig
Faculty of Computer Science,
Electrical Engineering and Mathematics

Being a set of mobile computing devices connected over wireless links, an ad
hoc wireless network is characterized by dynamic changes that affect the commu-
nication. Real-time video communication over wireless multi-hop ad hoc networks
remains challenging, as video traffic is bursty and highly time-sensitive while net-
work resources are limited and time-varying. This dissertation introduces a novel
architecture for intermediate ad hoc nodes in which they are not just passive for-
warders, but are aware of video packet semantics and hence actively get involved in
the communication. Each node is proposed to reserve a small memory space for tran-
siently caching video packets, so that it can responsively process ARQ requests on
behalf of the sender. This will obviously shorten the length of retransmission round,
and therefore enhance communication reliability and reduce power consumption as
a whole.

As retaining packets, the node is also able to select the most appropriate
packets to relay first when channel conditions are unfavorable, aiming at minimiz-
ing the playback distortion. In particular, we propose a novel discarding mechanism
in which useless packets can be detected and destroyed to save energy and band-
width. Both theoretical analysis and experimental results collected from a real-life
testbed of heterogeneous platforms support our proposed framework, with respect

to feasibility and efficiency.
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Chapter 1
INTRODUCTION

Communicating solely over wireless channels, ad hoc networks are character-
ized by restricted and fluctuant resources. Real-time video communication over such
networks can be expected in various scenarios, such as disaster rescues, inter-vehicle
information exchanges, and military operations. To realize the applications, we need
to address numerous problems arising from the nature of wireless multihop connec-
tions as well as the dependence on battery power. In this chapter, we first take a
glance at real-time video communication over ad hoc networks and its issues. Then,
what this study aims at is clarified, considering the gap between QoS (Quality of
Service) requirements and the features of ad hoc wireless networks. The chapter

ends up with a short summary of the rest of this dissertation.

1.1 Motivation

Real-time video communication has been accounting for major part of traf-
fic flowing over the Internet [1]. Advances in network infrastructure and computer
technology nowadays allow people to visually communicate worldwide. Distributed
video applications can be found in a wide range, from video-on-demand to live video
conference, from video phone to large broadcasting systems, e.g. IPTV [2]. While
the applications have been prevailing over the Internet, they still draw attention
of the research community. As users are more and more demanding, the main is-
sue is how to efficiently transmit a large volume of time-sensitive data given that
packets are discarded from time to time due to lacking of network resources. In real-
ity, transmission of video packets faces numerous issues as it requires stringent QoS
specifications on bandwidth and delay. Though various compression techniques have
been introduced and developed, networks cannot fully accommodate traffic gener-
ated by distributed streaming applications [3][4][5][6][7]. Naturally, video traffic is
bursty and bandwidth-greedy, whereas most of multimedia systems rely on connec-
tionless transport protocols, such as RTP/UDP [1][8][9]. As a result, they tend to

overwhelm other adaptive traffic classes, such as HT'TP. During congestion periods,



discarding packets is therefore inevitable.

Loss or corruption of packets does induce additional distortion to the play-
back video at the receiver node. While error concealment techniques [10][11] help
harmonize the impact, their effect is not unlimited. Loss of some important data
segments, such as synchronization data, may seriously disrupt a long sequence of
frames [12][13]. Additionally, to maintain an acceptable playback quality, excessive
communication delay is not tolerated. For instance, in real-time video, end-to-end
delay should not be higher than 500 milliseconds [1][14]. This makes long-distance

multihop communications difficult and hinders retransmission of lost packets.

Figure 1.1: Conventional transmission protocol (UDP/IP/IEEE802.11b) gives an
unacceptable quality. Sample pictures are taken from MPEG4 CIF sequence Akiyo
that was transmitted over four IEEE802.11b hops.



An ad hoc network is a collection of autonomous computing devices that com-
municate with each other over wireless links, such as IEEE 802.11b interface [15].
The key feature of this type of networking is the absence of any permanent infras-
tructure; a network is able to operate immediately after deployment and is highly
flexible. Perspective video communication over such networks can be expected in
various scenarios, both in civil and in military activities. However, hard communi-
cation conditions due to node movements, interferences, and environmental changes
do intensify challenges against delivery of video packets. If hosts employed conven-
tional networking protocols, the perception quality would be unacceptable. Figure
1.1 shows an example video received after traversing a four hop connection.

While video applications generate a huge data volume that is time-sensitive,
network resources are not only limited but also unstable due to the nature of wireless
and mobile communication. In IP-based infrastructure networks, packet loss occurs
mainly in congestion periods during which routers run out of buffer space [4][7]. On
the other hand, there are numerous causes of loss in wireless ad hoc networks, e.g.
collisions, erroneous channels, and interferences [16][17]. Obstacles in such condi-
tions are highly unpredictable and are hard to deal with, especially when packets
traverse multiple hops. Consequently, conventional networking models would not
work efficiently if applied into ad hoc wireless communication systems.

As ad hoc networks are mostly deployed for field applications, design of any
communication protocol must carefully take into account constraints on energy,
memory, and computing resource. This is especially true in the case of streamed
video, given that video sources usually generate huge amount of data in a rather long
time [1][18]. Practically, compression techniques exploit temporal redundancy, loss
of some important packets makes their dependent ones meaningless (see Chapter 2).
Transmission of those packets is not only useless to the decoding process, but also
induces waste of energy and bandwidth [19][20]. In a resource-limited network, this
also potentially leads to rejection of later important packets, and hence magnifies
distortion of the received video.

Investigating video-specialized studies on higher layers of the communication

protocol stack, we have learnt the following:

e First, all the proposals so far have been focused on ending hosts only, let-



ting intermediate nodes' be simple passive forwarders. Proposed strategies,
such as retransmission [8][21], cross-layer design [22][23][24], rate adaption
[25][26], etc, are essentially sender- and/or receiver-driven. Available results
have mainly been reported from simulations in which error rate and delay are
largely assumed to comply with conventional distribution laws. Note however
that highly dynamic factors in reality might make things considerably differ-
ent from what they should be [27]. According to [28], given the same network
scenario, well-known network simulators: NS2 [29], OPNET Modeler [30], and
GloMoSim [31]) output amazingly discrepant results.

e Secondly, while concentrating on perception quality of video, they did not ad-
dress the issue of fairness among nodes involved in communication. Note that
both senders and receivers consume considerable amount of computational

resource and energy for video coding and playback [32][33].

e Thirdly, the matter of energy efficiency has never been taken into account in
parallel with relieving distortion and impact of packet loss. Known algorithms
are solely to reinforce the transmission policy at the sender and/or the feed-
back strategy at the receiver; power consumption of forwarders is basically
not considered [8][17][21]]23][25][34]. As said before, detecting and dropping
useless packets are worth-doing as we consider saving energy. Intermediate
ad hoc nodes in any known proposals are however unable to do this; every

incoming packet is forwarded at best-effort, even it has become stale.

To fill the gaps above, it is both demanding and worth to looking into in-
termediate nodes, making them proactive in the process of relaying video packets.
Our study has followed this philosophy, taking the nature of video compression

techniques into account.

1.2 Focused issues

Designing a complete model for transmission of real-time video over wireless

ad hoc devices is a large problem. It covers a great number of issues, from channel

I'Throughout this dissertation, phrases “intermediate node”, “relaying node”, “forwarding

node”, “forwarder”, and sometimes “ad hoc router” can be used interchangeably.



allocation to route selection, from scheduling packets to source coding control, etc.
It goes without saying that, from any point of view, the most problematic obstacle
is that video traffic is heavy and time-sensitive while effective bandwidth is narrow
and changing. Toward realizing the applications, this study concentrates on the
packet forwarding strategy at intermediate nodes, rather than ending hosts. What

we have attempted to solve includes the following:

e Minimization of distortion. As modern video coding techniques take ad-
vantage of correlation among video frames to reduce the data volume, encoded
frames are not independent of each other. Packets do not equally contribute to
the playback at the receiver. Some packets are more important than the others
in the sense that loss of the former voids the latter and hence induces signifi-
cant distortion. For instance, in MPEG compression standards [12], frames are
grouped into units of group of picture (GoP). Corruption of the unique intra-
coded frame of a GoP means that all its subsequent frames are un-decodable,
even they arrived correctly at the receiver. We tried to minimize distortion by
introducing a smart packet selection tactic. Namely, once congestion occurs,
intermediate nodes are given chances to select the most appropriate packets to
forward, based on their importance and remaining time-to-live. The selection
algorithm has a low complexity compared to other known algorithms proposed
for the sending node, e.g. CoDiO [17][23][24]. This is noticeable since reinforc-
ing complicated algorithms in every intermediate node will create considerable

delay and cumulative power consumption.

e Reduction of energy consumption. In ad hoc wireless communication,
collision may accidentally occur at a receiver node because two transmitting
hosts are not mutually visible. This phenomenon is called hidden terminal.
In another case, called exposed node, a node may be unnecessarily prevented
from sending packets due to a neighboring transmitter. To overcome these
problems, CTS/RTS handshake can be used in the link layer. This mecha-
nism requires a plenty number of messages to exchange upon each video packet
[35]. The number of messages is even larger if the acknowledgment mechanism
[36][37] in the link layer is employed. In a wireless multi-hop network, once
a node send a packet, it may be received at more than one node. Note that

both transmit and receive do consume energy [37][38]. Thus, removing useless
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transmits is worth-doing. We also save energy in retransmission of lost pack-
ets by reducing the number of traversed hops thanks to the proactiveness of

relaying devices.

o Lightening of load tmposed on the sender. We know that video pro-
cessing at the sender is heavy in term of computation and energy consumption
[32][33]. In this study, we tried to distribute communication tasks over inter-
mediate nodes. They share the responsibility of retransmission and packet

selection as well as enhancing channel adaptability with the sender.

1.3 Contributions

Toward development of real-time video applications over ad hoc wireless net-
work, our study aims at designing a novel architecture for forwarding video packets.
Intermediate nodes are able to identify semantics of video packets and hence treat
them appropriately, taking both distortion and power consumption into account.

This section summarizes contributions of this study in brief.

1.3.1 Proactive node architecture

For the first time, we propose to make relaying devices proactive and video-
cooperative. Namely, they are actively getting involved in processing video packets,
rather than passively forwarding every incoming packet as conventional routers.
Specifically, proactive nodes know which packets should be given higher priority
if the communication path cannot accommodate all the traffic; they can also de-
tect and block packets that are known to be useless. To realize the proactiveness,
we implemented a middleware called Real-time Media Engine that maintains tran-
siently cached packets, selects most appropriate packets to forward, and possibly

retransmits lost packets on behalf of the sender.

1.3.2 Packet selection algorithm

As video packets have different roles to the decoding process, selective trans-
mission to minimize distortion has been proposed to ending nodes [13][23][39][40]

and infrastructure-based active networks [7][41][42][43]. In ad hoc communication



devices, due to resource limitation and highly dynamic factors, all known selec-
tion strategies above cannot be applied. Distortion optimization algorithms such as
RaDiO (Rate-Distortion Optimisation) [3][6][40] and CoDiO (Congestion-Distortion
Optimisation) [17][23][24] are promising for reducing distortion, but they pose heavy
computation load; if reinforced in all intermediate nodes they would excessively con-
sume memory and computation resources and enlarge end-to-end delay. Further-
more, unpredictability of channel conditions potentially undermine the expected
optimality.

Instead, we design a low-complexity algorithm for selecting packets. In this
algorithm, packets are served according to their priority and their remaining time-to-
live. The algorithm is flexible in the sense that interoperability of proactive devices
and conventional ad hoc machines is guaranteed; its simplicity and variability make

forwarding nodes quickly react to channel changes.

1.3.3 Joint discarding

Introduction of the proactive design creates the ability to detect stale packets.
Within the framework, intermediate nodes possibly go dropping useless packets
once an important packet is rejected. Particularly, in such a case, it also attempts
to inform other upstream nodes so that they jointly discard its dependent packets.
These behaviors obviously help save bandwidth and energy.

To avoid generating overhead, we do not force intermediate nodes to transmit
a separate packet each time an important packet is dropped. Instead, notification
information is conveyed over NACK (negative acknowledgment) messages that are

created and transferred upstream upon occurrences of packet loss.

1.3.4 TImplementation of a real-life testbed

Unlike the majority of reported studies on ad hoc networks, we verify our
framework via a real-life testbed, rather than simulations. As stated in [27][28], as-
sumption in simulations might not coincide to what happens in reality due to highly
dynamic and unpredictable features of wireless ad hoc communications. The authors
of [28] recommended that studies investigating higher layers like video streaming

should implement testbeds to verify their proposals.



The testbed was deployed in the building of the Heinz Nixdorf Institute, where
it suffered interference and noise from the WLAN Access Points, other ad hoc net-
works, and laptop computers of students. The deployed network was composed of

up to 8 nodes, running under heterogeneous platforms.

1.4  Outlines of the thesis

The rest of this dissertation includes seven chapters. This section summarizes
what will be presented in each of them. At first, Chapter 2 introduces video commu-
nication over ad hoc networks. It brings up an overview of distributed multimedia
applications under networking scenarios. The chapter particularly highlights char-
acteristics of video traffic that challenge the deployment of networking applications.
Ad hoc networks emerge as a prominent solution for ubiquitous connectivity; mul-
timedia applications over such networks will be prevailing in the next few years.
Yet resource limitation in multihop wireless connections is a major obstacle against
their development. The chapter insightfully analyzes the issues that the research
community must address to realize this promising communication service. Addition-
ally, the chapter also investigates state-of-the-art studies on video communication
over ad hoc wireless networks. We extensively survey related works and point out
the gaps in fulfilling the research needs regarding realization of the communication
service. Main threads to go through include distortion-minimized scheduling, video
source code control, error protection strategies, and multipath transport.

Toward filling the gaps above, Chapter 3 proposes a proactive framework tar-
geting at ad hoc devices that relay video packets. After briefly showing what the
framework means, we analyse the benefits of shortening communication paths, par-
ticularly while retransmitting lost packets. Concepts related to caching video pack-
ets and the discarding mechanism will also be defined in this chapter. In addition,
we discuss both advantageous and open features and the applicable range of the
framework from the network development perspective.

Next comes Chapter 4 that presents the design of a middleware that realizes
the proactiveness for ad hoc forwarders. We specifically describe how video packets
are processed thereat. In particular, the chapter shows how packets are transiently

cached, freed up, queued, and forwarded. Furthermore, the mechanism of handling



retransmission requests will also be discussed. Video transmission essentially re-
quires broad bandwidth since the traffic is heavy and bursty. As a result, relaying
nodes frequently lack time slots for fresh packets and retransmitted ones. This
chapter hence addresses the issue of how to select packets in the most appropriate
manner so that distortion of the received video is minimized. In the chapter, we also
concretely discuss a packet verification mechanism to rule out duplicate transmis-
sion as well as to enhance the per-hop based adaptability. Last but not least, the
feasibility of the framework is evaluated regarding memory usage and computation
load, which supposedly confirms its applicability into today’s mobile computers and
most of embedded devices.

As resources of ad hoc networks are restricted while video traffic is inherently
heavy, avoidance of useless packet transmission is always encouraged. Chapter 5
presents a comprehensive discarding strategy in which relaying nodes can detect
and drop meaningless packets. The remarkable feature of the design is that relaying
nodes do remove useless packets, not only locally but also jointly. Indeed, thanks
to notifications associated with retransmission requests, relaying nodes “tell” each
other removals of important video frames so that they may drop useless dependent
packets more thoroughly.

Adding the proactiveness to relaying nodes does bring up benefits with re-
gards to quality of the received video and energy consumption, but it also poses
extra processing load and memory usage. Chapter 6 specifically describes how the
framework is implemented from the coding point of view, but not in a statement-by-
statement fashion. We define and implement system functions respecting the node
performance in relaying packets. The middleware is expected to fulfill the enhanced
forwarding functions while does not induce excessive processing load.

Before concluding the dissertation in Chapter 8, we report experimental re-
sults in Chapter 7. Experiments are made with a well-known video sequence on
a real-life testbed rather than via simulations. We extensively consider both the
quality of video and the performance of relaying nodes. In addition to evaluation of

computation load and memory usage, we also analyse the traffic load.



Chapter 2
VIDEO COMMUNICATION OVER AD HOC NETWORKS

Ad hoc wireless networking emerges as an eminent solution for ubiquitous
computing mainly because of their flexibility in deployment. This feature makes the
networks especially suitable to field applications, among which is distributed real-
time video. The needs of developing this communication can be found in a variety of
military and civil scenarios, as stated in Section 1.1. Once being deployed, a video ad
hoc network can either assist the operators in their commission or comfort them and
their work. A large number of examples of the former are in battlefield operations,
disaster rescues, and vehicle-safety assurances, while the latter perspective may be
expected in less critical cases such as entertaining car drivers.

Unfortunately, while mobility and wireless connections bring up a lot of advan-
tages that promise to fill the gap between the needs in practice and the conventional
networking technologies, they also create numerous challenges against the realiza-
tion of any communication service, not to mention resource-greedy video. In reality,
any wireless multihop network can offer only limited bandwidth whereas video traf-
fic is naturally heavy. Movement of nodes, fading, etc... substantially affect the
communication performance, making it very uncertain. Meanwhile, video sources
usually offer a contiguous load that is intolerant of delay.

This chapter is expected to give an overview of ad hoc wireless communication
under the prospect of deployment of real-time video applications. Features of video
streaming and ad hoc networking that hinders the development of the applications
will then be analysed. In this regard, we will insightfully look into the unfavorable
characteristics that challenge against their realization. Finally, we investigate related
studies on issues of communications over ad hoc wireless networks and point out

the gap that our study attempts to fill up.

2.1 Overview

In spite of fast progress in networking technologies and video compression

standards, streaming real-time video still draws attention from the research com-
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munity. In the conventional Internet and heterogeneous networks, the main problem
is how to maintain an acceptable perception quality while keeping consumption of
resources moderate. Considering ending nodes, most of studies are focused on higher
layers, trying to build a suitable transmission policy for video packets [13][23][39][40].
These studies basically propose to adjust the generated traffic so that the transmis-
sion performance is optimized, given a network with certain QoS specifications. On
the other hand, research efforts on intermediate network nodes in general attempt
to treat video packets in a different way so that their QoS requirements are satisfied
at most. For instance in DiffServ [44], packets of interactive multimedia are given
“fast track” when the router serves multiple service classes. This means that they
suffer less latency than packets of other best-effort traffic, e.g. FTP, HI'TP. Once
congestion occurs, video packets are nevertheless subjected to dropping before the
others. Another approach is to integrate a multimedia-specific forwarding function-
ality into active routers [4][7][42], where video packets are treated discriminatively
according to their contribution to the decoding process. Namely, packets, whose
loss causes serious degradation of the received video, will be given higher priority.

Nowadays, advanced wired access networks allow data speed up to hundred
Mbps (such as ADSL, LAN), eliminating most of issues concerning bandwidth at the
last hop. However, multimedia networking applications that span over the global
Internet still face the problem of resource shortage, despite network infrastructures
uninterruptedly expand. The main reason is that the number of users rapidly in-
creases and that they are more and more demanding. At the same time, introduction
of broadband services such as IPTV adds more challenges to network designers.

In ad hoc wireless networks, realizing real-time video applications faces even
more problems, since communications are made under more unfavorable conditions.
Because nodes are mobile, communication links are not robust with respect to band-
width and error rate. Fading and other environmental impacts further destabilize
the communication. Meanwhile, video traffic is inherently contiguous and heavy;
packets are highly sensible to delay. These make the development of video commu-

nication a challenging task.
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2.2 Characteristics of real-time video traffic

Distributed multimedia applications over the network mainly fall into two

categories:

e Streaming of pre-encoded video. Video contents are created, encoded, and
stored into a central server for later playing back. Network users wishing to
access the contents first set up connections to the server and then ask for the
desired archives. Video packets are delivered to the users in parallel with the
playback. A typical service of this form is video-on-demand, which has been

prevailing in the Internet.

e Real-time video. In this type of communication, video packets, after being
encoded, are transmitted instantly to the receiver side. Only transient delay
(usually less than a second [14]) is allowed; packets suffering excessive delay
would be considered lost as the communication is in real-time. Consequently,
requirements on QoS is even more stringent. Typical examples of these ap-
plications are broadcasting and interactive video (e.g. video conference). Our

study has concentrated on this category of communication.

The major challenge in designing the network system is how to stream packets
smoothly so that the playback does not suffer interrupt and loss of too many video
frames. As previously stated, packet loss is unavoidable since the traffic is heavy and
intolerant of delay whereas any practical network is not always available to serve
any packet. In reality, the best-effort nature of the network does not guarantee that
any packet correctly arrives at the destination. To relieve the effect of packet loss,

we need to understand the nature of video packetization.

2.2.1 Data-dependency

Most of modern video compression techniques exploit both temporal and spa-
tial redundancy to greatly reduce data volume. As a result, frames are not equally
important with respect to the reconstruction process at receiver side [12]. Namely,
in the encoding process at the sender, a dependent video frame is predicted from
a previous frame, and then the prediction error is actually coded. This well-known

technique is called motion compensated prediction (MCP), which is employed in
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Figure 2.1: Frame dependency in MPEG-4. Arrow curves originated from a frame

point to its dependent ones.

most of modern video compression standards, particularly in the well-known stan-
dards MPEG. Obviously, it helps decrease the data volume since visual contents of
adjacent video frames are highly correlated [12]. However, MCP also creates inter-
frame dependency. For example in MPEG4 - a very popular video coding standard
series, each frame can be encoded according to one of three modes: intra-coded (I-
frame), predictive-coded (P-frame), or bidirectionally-predictive-coded (B-frame).
In essence, a B frame cannot be decoded without its adjacent P frames, likewise a
P frame must refer to the previous one, and all subsequent frames of a GoP (Group
of Picture) are considered useless if its I frame is lost, as illustrated in Figure 2.1.
Occurrence of error or loss of a packet may result in error propagation to other
frames, even they are correctly received [10][11][45]. As a result, video packets are
substantially different in their contribution to the reconstruction of the received
video.

When the encoded video is packetized for delivering over the network, the
application layer may add additional header to each packet to indicate how signif-
icant the data are, before the packet is sent down to the underlying layers (e.g.
RTP/UDP). In conventional networking devices (e.g. IP-based ones), however, net-
work routers do not understand this information. As a packet arrives at a router,
it simply finds the destination network address and then consults a routing table to
decide which hop to forward. In other words, routers are blind to frame semantics
of packets. Namely, they do not know that packets of I frames contribute more than
the other with regard to the playback process. Should congestion occur at some
node, incoming packets may be rejected in accordance with a probabilistic rule, for
example, RED (Random Early Detection) algorithm [46][47]. In this algorithm and
its modified versions [48][49], acceptance of arriving packets is basically controlled

by observing the buffer level at the router, as shown in Figure 2.2. Packets may
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Figure 2.2: RED: discarding packets based on buffer levels. Three regions separated

by Bin and By, determine the admission of arriving packets.

be partially or entirely rejected if the the average queue length [47] exceeds the
predefined levels, regardless of how important they are. There are three regions of
treating packets divided by two thresholds B,,;, and B,,..: acceptance, congestion
avoidance, and congestion control. In the first region, all packets are admitted as
long as the average queue length is below B,,,;,,. Should the average queue length get
higher, they are probabilistically discarded until the critical level B,,,,. Above this
level, all incoming packets will be rejected. As being unaware of frame semantics,
packets are dropped without taking care of frame semantics, degradation during
congestion is therefore more significant.

Obviously, distortion during playback does not linearly depend on communi-
cation loss rate. To relieve distortion caused by packet loss, video frames should be
treated in a discriminative fashion according to their contribution to the decoding
process. Specifically, packets of I frames should have the highest priority, then come
those of P frames, with regard to admission control. This strategy has been pro-
posed to active network nodes [4][7][42] as previously stated in Section 2.1, where
more functions can be flexibly added and programmed. In the meantime, existing
programmable networking devices such as wireless base stations, proxies, etc, may
also employ a semantics-oriented scheduling policy [4][50].

It goes without saying that inter-frame dependency adds more difficulty to

any optimization aiming at enhancing the perception quality. Once being unable
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to accommodate all the incoming packets, the node must selectively discard some
of them; selection must be made so that no useless packet is chosen while keep-
ing bandwidth fully utilized. Algorithms such as RaDiO [51] propose to choose
packets/frames for transmitting so that the rate-distortion lagrangian function is
minimized. These algorithms, however, basically have a complexity that is expo-
nentially proportional to the number of packets under consideration, which is not
bearable to such limited resource as ad hoc nodes. In fact, related studies consider
using them at ending nodes only [17][23].

Under the impact of changing factors, quality of wireless channels fluctuates
drastically over time, from good to bad and vice versa [27][52]. In multi-hop wireless
connections, the propagation is even more random, making end-to-end conditions
very unpredictable and time-varying. On the other hand, selection of a pattern of
packets is made on the time base of group of picture [4][50]. Within the time of
a group of picture, if one important packet that has been selected to forward is

suddenly lost, the expected optimality may seriously be damaged.

2.2.2 Bandwidth greediness

Communication of raw video is unaffordable because of its huge data vol-
ume. Numerous compression standards have been developed for networking needs,
of which MPEG4 and its subset H.264/AVC are the most remarkable. These codecs
lower a video possibly down to less than a hundred Kbps [12][18] while allowing
users to manipulate individual objects (see Table 2.1). Even data speed is drasti-
cally reduced, it is still unrealistic for the network to convey every packet successfully
[1].

Unlike other data applications, during a session, multimedia traffic is generated
continuously. Huge traffic volume usually encourages system designers to prefer
connectionless transport protocols like UDP and its variants. In this manner, video
packets are sent out without any flow controlling mechanism. This helps cut off
communication overhead and potentially reduces end-to-end latency thanks to the
simplicity of the protocols. Note that no retransmission is executed. However, the
strategy also makes the traffic non-adaptive to the network.

Practically, multimedia applications accept loss of packets to some extent. As

such, it is admissible that they rely on UDP-based transport protocols. The ap-
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Table 2.1: Data speed of different video coding schemes. Most of the data can be
found in [18]

Standard | Data speed Possible application

MPEG2 1.5 to 15 Mbps DVD systems, video on demand, IPTV
MPEG4 64 Kbps to 300 Mbps | graphic with object oriented interactivity

and multimedia networking
H.263 20 to 500 Kbps multimedia networking
H.264 20 Kbps~ mainly multimedia networking

plication of these protocols helps avoid excessive delay and overhead, but it also
creates obstacles in making the traffic adaptable to the channel instability. Without
appropriate control measures, a video tends to grab the available bandwidth; once
the network lacks resource, important packets may be rejected while useless packets
are served. This would result in severe distortion at playback. Consequently, vari-
ous schemes for tailoring its traffic, including source coding control [21][22][25]]26]
and adaptive packet scheduling [53][54], have been studied. In conventional wired
networks or single-hop wireless communications, video packets should be selectively
discarded depending on their semantics if congestion occurs [14][55][56].

In ad hoc networks, channel capacity is substantially limited, making the issue
more significant. According to [25][26], as the number of hops increases, the effective
bandwidth quickly gets smaller. The need of introducing the above controls is

therefore magnified.

2.2.3 Variable bit rate

Unlike channel capacity of conventional switching networks, video data speed
is highly time-varying. This is mainly due to the application of compression to re-
duce bit rate. Frames with more motion of objects will create more data than static
scenes. Rate variation is also caused by coding configuration. In channel-adaptive
streaming, source coding is controlled to reduce unexpected loss during communica-
tion. As previously stated in Section 2.2.1, compression techniques exploit temporal

redundancy, intra coded frames usually induce more data than predicted frames.
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Figure 2.3: Traffic sample of Akiyo sequence. The size of I frames (ones that regu-

larly emerge) is by far larger than that of frames of other types.

Figure 2.3 shows an example of the traffic pattern of MPEG4 encoded Akiyo video,
where an I frame may be as large as several Kbytes while a B frame can be as small
as some ten bytes.

To utilize bandwidth efficiently, an adaptive rate control is mandatory at the
sender. This can be assisted by cooperations of the network and the receiver. In
[17][23], the authors propose an adaptive packet scheduling in which the sender
selects packets to send by considering end-to-end delay. Another way is to control
video coding parameters so that the compressed rate is adjusted [25][26]. In this
study, we also propose the use of sending buffer as a supplemental way to smooth

the transmission of video packets.

2.2.4 Time-sensitiveness

Video applications, to some extent, accept loss rate of packets, while the re-
quirement on delay is strict. Packets need to arrive at the receiver punctually or they
would be considered lost. In multi-hop connections, communication delay should
not be larger than a threshold, typically of 500 milliseconds [1][14]. If communi-
cation delay approaches to the threshold, delay variance (jitter) also affects the

perception quality. To comfort the perception, jitter can somewhat be absorbed by
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using buffers at the receiver [57].

Once congestion occurs, packets suffer more latency, and the receiver likely
detects more lost packets. This would restrict the retransmission process as an
effective remedy to loss. Specifically, because the network resources (e.g. bandwidth,
buffer, etc) are not enough to convey the video traffic, more packets are dropped,
raising the number of ARQ requests. Lack of the communication resources will in
turn limit the ability to response to these requests. At the same time, the average
round trip time gets increased, reducing the number of possible retransmission times
for each particular packet. Consequently, retransmission in resource-limited wireless

networks should carefully be designed to avoid the deadlock.

2.3 Ad hoc wireless networking

An ad hoc network is formed from a set of nodes communicating usually with-
out assistance of any fixed coordinating infrastructure (e.g. base stations in wireless
cellular networks, digital exchanges in public telephone networks). All nodes oper-
ate essentially under the same hierarchical level. They can be either homogeneous
or heterogeneous in hardware and/or software configurations, and be mobile in most
of cases. A node can be a portable device such as PDA, a laptop computer, or an
embedded control unit attached to a vehicle, helicopter, etc. Being considered as
the base for “anywhere” and “anytime” connectivity and applications, it is a hot
topic of interdisciplinary research, from low power design to signal processing, from
mobility modeling and management to deployment of real-time applications. As the
communication environment is highly dynamic and unpredictable, designs targeting
at conventional wired networks basically do not work efficiently. Furthermore, com-
munication links in those networks are reliable, higher layer functionalities, such as
routing protocols, can be studied independently of physical behaviors. On the other
hand, unstable wireless connections desire considerations of cross-layer interactivity
for resilience. Layers may share instant information about capacity, error, delay,
energy, etc., to decide their most suitable behaviors [21]]23][25].

Wherever the network is deployed and no matter how powerful the nodes are,
it has common disadvantageous features. As communication links are solely wire-

less (e.g. 802.11b, Bluetooth), the network performance is essentially affected by
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environmental factors, e.g. noise, fading, etc. Furthermore, node mobility and inter-
ference are also major obstacles to deployment of any service that desires reliability

and /or instantness in communication.

2.4 Real-time video over ad hoc wireless networks

As wireless links are inherently unreliable, guaranteeing hard QoS specifica-
tions for video is unrealistic. For real-time traffic that accepts loss to some extent,
the network should deliver packets in best-effort fashion. This section discusses

obstacles in transmission of video packets over such resource-limited networks.

2.4.1 Capacity scantiness

In modern wired media such as optic fiber, 100BaseT cable, the link error
rate is extremely low and effective bandwidth is predeterministic according to phys-
ical specifications and signal modulation methods employed. In contrast, capacity
of wireless channels is tightly dependent on distance between nodes, fading, inter-
ference, etc. These factors adversely affect the signal-to-noise ratio (SNR) at the
receiver node, which in turn curtails the actual bandwidth.

When the communication path consists of multiple hops, the issue is even
more serious. As mentioned previously, the end-to-end capacity gets decreased if
packets traverse more hops. In [25] for instance, as the number of hops (2Mbps
802.11b WLAN) increases from one to six, the throughput consistently decreases
from around 1000Kbps down to 200Kbps. If the nodes are far away from each
other, the effective bandwidth is even narrower since the propagated signal is more
attenuated.

While end-to-end bandwidth is limited, a video source usually generates high
data speed, regardless of compression. Compared to other popular applications
such as HTTP, each session of real-time video is usually longer [1]. Consequently,
rejection of video packets, particularly during bad periods, is inevitable. To our best
knowledge, so far, no investigation on how to effectively control packet admission
at ad hoc relaying nodes is reported. In this study, we fill the gap by proposing
a low-complexity algorithm to selectively drop packets in case of congestion (see
Chapter 4).
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2.4.2 Energy constraint

In ad hoc wireless networks, power is a serious factor to consider as design of
mobile devices must respect requirements on portability, weight, and size. Deployed
for field applications, machines mostly run on battery power, how to save energy is
therefore not a negligible question. Unfortunately, the issue of energy in relaying
nodes has never been addressed specifically for video taking frame semantics into
account, though studies target at generic communication services can be found in
most of layers, particularly in the MAC protocol [38][58].

Exhaustion of battery in any node may cause a failure of an active route,
or even a disconnection of the network. To insure the network connectivity, each
node must transmit (or relay) the signal at a strong-enough level so that the adjacent
nodes can receive packets correctly. On the other hand, the signal level should be also
as low as possible to save energy for the node itself, and to reduce interference. As
designed in the MAC protocol, multiple nodes may share the same channel, limiting
the transmitting power helps raise the number of transmission simultaneously. The
stronger the signal, the more likely collisions take place, which results in more
retransmissions and extra energy consumed [59][60].

In any ad hoc node, power consumers are CPU, HDD, wireless network cards,
etc. Consumption can be bound to either computation or communication tasks.
High-complexity algorithms do not only occupy more computation resource, but
also incur more energy. Additionally, video packets are time-sensitive, complicated
algorithms reinforced at multiple intermediate nodes potentially do harm to the
video. According to [37][38], both transmitting and receiving packets do consume
much more power than idle states. Consequently, dropping useless packets as soon

as possible is always worth-doing.

2.4.3 Instability

Wireless link performance tightly depends on the distance between the nodes.
We know that SNR determines the error rate; when the nodes are too far away
from each other, the error rate may be unacceptable. In reality, ad hoc nodes
are not bound to fixed positions, the channel quality is consequently unstable and

time-varying. Some application fields such as military battles may contain very
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fast-moving vehicles (e.g. tanks, helicopters), the network topology accordingly
changes frequently. Topology changes may also happen when new nodes are added
or existing nodes are disconnected. Fast movement of nodes also forces the design
of physical transceivers to consider the Doppler shift carefully [61].

Besides common types of interference in wireless communication (adjacent
channel interference and co-channel interference), an ad hoc network also suffer
interference due to sharing medium among multiple nodes. The denser the network,
the clearer the impact of the interference [62]. When multiple nodes sharing the same
channel transmit at the same time without power control, the consequence will be
significant if nodes are close to each other. The interference obviously reduces SNR
and therefore decreases the effective bandwidth. As video flows are inherently bursty
and heavy, the effect of interference is potentially amplified, intensifying error rate
and delay to packets.

Another major obstacle coming from the transmission medium is fading, which
is highly random and environment-dependent. Fast fading (caused by the interfer-
ence of multiple versions of the same signal [63]), following either Rayleigh or Ricean
distribution [64], may sometimes deteriorate the channel performance. Operating
in areas with complicated terrain, ad hoc nodes also cope with slow fading, which
is attributed to objects lying between the sender and the receiver, such as walls of
building, vehicles, etc. The effect of this fading usually lasts multiple seconds and
may interrupt the playback at the receiver.

The aforementioned factors, whether individually or jointly, result in fluc-
tuation of communication reliability, delay, and bandwidth, both on per-hop and
end-to-end bases. This adversely affects real-time traffic and desires a highly dy-
namic design for each forwarding node, not only the sender and the receiver. So
far, related studies aiming at adaptability merely consider ending nodes, treating
relaying nodes along the path as a “black” cluster. Should one or multiple links
significantly degrade or completely fail, the routing protocol re-routes video traffic
over another path, partially or completely different from the previous one. Such
re-routing discontinues the communication in a considerable time [65], which does

matter in real-time video. This issue will be further mentioned in Chapter 3.
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2.4.4 Error-proneness

Communicating solely over wireless channels, ad hoc nodes suffer high loss rate
compared to wireline transmission systems. Moreover, the error rate is time-varying
and unpredictable due to changing factors stated previously. Practically, the video
playback accepts erroneous and lost packets, especially when error concealment
techniques is exploited. However, severe loss rate will dissatisfy the user. Note that,
loss of important packets causes error propagation to many frames, or even disrupts
the media synchronization [45].

As massive erroneousness characterizes wireless communication, various error-
resilience techniques have been proposed, throughout the protocol stack from the
bitstream level to the application layer. Most remarkable video-specific proposals
relate to forward error correction (FEC) [21][25][66], retransmission of lost data units
in the link level, or packet-level redundancy [8]. Introduction of FEC means that
more data are added to packets, which helps the receiver node detect and correct
errors. In the second strategy, retransmission resolves errors at link level, rather than
end-to-end. Differently, the last technique proposes to transmit multiple instances
of a packet to enhance the chance of success. Actually, these techniques have been
seen more or less in conventional communication systems. They are tailored to lossy
and dynamic channels that features mobile ad hoc networks. While these tactics
supposedly combat with communication errors, they also induce more overhead and
are possibly computationally expensive. Careful consideration should be taken into
account since video traffic is inherently heavy, otherwise adverse consequences may
be observed. The next section further analyses these schemes.

Under adverse impact of fading, node mobility, etc., video communication may
suffer burst errors/loss which severely damage video frames continuously in a con-
siderably long period. During our experiments, we observed from time to time that
a large number of packets pertaining to some episodes of Akiyo were missing, which
lasted several seconds (see Chapter 7). Should techniques of transmission diversity
(e.g. frequency, time, polarization) be exploited, the effect can be relieved. Note
however that in ad hoc wireless networks where a large number of nodes communi-
cate, these resources are also scanty. Once traffic is distributed over multiple disjoint
paths concurrently, the probability that burst errors occur in all the paths at the

same time will be obviously lessened. Fortunately, most ad hoc routing protocols
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inherently bring multiple routes to each pair of nodes [8][67].

2.4.5 Fairness for sender

Reported research works in the field of video over ad hoc networks largely rely
on simulations to evaluate their proposals, letting alone the issue of heavy workload
imposed on the sender. In reality, as this node takes over the encoding of the
video, it consumes much computation resource and energy [25][32][33]. Particularly,
complicated algorithms aiming at optimizing the transmission policy under network
resource constraints do not only produce extra computation load but also desire more
memory [68]. Unfortunately, all the proposals specifically to temporal-dependency
video solely aim at this already-busy node.

Furthermore, techniques to combat end-to-end errors, such as video-specific
FEC and retransmission as mentioned previously, are usually reinforced at the sender
with or without the cooperation of the receiver. This obviously adds further work

to the node, especially during bad communication periods.

2.5 Related work

As soon as ad hoc wireless networks emerged as a hot solution for ubiquitous
computing, transmission of real-time video over such networks has been attracting
much attention from the research community. This section makes a survey on related

studies on the topic.

2.5.1 QoS-supporting in lower layers

Each class of traffic over the network has specific QoS requirements. Non-real-
time applications, for example, HTTP, FTTP, and distributed database, usually
require a hard assurance on data integrity but tolerate delay. These applications
solely rely on reliable transport protocols (e.g. TCP) for delivering packets. To deal
with packet loss and errors, the underlying transport protocol employs retransmis-
sion. On the other hand, real-time applications like video accept errors and loss to
some extent, but are sensible to latency. As stated in various studies (e.g. [14][21]),
allowable end-to-end delay is only a few hundred milliseconds. At conventional ad-

vanced routers, for instance in DifferServ, packets may be classified according to
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their time-sensitiveness. Interactive multimedia packets should be scheduled for
transmitting ahead of other non real-time ones. Another way is to use a signal-
ing mechanism to reserve bandwidth before the communication session starts, an
example of this approach is RSVP (Resource Reservation Protocol) [69].

Ad hoc networks are composed of autonomous computers that are “loosely”
connected together over wireless connections that are inherently unreliable and fluc-
tuated, firm assurance of QoS specifications is therefore unrealistic. Routing pro-
tocols, while determining routes for hosts, are subjected to various constraints, e.g.
energy, can only provide routes that are good to some metrics but not the oth-
ers. Note that requirements on QoS are different from application to application.
For instance, in military operations, security and reliability of hosts are the prime

parameters [16]. In sensor networks, energy conservation is the most important.

2.5.1.1 MAC protocols with resource reservation

In ad hoc communication, multiple nodes share a common broadcast radio
channel with a limited spectrum. Protocols controlling access to the shared medium
(i.e. MAC) need to insure fair share among communication nodes. They should
also maximize bandwidth efficiency together with addressing specific issues such as
hidden and exposed terminal problems [35][70]. Node mobility, interference, and
fading usually adversely affect the communication performance, and make available
resources unpredictable. It is generally difficult for MAC protocols to guarantee QoS
requirements in an ad hoc wireless network, given that resources are so constrained.

On supporting real-time applications, including distributed multimedia, sev-
eral protocols have been proposed [71][72]. In these protocols, after the bandwidth
reservation phase, the nodes get exclusive access to the bandwidth [16]. Note how-
ever that, reservation does not mean that each node will be allocated a satisfactory
bandwidth. Unfavorable factors associated with wireless mobile communications
may alter the effective bandwidth that a specific node gains. For example, when
the channel is erroneous, massive retransmission per hop-basis in the link level defi-
nitely lowers the actual throughput [27]. Furthermore, contention may occur during
the reservation phase itself, making the bandwidth assignment indefinite. Lack of

centralized coordinators adds further difficulty to the QoS provisioning task.
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2.5.1.2 QoS routing

From the network point of view, the goal of routing protocols is to find out
the route(s) to forward packets. Guaranteeing hard QoS specifications is basically
unrealistic in ad hoc multihop networks, since wireless links are highly unstable and
unreliably. Furthermore, available state information is inherently imprecise [73].
Instead, routing protocols can only search for temporarily good paths with respect
to some aspects, e.g. reliability, delay, bandwidth, etc. Routes recommended by
different routing protocols are not the same, since they consider QoS parameters
differently [74]. In case of distributed multimedia applications, the key parameters
are bandwidth and delay. QoS routing protocols supporting video transmission
should accordingly provide routes with largest end-to-end bandwidth and least delay.

In practice, ad hoc routing protocols are classified into proactive, reactive, and
hybrid [16]. As inter-arrival between two consecutive packets is rather short while
they are time-sensitive, ad hoc nodes that relay video packet should prefer proactive
routing protocols to maintain routes. This is to insure that packets do not have to

wait for route discovery when they arrive at a node.

2.5.2 Distortion minimized schedule

On minimizing distortion, several scheduling schemes at the sender have been
proposed. For instance, the authors of [17][23] introduced CoDiO (Congestion Dis-
tortion Optimization), which is a variant of RaDiO. This cross-layer approach at-
tempts to prescribe a transmission schedule so that a lagrangian function of distor-

tion and end-to-end delay is minimized. Namely:

minimize : D + AA (2.1)
subject to : R < bpas (2.2)

where D denotes the distortion of the received video stream; A is the end-to-end
delay which serves as the congestion metric; A is a factor; R is the rate of the video
stream that is limited to the channel rate b,,,,. Distortion D is formulated as a
sum of encoding loss and transmission loss. The former is modeled according to
the rate-distortion relation of the video. In essence, this term is independent of

the network status. On the other hand, the latter is assumed to perfectly match a
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well-known distribution, and is dependent on the network delay and the available
bandwidth. Link delay, according to [17], is also assumed to comply with the ex-
ponential distributions. While simplifying the model, these assumptions may raise
a question on accuracy, since behaviors of multihop wireless connections are very
unpredictable [27]. Estimation of end-to-end delay A is made by considering only
the bottleneck point, ignoring the queuing time in other nodes. The path capacity is
predicted based on a TCP-friendly rate control mechanism, which allows to collect
statistics from observing acknowledgments.

With the above assumptions, simulation results shows a clear improvement
with respect to PSNR (Peak Signal to Noise Ratio) [23]. So far, no experimental
result on a real-life ad hoc network testbed realizing this approach has ever been re-
ported. In wireless multihop ad hoc connections, as behavior of each hop is affected
by numerous dynamic factors such as fading and movement of nodes, end-to-end
metrics are notoriously uncertain [16]. Unplanned dropping of an important packet
due to some instant channel degradation may be harmful to the optimality that the
prescribed schedule expects, since transmission of the dependent packets is no longer
necessary. Though not explicitly analysed, the CoDiO algorithm has a complexity
comparable to RaDiO, which was proved to be heavy [3]|[4]. Furthermore, deter-
mination of distortion resulting from frame substitution is also rather complicated,
since it is related to the estimation of the delay distribution function [24]. Conse-
quently, while this scheduling approach promises a high performance on perception
quality if applied to the ending hosts, it is not efficient to introduce to multiple
relaying nodes. Augmentation of high-complexity algorithms in forwarding nodes
will add considerable delay and power consumption. This should be avoided since

real-time video packets are time-sensitive [7].

2.5.3 Source coding control

As ad hoc network communication conditions are time-varying, video traf-
fic flowing over the network should be tailored to the channel conditions so that
resources are used up. The issue of rate adaptation has been extensively studied
[21][25][53].

26



2.5.3.1 Cross layer feedback

This approach basically relies on a cross-layer design where the video source
coding exploits information from the routing layer to control the rate. In [25]]26],
the authors proposed a feedback mechanism in which the application layer adjusts
the video rate in accordance with the path status. On implementation, the feed-
back information from the underlying protocol (e.g. AODV or OLSR) is simply to
indicate the hop count of the route that conveys video packets. Based on this infor-
mation, the sender tunes the quantization parameter (QP) on the source coding to
adapt the traffic rate to the path. Obviously, predicting bandwidth simply from the
hop count may not be accurate, since channel performance is also affected by other
factors such as distance between nodes. Inaccuracy may result in underutilization
of channel resource or bursts of packet dropping.

In those studies, error combating techniques were combined with the rate
control so that effect of loss of important packets is lightened. For instance in [25],
experiments on RTP/UDP/IP streaming were deployed, testing the efficiency of
FEC and packet redundancy strategies. The measured statistics show that when
the hop-count increases, redundant transmission of P frames outperforms FEC.
Additionally, with this cross-layer control, not only packet loss rate is decreased,

but it also remains unaffected by change of hop-count, as reported in [26].

2.5.3.2 Multistream coding

As presented in [21][34], a video flow can be encoded into multiple substreams.
These substreams are then transmitted over multiple paths that the routing pro-
tocol brings up. The authors examined two ways to decompose the video flow: a
layered coding (LC) with selective ARQ scheme and multiple description motion
compensation coding scheme (MDMC). The former technique naturally generates
multiple streams according to packet semantics, whereas the latter employs multiple
description coding (MDC) to create equally important substreams.

In the LC coding, video packets are typically divided into base layer (BL)
and enhancement layer (EL). Basically, BL contains the crucial part of video frames
(e.g. I, P frames) while EL is composed of less important packets (e.g. of B frames).

Successfully receiving packets of BL layer guarantees a minimum playback quality
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that is improved if the receiver additionally gets packets over EL. Such a decompo-
sition gives scalability with respect to variable bandwidth. In multipath transport
(MPT) mode, those streams are separately transmitted to different paths. To decode
packets of EL successfully, BL stream must be correctly received.

Differently, MDMC generates multiple substreams that are relatively indepen-
dent. Loss in one substream does not affect the others. Perception quality of the
received video is improved in accordance with the number of correctly received sub-
streams. To insure the independence, the sender must insert sufficient overhead to
each substream so that it is decodable without referring to any other substream.
This obviously reduces the overall coding efficiency [8]. Additionally, the applica-
bility is bound to the coding method. In [34], the authors propose to use genetic
algorithms (GA) for solving complex cross-layer optimisation problems of routing.
Simulation results show that the GA solutions do improve PSNR compared to tra-

jectory and network-centric methods.

2.5.4 Error protection for video packets

As wireless channels are lossy, several error protection schemes applied specif-
ically to video applications have been studied. Basically, they fall into two cate-
gories: redundant transmission and forward error protection (FEC). While these
techniques lighten the effect of errors, they also introduce considerable overhead.
Thus, the tradeoff between the ability of loss recovery and channel efficiency should
be carefully considered; otherwise, its effect might be opposite to what we expect
8].

Conventional coding schemes that support FEC have been extensively stud-
ied. Nevertheless, most of them aim at lower layers, dealing with universal traffic,
rather than being video-specific. Well-known error protection techniques include
convolutional code [75] and CRC (Cyclic Redundancy Code)[76]. Since error rate
over a wireless channel changes continuously, the coding scheme should be adaptive.
For instance, in [66], the authors proposed a technique called AFECCC (Adaptive
FEC Code Control) in which the amount of FEC code per packet is tuned based
on acknowledgment packets. Here the channel status is implicitly indicated by ar-
rivals of the acknowledgment packets rather than specific information such as SNR

or BER (bit error rate) from the receiver.
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At the application layer, video-specific error protection coding schemes are de-
signed in [22] and in [25]. The authors of [25] investigated the effect of FEC under
the throughput context. Namely, the overhead amount for error recovery is intro-
duced by considering the channel capacity, which is implicitly expressed as the hop
count. The study also proposes to use a combination of FEC and packet redundant
strategy to combat with errors. On the other hand, the former study introduces a
systematic lossy error protection (SLEP) scheme in which the transmitted video sig-
nal goes with error protection information that contains a bitstream derived from
the Wyner-Ziv encoding. The Wyner-Ziv description can be optimized based on
an end-to-end video distortion model and channel information, which brings up a
graceful degradation over a wide range of packet loss.

In parallel to FEC, enhancing the quality of video by applying the ARQ tech-
nique has also been considered. Generally, the network should retransmit lost frames
that are important since they strongly influence the playback process [21][34]. As
described in Section 2.2.1, loss of these frames makes receipt of many others mean-
ingless. In [8][21], retransmission of I/P frames are made over multiple paths to
increase the reliability. The efficiency is clear when the end-to-end loss is severe. In
discriminating video frames according to their types, the authors of [77] introduced
an error control scheme called Differentiated Automatic Repeat reQuest (DARQ).
The maximum number of retransmission attempts assigned to a frame is calculated
taking into account both the attribute of the frame and its location in the group of

picture.

2.6 Chapter review

Heavy and contiguous traffic creates difficulties in deploying any networking
video application, despite compression techniques such as MPEG standards greatly
reduce its data volume. Exploitation of temporal redundancy in video compression
techniques induces video data dependence, which is another challenge to any trans-
mission policy. Being time-sensitive, video packets cannot be conveyed over heavy
overheaded transport protocol such as the conventional TCP. Deployment of real-
time video over ad hoc wireless networks is even harder, since they are not only lim-

ited in resources, but are also highly unstable. Before proposing our own framework
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in the next chapter, we have insightfully investigated related studies, highlighting

the need to enhance the forwarding functionality of intermediate nodes.
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Chapter 3

PROACTIVE FRAMEWORK

Unlike other proposed strategies that solely focus on ending hosts, this study
considers the ability to enhance the functionality of intermediate nodes so that they
efficiently relay video packets. This chapter considers the motivation to introduce
proactiveness to the nodes. The expected benefits will be analysed from the system

point of view. Additionally, the limitation of the framework is also clarified.

3.1 Overview

Let’s consider an instant transmission path for real-time video from the sender
to the receiver, as depicted in Figure 3.1. The video sequence is encoded, and then
packetized before being sent over the intermediate nodes toward the receiver. At
the receiver side, the packets are reordered, and eventually decoded into the orig-
inal frames for playing back. Any loss of packets implicates additional distortion
caused to the playback process; if there are dependent frames of the frame with
lost packet(s), error propagation to these frames will occur as stated in the previous
chapter (see Section 2.2.1). All the known proposals from the research community
so far have been focused on ending nodes only, letting intermediate nodes be simple
passive forwarders. Investigated transmission strategies aiming at video are essen-
tially sender- and/or receiver-driven [17][21][23]. We observe the following at any

relaying node.

e Every packet is instantly routed to the next hop based on its destination
address. The hop is determined by consulting the routing table maintained at

the node.

e Packets of different frame types are treated equally with respect to dropping

in case of shortage of resources.

e Each intermediate node passively receives packets and then forwards them at
best effort. It cannot know whether the packets are “fresh” or already miss

deadline.
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Figure 3.1: Proactive forwarding. An intermediate node h transiently “caches”
video packets so that it can respond to later possible ARQ requests carried by
NACK messages. Caching packets also allows to smartly forward when the channel

is not good enough.

e Furthermore, it always redirects toward the sender any ARQ (Automatic
Repeat-reQuest) request, which asks for retransmission of a lost packet. Even
the request is for the packet that has just arrived at the node right before, it
is not handled.

In brief, intermediate nodes are blind to any strategy for loss relief. Each
intermediate node simply acts as a passive forwarder in which they cannot make
any cooperation with the video-specific relaying process. There is no way to give
higher priority to packets of important frames since relaying nodes are unaware of
video frame types. Particularly, as forwarding packets at best effort, they do not
care about any timing information concerning the playback deadline. Consequently;,
packets that are already stale may also be unawarely processed and forwarded.
Namely, no admission control mechanism is forced to filter out those useless packets.
In other words, intermediate nodes stay away from any strategy dealing with packet
loss.

As presented in Section 2.4, any ad hoc network has rather limited and unre-
liable computation and communication resources while video traffic is bursty. This
results in unavoidable packet loss that occurs frequently. To lighten the effect of
error and loss, retransmission needs to be reinforced. At the receiving side, loss of

packets can be detected from the gap of sequence numbers. Should the receiver wish
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to (re-)obtain lost packets, it issues a NACK (Negative Acknowledgment) message
to carry ARQ requests for those packets. Then, the node attempts to communicate
this message to the sending side. Because all the forwarders are not cooperative,
the NACK messages has to reach the very sender (node 0) to be processed. This
mechanism is called passive retransmission, as seen in Figure 3.2.

Intuitively, there exists a link between packet semantics-unawareness and pas-
siveness of the forwarders and the degradation of the whole performance. If, ob-
viously, a forwarder understood packet-semantics, it would give higher priority to
packets of I frames than to those of B frames. It would be even better if a packet
could be retained at the node in a very short while so that it was able to actively re-
spond, on behalf on the sender, to later possible ARQ requests. This would greatly
shorten the retransmission trip and hence save energy considerably [19][78][79]. Fig-
ure 3.1 illustrates how such a forwarder (node h) in our proposed proactive frame-
work deals with video packets. When a NACK message carrying ARQ arrives, some
requested packets might be found “cache-hit” at this node; if the channel cannot
accommodate all the traffic, a smart selection on arrival packets and cache-hit ones
can be realized. Arrival packets can be either truly fresh (being sent for the first
time from the sender) or a retransmitted one if it is allowed to be re-sent multiple
times.

To realize the idea, we design a middleware module called RtME (Real-time
Media Engine), which makes the forwarders more intelligent and cooperative
to the relaying process. Loosely speaking, it may be considered as a plugin-like
module that tops the routing layer. The introduction of RtME is supported by the
following observations. Firstly, in real-time video, life-time of packets is very short
(only in order of hundred milliseconds [14]). Packets suffered excessive delay should
be dropped if they could be detected. Secondly, the evolution of video compression
techniques (e.g. MPEG, H.264) allows a bandwidth as narrow as a hundred Kbps
to accommodate a multimedia flow. Thirdly, unlike the global Internet, an ad hoc
network is deployed to facilitate field operations, with limited number of users over a
relatively small area only. As a result, each node serves very few, if not single, users
at a time. Regarding multimedia applications, the most popular scenario is that each
relaying node works with no more than one single video stream. In reality, a single

video is mostly delivered concurrently over multiple paths [8][17][21]]23][24][34], so
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Figure 3.2: Retransmission from intermediate node. The retransmission round of the
NACK message and the retransmitted packet is considerably reduced in comparison

to the passive case.
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the workload imposed on each relaying node is even more lightened. These facts

make the following demands bearable to almost every ad hoc device nowadays:
e a small cache of a few hundred Kbits, and;

e a light computation load on packet selection for an appropriate transmission

policy.

The introduction of RtME will bring benefits for both user side and network
side, since it makes ad hoc forwarders smart at processing video packets. Firstly, it
shortens the retransmission distance for lost packets. Note that retransmission takes
place very frequently as stated in Chapter 2. Obviously, such a processing strat-
egy does improve the success of retransmission and reduce cumulative energy con-
sumption pertaining to the route. Secondly, caching video packets allows RtME to
schedule transmission of video packets appropriately for the best quality of received
video. Specifically, relaying nodes, by being aware of packet semantics, always try
to keep packets of important frames (e.g. I frames) away from loss. Finally, RtME
also helps the nodes detect and drop useless packets, including obsolete packets and

those dependent on a corrupted frame.

3.2 Retransmission from intermediate nodes

In dealing with end-to-end loss at the packet level, conventional networking
protocol stacks (e.g. TCP/IP, IPX, etc) usually rely on retransmission at the trans-
port layer. This protocol augments a mechanism to detect packet loss at the receiver
and instructs the sender how to react to ARQ requests. Only the very sender can
regenerate and re-send a packet to the receiver. Should the route remain unchanged,
every node along the route receives and then forwards the packet as it did in the first
instance of transmission. So each time the packet is retransmitted, the cumulative
load induced to the path is duplicated. In multihop wireless communication, as
bandwidth is limited and unstable, careful considerations need to be taken. While
retransmission helps recovery of lost packets, it also generates more overhead. Ad
hoc networking devices normally run on battery power, so excessive overhead is
even more unacceptable [8][21]. With the proactive relaying nodes, the distance

that NACK messages and retransmitted packets travel is potentially reduced, en-
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abling retransmission even in case the number of hops from the sender to the receiver
is large.

Video traffic is inherently bursty, therefore retransmission of all lost packets
is unrealistic, particularly during bad communication periods. In ad hoc networks,
due to their lossy channels, this is even clearer. Instead, packets are selectively
retransmitted, depending on their importance and timing status as well as on the
network condition. Note that every packet is associated with a predefined deadline,
the number of retransmission times is therefore not unlimited. The longer the dis-
tance (in term of hops) between the sender and the receiver, the fewer retransmission

rounds are permitted.

3.2.1 Communication reliability

Suppose that video packets travel through n hops toward the receiver as seen
in Figure 3.2, passing across nodes 1, 2, 3... and n-1. We first consider the case in
which all the intermediate nodes are passive forwarders. Once the receiver sends an
ARQ), the retransmitted packet must traverse every node on the same path as it did
in the first transmission instance. To simplify the problem, we assume that the back-
route for the packet carrying ARQ requests is the same as the forth-route. In each
round of retransmission, node 7 receives the request from the adjacent downstream
node 7+ 1 and then transmits it to the adjacent upstream node ¢ — 1; later when the
requested packet arrives, node i receives it from node 7 — 1, and then transmits it
down stream. So any intermediate node receives and transmits twice each for every
retransmission.

On the other hand, with our video-cooperative framework, once an intermedi-
ate node h caches video packets for a while, it is able to reply to a NACK message
requested for a unsuccessfully received packet that is retained at the node (called
“cache-hit”). In such a case, nodes from 0 to h — 1 are absolutely free from the re-
transmission process. The total length of the round trip is therefore only 2 x (n— h)
hops, rather than n as in the passive case, given that the back-route conveying the
NACK message is the same as the forth-route. This obviously reduces the cost of
retransmission in term of energy and bandwidth. If cache-hit occurs at node h then
we observe the following benefits on the whole path.

Firstly, as fewer nodes get involved in the communication of the retransmitted
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Table 3.1: Parameter definition

BER{ bit error rate on the forth direction
BER? bit error rate on the back direction

Ei.(p) energy consumed on transmitting packet p at node i
E,.(p) energy consumed on receiving packet p
! ack_te  €nergy consumed on transmitting the NACK message at node i

Erock—re  energy consumed on receiving the NACK message

L, packet length

L, NACK message length

dlf delay of hop 7 on the forth direction

db delay of hop 7 on the back direction

h node that cache-hit occurs

1,7 generic indices

k; the number of nodes under the coverage of node ¢
n the number of nodes along the transmission path
P packet under consideration

AN, reduction of transmits on proactive framework
AN,, reduction of receives on proactive framework
AETe reduction of energy on proactive framework
AP .. gain factor on transmission from an intermediate node

AP ccess cumulative gain factor on transmission from an intermediate node
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packet and the NACK message, the round-trip-time (rtt) is reduced by:

Artt = Zh:(d{ +d°) (3.1)

=1

where d{ ,d° are forth- and back-delay of hop 4 (connecting node i-1 to node 1),
respectively (refer to Table 3.1 for denotation of the symbols). Roughly speaking,
these delay values adhere to queuing and transmitting the packet. As the distance
between ad hoc nodes is practically short, the radio propagation delay is negligible.
The reduction of round-trip-time consequently depends on the number of nodes
that stay away from the retransmission, not on the length of each individual hop.
The shortening of the round does not only decrease latency, but also enables more
feasible retransmissions before the packet misses deadline.

As traversing fewer hops the packet gains higher success rate. Let’s denote bit
error rate (BER) in forth- and back-direction as BER!, BER!, and L,, L, as the
length of the video packet and of the NACK, respectively, then the success rate per

retransmission is multiplied by:

APfocess = ! 52)
[T, (1 — BER!)l» x (1 — BERY)Lr

Reduction of the round-trip-time also creates more feasible retransmissions before
the packet misses deadline. This results in an increased probability that the packet
is successfully received. As long as the packet has not been stale yet, it can be re-
peatedly retransmitted until arriving correctly at the receiver. Therefore, compared

to the passive case, the cumulative gain factor regarding success rate is even higher:

no(qf b
APguccesS = APsrlfccess X nl—l( : f+ z)b
imn1 (di +d)

(3.3)

Appendix Chapter A presents the estimation of success rates of the proactive re-

transmission in further detail.

3.2.2 Energy saving

Shortening the retransmission distance does not only raise the success rate
of communication but also reduces the cumulative energy consumption. Note that,

both receive and transmit consume considerably more power than idle status [37][38].
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As already studied, both receive and transmit activities do consume additional en-
ergy; in [37] for instance, standby:receive:transmit consumption ratio is 1:1.2:1.7. Tt
is therefore worth lowering the number of transmits and receives. Compared to the
passive relaying scheme where every retransmission is made by the sender, fewer
nodes join the relaying of retransmitted packets. Consequently, cumulative energy
consumption is reduced. With cache-hit at node h, the numbers of transmit and of

receive along the transmission path are reduced each by:

ANy = AN,, =2 x h (3.4)

In fact, each time a packet is sent out from a certain node, not only the
destination node but also other nodes nearby get involved in the communication
[16]. Thus, the actual energy-saving is potentially more noticeable.

When retransmission can be made from an intermediate node, the benefit
regarding energy efficiency can be evaluated as follows. Assume that “cache-hit”
takes place at node h, all its upstream nodes including the sender do not have to
get involved in the retransmission of the requested packet. This saves the following

cumulative power consumption amount:

h—1 h
AE™ = Z(EZ.Z’ + ki X Er:c) + Z( ;ack—ta: + kl X Enack—mc) (35)
1=0 =1

where E! . E,,, E

H. Eqer—re are respectively the consumption for transmitting

ack—ta
(from node ) and receiving the packet by its k; neighboring nodes, and those values
associated with the NACK.

Introduction of proactiveness to relaying nodes also make them able to detect
useless packets. For instance, once an I frame is corrupted, all the subsequent frames
within the group of picture should be removed from the network. Dropping those
packets will further save bandwidth and energy for the transmission path. This will

be presented insightfully in Chapter 5.

3.3 Features of proactiveness

Our proactive framework for wireless ad hoc communication is motivated by
the emergence of the active network approach [4][7][41][43], where networking de-

vices are programmable elements, such as proxies, wireless base stations, gateways,
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and active routers in conventional wired networks. As a results, the framework
does incorporate advantageous features of this approach. This section analyses the
bases supporting the augmentation of proactiveness from the perspective of next-

generation networking design.

1. Video packets are smartly processed. As stated previously, video packets
do not contribute equally to the decoding process. Some packets are partic-
ularly important in the sense that their loss will significantly degrade the
perception quality, such as those of I frames. Additionally, loss of such a
frame makes transmission of numerous packets useless. On the other hand,
loss of packets pertaining to B frames affects the playback almost transiently.
The effect sometimes may be invisible to human eyes. This motivates findings
of smart mechanisms for processing video packets appropriately according to
their semantics. The issue has been extensively investigated in conventional
wired networks [4][7][41][50]. However, no study on ad hoc wireless forwarders
have been conducted so far. Our proposed framework is to realize such a
smart processing to ad hoc wireless forwarders, keeping in mind that commu-
nications are forced under various constraints concerning bandwidth, energy,

CPU power, etc.

2. Enforcing hop-by-hop functionality is easier. Development of commu-
nication systems requires more and more flexibility of the network node archi-
tecture so that diverse needs can be fulfilled. Once the proactive framework is
reinforced, it is simple to augment more functionalities at intermediate nodes.
This is similar to the active network architecture that CISCO and other well-
known manufacturers pursuit [80]. Enhanced functions at intermediate nodes
can be found in data processing for security, multicast exchange of control
packets and delivery of lost packets, and adaptive rate control at per-hop

basis as previously described in Section 2.5.3.1.

3. Simplicity is highly respected. Ad hoc nodes are essentially restricted in
computational power, enforcing complicated tasks for processing video packets
would not be encouraged. As packets arrive at a high rate, high-complexity
algorithms do not only induce unbearable load to the forwarding nodes, but

they also add considerable delay to packets themselves [7]. Furthermore,
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never arrive.

heavy computation does raise the power consumption at the nodes. While
optimality-oriented algorithms such as RaDiO/CoDiO reduce the distortion
of the received video, we do not introduce them to intermediate nodes. The
algorithms are proved to have high complexity (which is exponentially pro-
portional to the number of packets under consideration [6]). Consequently,
applying them to all forwarding nodes is not efficient. Another reason to avoid
complicated optimal algorithms at relaying nodes hinges on the predictability
of packet arrivals. Optimality can only be reached when all expected packets
successfully arrive or are available as assumed; this is nevertheless true only at
the sending node where no link loss is suffered. In ad hoc wireless communica-
tion, packet loss is caused not only by nodes (e.g. due to buffer overflow), but
also by lossy links, which adds more uncertainty to any packet arrival at inter-
mediate nodes. As illustrated in Figure 3.3, if a frame P (that is expected to
arrive at the node) is lost somewhere upstream, optimality-oriented selection

may be far worse than no selection at all.

4. Relaying strategy should converge to the conventional passive for-
warding when the channel is ideal. To gain the benefits above, relaying
nodes must be added more packet processing load to realize the proactiveness.

When the transmission suffers loss and lack of resource (which is true most
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of the time in ad hoc wireless networks), the benefits that the proactiveness
brings up outweigh its cost. Nonetheless, to make the framework realistic, any
forwarding strategy should guarantee that, if the network is in a good commu-
nication status, it behaves close to the conventional forwarding mechanism.
This also means that there should be no major difference between the two

with regard to the communication performance.

In the next chapter, we will see how these criteria are respected when realizing
the proactiveness for relaying nodes. While making nodes able to respond to re-
transmission requests, the design keeps the cache as small and as simple as possible.
Packet selection is simplified while packet queues purely follow FIFO, which leans

toward best-effort nature.

3.4 Applicability range

Adding more caching and processing load to ad hoc forwarders, we expect
that the efficiency of the framework is maximized regarding both communication
and computation. It is obvious that the benefits of the proactive framework will
be highest if the routes conveying video packets and NACK messages are identi-
cal. Namely, on the way to the sender node, NACK messages traverse proactive
forwarders that potentially cache video packets. In a typical ad hoc network, as
wireless links are symmetrical, the above assumption is basically correct. On the
other hand, should the network contain some asymmetric links, the forth- and the
back-routes might not be the same. However, retransmission from an intermedi-
ate node is usually still cheaper than from the sender itself. To take up advantage
of the proactive nodes on the forth-route, the ad hoc routing protocol should give
higher priority to those back-routes that cover more nodes of the forth-route, when
transferring ARQ requests, even they may be longer. If no back-route consists of
any proactive node, then of course there is no benefit concerning retransmission at
all. Such a situation may occur when all the nodes involved have their antenna
perfectly directed. Another example is a sparse network where the nodes have en-
tirely diverse transmission power levels. In those cases, the network topology must
be overwhelmed with asymmetric links to devaluate the framework. Even so move-

ment of nodes, interference, and environment changes potentially make the scenario
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transient.

Intuitively, the introduction of the enhanced forwarding functions does not
pose any issue of backward compatibility. Namely, video-cooperative hosts can
co-exist and efficiently inter-operate with conventional passive nodes. Arriving at
proactive forwarders, only video packets are treated in a different manner while
other traffic classes are relayed as over passive ad hoc routers. The next chapter
will detail this behavior.

Practically, it is unlikely that a particular node joins a video session, relays
only a single packet, and then goes away from the route. Note that in ad hoc routing
protocols, route update cannot be made too frequently. The route update period
is normally in order of seconds [65]. In addition, video traffic is bursty as stated
in Section 2.2; so once a node is present at the route, the number of packets going
through should be large enough for the proactiveness to take effect. Typically, a
video flow has its frame rate no less than 10 fps, so the average packet inter-arrival
is shorter than 100 ms. Consequently, caching and computing for a smart packet
selection is always worth-doing at forwarders.

It is obvious that cache-hit rate at relaying nodes is influenced by congestion
over the links. The closer to the receiving side the bottleneck link is, the higher
the efficiency of the proactive framework. Specifically, on the way down to the
receiver, packets tend to reach relaying nodes as far as the traversed links are in
good conditions. Should retransmission requests be sent back to the sending side,
cache-hits potentially occur at nodes that are close to the receiver. As a result,
the more upper links are good, the shorter the retransmission distance. In this
sense, retransmission from intermediate nodes potentially helps reduce traffic load
over upstream links. This contributes to decrease the possibility of congestion at
links close to the sending side, which in turn raises the benefits of caching video
packets at relaying nodes. The worst case happens when the very first link gets
jammed seriously, which blocks video packets right at the sender. In such a case,
retransmission can be made only from the sender itself. Note however that, unlike
wired networks, ad hoc nodes are mobile and the wireless channel is changing, that
a particular link is persistently in a good or bad status is unlikely. Furthermore,
QoS routing protocols naturally tend to bypass those links that are poor over a long
period [73][74][81].
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3.5 Chapter review

Differently from other proposals for video transmission over ad hoc networks,
we consider the perspective to enhance the functionality of relaying nodes instead
of ending hosts. This chapter has presented the motivation of making those nodes
more cooperative to the forwarding process. The benefits regarding communication
reliability and energy has been analysed. In the next chapter, we will show how to

realize the proactiveness on the nodes.
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Chapter 4
DESIGN OF REAL-TIME MEDIA ENGINE

As stated in Section 3.1 of the previous chapter, to realize the proactiveness of
ad hoc relaying nodes, we introduced a plugin-like module called Real-time Media
Engine (RtME). Basically, this module is only activated at an intermediate node if
it has video packets to forward. This chapter presents the design of the module,
showing how packets are accepted, cached, enqueued, and forwarded at the node.
We also analyse the feasibility of the framework with respect to memory usage and

computation load.

4.1 Overview

Proactive functionality of ad hoc nodes that relay video packets lies at Rt ME.
It includes controlling the packet acceptance, storing packets to the cache, smartly
dequeuing them, and cooperatively handling retransmission requests. This module
filters in video packets for further processing before transmitting them downstream.
It also handles incoming NACK (Negative Acknowledgment) messages that carry
ARQ requests. As illustrated in Figure 4.1, RtME includes several entities below:

1. The Rx is responsible for filtering in video packets, and discarding obsolete
packets. At the sender node, it simply accepts datagram from the upper layer,

whereas at the receiver node, it reorders packets if necessary;

2. The Warehouse accommodates and maintains video packets as described ear-
lier. At the receiver node, this should be replaced by a buffer supporting the

decoding process;

3. The NACK Handler processes ARQ requests, and forwards them upstream if
necessary. At the receiver node, this entity is to generate and to send NACK

messages instead;

4. The Tx works with packets in two separate queues (“fresh queue” for packets

from upstream, and “response queue” for the packets that are cache-hit in
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Figure 4.1: Construction of Real-time Media Engine. The middleware tops the

routing layer and includes four submodules (entities).

this node); it selects the appropriate packet to transmit when the channel is

available. The receiver node, of course, does not have this entity.

From the programming point of view, all the entities except the warehouse
are implemented as parallel threads, synchronized by a semaphore. Theoretically,
other implementation architectures such as inter-process communication (IPC) or
signaling mechanism can also be employed. In this study, we choose the approach
since the aforementioned entities have a strong need to share global variables defin-
ing the cache and the queues. Practically, multithreading is supported widely in
modern OSs (e.g. POSIX pthread library in Unix-like OSs, and process library in
MS Windows).

4.2 Acceptance of incoming video packets

In the conventional wired networks, each relaying node admits every packet

and instantly forwards it to the next hop in a best-effort fashion. Which hop is
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Byte bt 7 6 5 4 3 2 1 0

0 distortion (for future use)

1 episode number frame type
2 frame position segm counts
3 group of picture segm identfication

Figure 4.2: Proactive header. Four bytes are added to indicate the complete identi-
fication, the type of the packet, and the number of packets within the encompassing

frame.

selected depends on its destination network address. Should the communication
channel be not available, the packet is decisively destroyed without caching for any
while. Namely, no packet admission control is reinforced. On the other hand,
proactive relaying nodes allow to filter out useless packets thanks to the fact that
packets are transiently retained in their cache.

At each intermediate node, video packets arriving from upstream are loosely
called “fresh packets”. Actually, a “fresh packet” may be either a packet sent for the
first time from the sender or a retransmitted one that has been generated somewhere
upstream. Note that a fresh packet may also be obsolete (generated earlier than
the obsolete bound). Entity Rx performs the following functions upon a packet
arrival: extracting header and recording packet information, sending the packet to

the warehouse, and logically queuing the packet.

4.2.1 Processing proactive header

To process video packets in a way we expect, each packet must contain enough
overhead information so that RtME can recognize its identity. At the sending side,
the application layer adds 4 bytes to each packet so that proactive nodes can identify
and process appropriately. Figure 4.2 shows the structure of this proactive header.
The data include the identification of video packet, the number of packets derived
from the encompassing frame, and the frame semantics. Each video packet is iden-

tified by the group of picture it belongs to, the encompassing frame position in the
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group of picture, and the segment number. These are respectively represented by
fields “group of picture”, “frame position”, and “segm identification”.

Since packets are physically stored to the cache in a non-contiguous manner,
these pieces of information is needed for later regeneration of each packet. Upon
receiving a packet, RtME extracts this information and stores to internal variables
for further computation. Namely, the identification numbers are used as an index
anytime the associated packet is retrieved. Why do we use up to three identification
numbers to identify a single video packet ? The answer is related to the scalability
and the need for multiple level access: group of picture, frame, and packet. Each
video sequence may generate a vast number of packets that are not independent
of each other, so using a unique number to sufficiently identify a packet is tedious.
Specifically, actions such as removing a packet from the warehouse, selecting a packet
to forward, etc, need to know not only the packet identification number, but also
the frame that it belongs to.

When receiving a particular packet p for the first time, RtME at a node records
the arrival time (denoted as t2"*) so that the residing time of the packet at the
node can be estimated when needed. Later on, if this packet, due to some reason,
does not correctly reach the destination node, it may be retransmitted and hence
arrive again at the current node. At this retransmission and the later if any, the
node estimates the elapse time since the arrival time. Note that the sender must
have generated the packet earlier than its arrival time at any relaying node. As a
result, if this time duration is greater than the maximum allowable delay of video
packets, the packet definitely misses its deadline, and hence should be dropped by
entity Rx.

4.2.2 Dispatch to cache

Since a particular packet can be retransmitted multiple times, it is likely that
a node receives a packet repeatedly. In such a case, the stored header information
on its first arrival helps the node identify the duplication of receipt and hence drop
it. In other words, before caching any packet, the RtME checks whether it is already
present in the warehouse. Once the packet is accepted, the state information of the
associated frame at the node, such as total size of frame and the number of available

packets must be updated.
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With the assistance of multiple level accessing mechanism stated in the pre-
vious section, storing a packet to the warehouse is just a matter of dynamically
allocating a memory equal to its size. The reason of using this dynamic allocation
is that we do not know in advance how many packets of a frame will really arrive
at the nodes, as well as how large they are. Consequently, static allocation at peak
level would cost much more memory than actually needed, given that video packets
are so varying in their size, as mentioned in Section 2.2.3. Chapter 6 will describe
this function in detail.

Practically, the life-time of video packet in real-time applications is very short,
as said previously. Obsolete packets should be removed from the warehouse as soon
as they are detected. Nevertheless, to simplify the removal and hence reduce the
workload, RtME does not retrieve each stale packet individually upon every packet
arrival. Instead, it only locates obsolete packets to destroy if a fresh packet of a new
video frame arrives. At such a time, the video frame is added to the warehouse, and

entity Rx completely removes all packets of the obsolete frames.

4.2.3 Queuing packets

Once a packet is admitted by the Rx, it should be enqueued for relaying
downstream whenever the channel is available. For fast processing, the RtME does
not physically dispatch packets to the queues. Instead, valid arrival packets are
logically pushed to a designated queue called “fresh queue”. Namely, only extracted
header information, which is collectively stored in a structure variable, is added to
the queue, while the physical data remain untouched in the warehouse without any
copying or moving.

Upon queuing each incoming packet, the semaphore controlling entity Tx has
its value increased one unit, telling the Tx thread that there is one additional packet
ready for transmitting. This mechanism is to minimize the CPU usage, as the
thread is only awaken when there is a packet ready to transmit. Once successfully
forwarding the packet downstream, entity Tx subtracts one unit from the semaphore
value. Should the value become zero, the Tx goes sleeping again. Chapter 6 will
describe this operation in detail.

To facilitate the warehouse maintenance, such as seeking a particular packet,

deleting a frame, the warehouse is organized as follows. Each video frame, including
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its data, header, and recorded information (e.g. arrival time), is associated with
a pointer called frame pointer. We define a map container to hold frame pointers
of all currently cached frames. As a packet arrives, its header is extracted first to
identify its encompassing frame. If the packet is of a frame that is not currently
available, a new frame pointer is initiated to hold the packet; otherwise, the record
pointed by its encompassing frame pointer is updated with the additional packet.
Accordingly, maintenance of the warehouse is actually done on the map container
of the frame pointers only, rather than the physical frames.

In an ideal transmission status, the channel is always ready for every arriving
packet. If this occurs, packets are forwarded downstream immediately as soon as
they approach the designated queue. The proactive framework therefore converges
to the conventional forwarding scheme. However, in ad hoc wireless communication,

such a good situation is very rare.

4.3 Caching video packets

Unlike conventional video caching systems where packets are stored in sec-
ondary memory (e.g. HDD), the cache here should be allocated on electronic mem-
ory (e.g. DRAM), since real-time video traffic is so time-sensitive and bursty. As
analysed later in this chapter, video frame’s life-time is very short, while ad hoc
nodes with limited communication bandwidth can normally serve only one video
flow at a time, making the demand for space not prohibitive.

After extracting packet header and assigning the obtained values to internal
variables, entity Rx considers allocating memory for the physical body of the arrival
packet. For simplicity, the warehouse is maintained as shown in Figure 4.3. Let’s
assume that the maximum allowable number of frames residing in cache is N..
Whenever a packet (or a fragment) of a new frame f (not a retransmitted frame)
arrives, all the frames before frame f — N, + 1 should be freed from the warehouse,
since they have definitely missed deadline (obsolete). The latest frame to be deleted
is f — N., which is called obsolete bound, whereas f is called fresh bound. Since
there may be gaps in frame numbering due to packet loss, potentially fewer than N,
frames are in the warehouse. Upon the arrival of a packet, Rx extracts its header to

identify which video frame it belongs to. If the encompassing frame was generated
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Figure 4.3: Warehouse maintenance. RtME at each node maintains two bounds:
fresh bound f and obsolete bound m. Packets generated earlier than the second

bound should be discarded without any processing.
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earlier than the obsolete bound, it will decisively be dropped.

4.4 Processing NACK message

To avoid excessive overhead, successfully received packets are not acknowl-
edged. NACK messages indicate only the lost packets that are not obsolete yet.
Format of a NACK message is shown in Figure 4.4. Each requested packet is repre-
sented by a single byte, identifying the encompassing frame and its fragment number.
The total length of the message equals to the number of requested packets plus two
bytes describing the just successfully received packet. There are cases in which the
receiver node does not receive any packet for a long time. In such cases, it would
be meaningless to indicate the just successfully received packet in the NACK mes-
sage. Instead, the two bytes should represent the identification of the frame that
was expected to arrive at the receiver node at the time when the NACK message
was generated. It is possible for the receiver node to predict the identification since
video frames are numbered in an iterative natural order. In addition, from over-
head information of the video or by observing arrivals of frames, the node can also
estimate the frame rate.

Upon receiving, the ad hoc node checks if the encompassing video frame is still
in the warehouse. If so, it attempts to update the round-trip-time to the receiver

node that is calculated simply as:

rtt = o — i (4.1)

where p is the packet that has just been successfully received (right before this NACK
message was generated at the receiver node); ¢ is the current time; and tif:” is the
time when packet p was last sent from this node. The updated rtt will be referred to
each time entity Tx decides whether to transmit a packet downstream. This will be
presented specifically in Section 4.5. In a cross-layer information sharing, proactive
routing protocols can also provide statistics (from routing messages) that support
the estimation of rtt.

Before interpreting the list of requested packets, the handler evaluates the

elapsing time since packet p arrived at this node:
t;lapse — t;ow o t;rm‘val (42)
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Byte

0 identification of
the just
1 received packet

2 lost packet 1
3 lost packet 2
list of e bt 7 6 5 4 3 2 1 0
requested
ackets ; . .
P i+1 lost packet i — frame id offset ur;c;td frag. id

Figure 4.4: Format of NACK message. Each message contains two header bytes
that indicates the just successfully received packet and the body that lists requested
packets.

where tg”’w“l is the arrival time of packet p that was recorded by entity Rx. If the
time elapse is greater than delay threshold D¢ | then all the requested packets
have certainly missed deadline, and this NACK message is obsolete and should be
dropped.

Once the node determines that the NACK message is not obsolete, a list of
requested packets is interpreted. Each byte carries the data indicating frame and
fragment identification offsets of a requested packet. When a whole frame completely
gets lost, the receiver can only tell that the whole frame needs to be retransmitted,
but it does not know how many packets the frame contains. Thus, a single byte
of the NACK may correspond to multiple packets. After the translation of all the
bytes, a list of requested packets is completed. The node then locates those packets
that are currently in its warehouse. These packets are considered “cache-hit”, and
are queued into the designated queue (called “response queue”). If there is any
requested packet that is “cache-miss” here, the node forwards the NACK message
upstream; otherwise, the message is suppressed. Before forwarding, the node cuts
off all the bytes corresponding to the requested packets that are cache-hit. This cut-

off will save bandwidth on the back-route. The operations above can be formally
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represented in the abstract pseudo-code of List 1 below. The primary variables are
cache_miss_count that counts the number of cache-miss packets, and formal array
byte[] that holds the body of the NACK message.

List 1 - Processing a NACK message

1: cache_miss_count = 0;

2: this_NACK_suppressed = true;

3: /* scan content of NACK message */

4: for (i=2 ; i < NACK_message_length; i++)

5: {

6: Translate byte[i] into the requested frame (called fr_ptr);
7: if (fr_ptr is found in the warehouse)

8: A

9: Determine the set of requested packets (called req_ids) from
10: byte[i];
11: Determine the set of cache-hit packets (called cache_hit_ids)
12: among req_ids;
13: Push cache-hit ids to response queue;

14: TIncrease tx semaphore value;

15: if (all req_ids are cache hit)

16: {

17:  Cut off byte[i] from NACK message;

18: %

19: else

20: {

21: this_NACK_suppressed = false;

22: Increase cache_miss_count;

23: Modify NACK message;

24: }

25: }

26: else

27: {

28: /+the whole requested frame is not foundx*/

29: this_NACK_suppressed = false;
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30: Increase cache_miss_count;

31: }

32:}

33:if (cache_miss_count > 0)

34:4{

35: Forward the modified NACK message upstream;
36:}

37:/*end of pseudo-codex/

As shown in the list above, for each byte of NACK_message, the NACK handler
needs to identify the encompassing frame fr_ptr before determining the set of cache-
hit packets (cache_hit_ids). Upon queuing each cache-hit packet, the semaphore
controlling entity Tx also adds one unit to its value (tx_semaphore_value), simi-

larly to the acceptance of a fresh packet described earlier in Section 4.2.

4.5 Relaying mechanism

In each node, there are two logical queues, one for incoming packets (fresh
queue) and the other for cache-hit packets (response queue), as presented previously.
Each time the channel resource is ready, entity Tx dequeues a packet from one of the
queues if available. To save computation resource, the Tx thread is only activated
when the semaphore value becomes positive. Once awoked, the entity first looks
for the most appropriate packet from one of the queues, and then checks if it is
really meaningful before sending it downstream. Obviously, in a good propagation
status, the response queue should be empty, and packet selection is just a matter
of taking the only packet from the fresh queue. In other words, every incoming
packet is sent virtually immediately, making both queues empty most of the time.
This behavior demonstrates the convergence nature of RtME that was mentioned in
Section 3.3. Namely, the operation of the proactive strategy is virtually the same as
the conventional forwarding scheme. Note however that, in wireless communication,
video packets usually face shortage of resource; such an ideal moment, if any, is

transient.
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4.5.1 Packet selection

When the resource is not always enough to instantly forward every incoming
packet, we need to select packets to relay taking minimization of distortion into ac-
count. Algorithms for selection should be straightforward to avoid excessive process-
ing delay and to save computation resource. Here we introduce a frame-semantics
based algorithm as follows. At first, the Tx reads the head-of-queue packets from
each queue if available. Then, which packet is selected for relaying depends on (i) the
semantics of the frames the packets belong to, and on (ii) their remaining life-time.
Specifically, packets with more dependent ones, such as those of I frames, should
be given higher priority. Among packets of equal importance, the earlier generated
one should be served first. List 2 represents a cycle of packet selection in form of
pseudo-code. The goal here is to return a pointer packet_to_send_ptr identifying
the packet to forward. Note that besides I, P, and B frames, each GoP contains a

“header” frame, denoted as “H”.

List 2 - A cycle of packet selection

1: packet_to_send_ptr = NULL;

2: /*read out the head_of_queue packets from the queues*/
3: fh_pk_ptr = head_packet(fresh_queue);

4: ch_pk_ptr = head_packet(response_queue) ;

5: /*decide which packet is selected for transmission*/
6: if (both queues are not empty)

7: {

8: if (ch_pk_ptr->frame_type == B)

9: {

10: if (fh_pk_ptr->frame_type == B)

11: {

12: packet_to_send_ptr = ch_pk_ptr;

13: Delete ch_pk_ptr from response queue;

14: }

15: else // fresh packet is of H, I, or P

16: {

17: packet_to_send_ptr = fr_pk_ptr;
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18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:
43:
44
45:
46:
47
48:
49:
50:

}

3

Delete ch_pk_ptr from fresh queue;

else // cache-hit packet is of H, I, or P

{

if (fh_pk_ptr->GoP_id == ch_pk_ptr->GoP_id)
{
/* Both packets are of the same GoP */
packet_to_send_ptr = ch_pk_ptr;
Delete ch_pk_ptr from response queue;
}

else // cache-hit packet is of the previous GoP

{
if (fh_fr_ptr->frame_type != B)
{
packet_to_send_ptr = fh_pk_ptr;
Delete ch_pk_ptr from fresh queue;

else

packet_to_send_ptr = ch_pk_ptr;

Delete ch_pk_ptr from response queue;

else //at least one of the queues is empty

{

if (only fresh queue is not empty)

{

packet_to_send_ptr = fh_pk_ptr;
Delete ch_pk_ptr from fresh queue;
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51: else

52: {

53: if (only response queue is not empty)
54: {

55: packet_to_send_ptr = ch_pk_ptr;

56: Delete ch_pk_ptr from response queue;
57: }

58: }

59: } /*end of pseudo-codex*/

As shown in List 2, the Tx first reads the head-of-queue packets out to point-
ers fh_pk_ptr (pointing to “fresh packet”) and ch_pk_ptr (pointing to “cache-hit
packet”), using function head_packet. Information about frame type and group of
picture is subsequently extracted, which helps the Tx decide which one to return
(as pointer packet_to_send_ptr). In short, if both packets are of B, the cache-hit
one should be served since it has shorter remaining life-time; otherwise, if only one
is of B, then the other should be of course selected. If the cache-hit packet is of H,
I, or P, it will also be served unless it is of the earlier group of picture while the
fresh packet is also of H, I, or P. If one queue is empty, the other should be served

if not empty, else the Tx thread goes sleeping.

4.5.2 Decision on forwarding

After being selected, the packet is checked whether it is still early enough to
reach the receiver node. The check is done by comparing the expected time-to-
destination and the remaining life-time of the packet. The former is optimistically
set to rtt/2, where rtt is updated according to (4.1). Since a packet can be requested
many times for retransmission, the selected packet should be additionally checked
whether it has been forwarded within last rt¢ time units. In short, the selected

packet is relayed downstream only if the following inequalities hold:
Dthres . (tnow . tarri'ual) > T’tt/2 (43)
A > it (4.4)

where v tarrival - and %% stand for the current time, the arrival time, and the

time of the last forwarding, respectively. If one or both of the inequalities are not
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true, the selected packet should be completely dropped, and another cycle of packet
selection should immediately be initiated, and so forth. Each time a packet has
been sent out, the semaphore decreases one unit.

Obviously, if the path goes worse, rtt gets increased, breaking (4.3) more
frequently, and hence more packets are dropped. So, the per-hop adaptiveness to
the channel condition is enhanced. Such an exploitation of NACK messages solicits
a cross-layer design.

While the RtME exploits the information concerning round-trip-time, it does
not tightly depend on any other node to make forwarding decisions. If rtt is not
updated in a long period, the node simply sets its value to the minimum value (e.g.
zero) to guarantee that no packet is unnecessarily discarded. To keep the value
up-to-date, the receiver node may regularly generate and send heartbeat packets [8].
However, this method creates more communication overhead. The algorithm is open
in the sense that it can be modified more or less for different targets; it can also
be combined with other strategies. The openness of the architecture guarantees
interoperability of diversified nodes. Namely, proactive nodes of different relaying
algorithms can work well together and with conventional passive nodes, without

deterioration of the efficiency, since they make forwarding decisions autonomously.

4.6 Feasibility analysis

In exchange for the benefits regarding energy, bandwidth, and fairness at the
sending side, the introduction of Real-time Media Engine (RtME) to ad hoc relaying
nodes also requires memory space and poses some computation load. Each relaying
node needs to reserve main memory for caching video packet transiently, as stated
before. However, because the life-time of video packets is very short, the node does
not have to reserve a large space. The relaying strategy, as presented in the previous
section, is fairly simple, so computation load is not prohibitive to today’s ad hoc
devices. In this section, we consider the feasibility of the framework with respect to

memory and computation resources, both analytically and practically.
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4.6.1 Memory space

Upon a packet arrives at a relaying node, the RtME processes its proactive
header before sending its physical body to the warehouse. In reality, caching the
packet is just a matter of allocating memory equal to its size. To avoid excessively
claiming memory space, packets are allocated memory on-the-fly. Namely, the Rt ME
at each intermediate node does not reserve any space dedicated for the warehouse,
but it allocates memory dynamically upon packet arrivals. Obviously, how much

memory is needed to accommodate video packets depend on the following factors:

e How long each packet is allowed to remains in the warehouse. The longer each
packet stays in cache, the larger space is required to accommodate all valid
packets. Fortunately, in real-time video applications, the whole end-to-end

delay does not exceed some hundred milliseconds [1][14].

e Inter-arrival time between adjacent packets (or arrival rate). If packets arrive
sparsely one after another, then the maximum number of packets simultane-
ously lying in cache will be small. Video packets generally come at a rate
higher than other data applications. However, limited bandwidth in multihop
wireless communication does not allow to transmit at excessive frame rate,

e.g. larger than 30 fps.

Life-time of real-time video packets in any node should not be longer than
a predefined threshold D¢, The maximum required capacity of the cache is

therefore calculated as follows:
C = B x D'hres (4.5)

where B is the bit rate of the video flow. Following [11], D"*"** hereafter is set to 0.5
seconds, and C' is accordingly just a half of B. In reality, no one would expect a bit
rate of encoded video exceeding 1 Mbps in a ad hoc wireless network, the required
capacity is consequently less than 62.5Kbytes. Additionally, as video compression
techniques evolve, the bit rate gets decreased. If path diversity [8][21] is exploited,
the required cache is even smaller. In the experiments presented in Chapter 7, the
peak value is just around 24 KB. Practically, allocation of such a limited RAM space

is not unrealistic in today’s mobile computers or any embedded devices.
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If the frame rate is R, the maximum number of frames residing in the ware-

house is as follows:

N, = D" x R (4.6)

Likewise, over such a resource-limited environment as ad hoc wireless networks,
transmission of video with frame rate greater than 30 fps is almost unlikely, so the
maximum number of frames retained in the warehouse, as calculated in (4.6), is less

than 15.

4.6.2 Complexity

The complexity of our framework is mainly derived from handling NACK mes-
sages and the packet selection process, as presented the previous section. Regarding
the former, it can be inferred that the complexity of the translation of the NACK

content is O(N™<*) | where N™* is the number of requested packets, and:

Nmack < Dthres o R x k (4.7)

where k is the maximum number of packets (fragments) of a video frame. This value
pertains normally to I frames. As far as we have experienced, it is not greater than
10. In the experiments with Akiyo [82] presented in Chapter 7, this value is only 5.

In a typical case, the packet selection algorithm only considers two head-of-
queue packets, its complexity is therefore inconsiderable. In a worse case, it may
pass several cycles to successfully select a packet for transmitting. The maximum
cycles, nevertheless, cannot exceed the total number of packets in the two queues
which is also less than N, x k . Figure 4.5 shows a snapshot of system monitoring
screen. As indicated, the increment of memory usage and CPU occupancy when
RtME was activated is virtually inconsiderable, even the machine ran under the
graphic mode.

So, the requirements on memory and computation resource are not prohibitive.
In reality, ad hoc networks are normally deployed in limited areas, and each node
serves very few, if not single, users at a time. This makes the framework even more

practical.
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Figure 4.5: System monitoring: single path transmission of Akiyo sequence. Even
the machine ran under the graphic mode, the increased CPU usage and memory

occupation are not much considerable.
4.7 Chapter review

On realizing the proactive framework, this chapter has described the construc-
tion of Real-time Media Engine - a middleware that is responsible for caching video
packets and controlling the relaying process. We have shown how video packets are
accepted and forwarded as well as how the caching mechanism works. The applica-
bility of the framework has also been evaluated through considering memory usage

and complexity in the worst-case scenario.
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Chapter 5
DISCARDING USELESS PACKETS

In the previous chapter, we have presented the design of Real-time Media En-
gine. This plugin-like module is responsible for processing video packets as well as
negative acknowledgment (NACK) messages. In this chapter, we describe a mech-
anism to detect and to drop down useless packets. As stated before in Chapter
3, avoidance of forwarding useless packets does not only save bandwidth, but also
reserves energy budget for other useful packets. Discarding useless video packets
at wired networking devices have been investigated in several studies [1][4][7][41].
In [1], the author recommended to reinforce a packet loss observation mechanism
at routers. Should the loss rate exceed a predefined threshold, the routers stop
forwarding subsequent packets, since even these packets were forwarded, the per-
ception quality would be still unacceptable. Application of this mechanism requires
flow-state information and cannot detect useless packets that are dependent on a
lost frame.

As the active networking technology [43] emerges, the video packet semantics-
aware approach has extensively been studied. Strategies proposed in [4][50] specifi-
cally address the issue of video packet dependence, where they prescribe the optimal
policy on selecting patterns of packets to forward. These proposals help minimize
distortion but also impose heavy computation on the forwarders. Furthermore, they
assumed that communication links are reliable, which is not true in ad hoc wire-
less networks. In reality, loss of packets attributed to link failures is significant
[17][23][78], in addition to buffer overflow that is the common cause of packet loss
at conventional routers. Considering lossy wireless multihop networks, the authors
of [20] propose an application-aware link layer in which hosts stop forwarding in-
complete frames. A node does not forward any packet until the whole frame is
available. The study does not address the useless packets that are dependent on
other lost frames. Obviously, this approach introduces significant delay, especially
when the frame is fragmented into many packets. If the network topology or routes
change, forwarding nodes potentially make incorrect discarding decisions. From the

implementation point of view, it is hard to design such a link layer protocol, which
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must also guarantee the backward compatibility (the strategy was evaluated via
simulations). Remarkably, in all the strategies above, forwarding nodes locate and
drop useless packets separately and independently. Furthermore, they cannot de-
tect packets that do not have enough time-to-live to reach the receiver node. This

chapter shows how RtME addresses those issues.

5.1 Overview

As stated in Section 2.2.1, video packets have different roles in the decod-
ing process. Specifically, employment of MCP (Motion Compensated Prediction)
in video coding techniques at the application layer creates inter-frame dependency
among video frames as well as data units of lower representation levels (i.e mac-
robloc, slice [12]). This on one hand lowers the data volume to transmit, but com-
plicates any packet selection on the other hand. Loss of an I frame voids all the
frames of the same GoP while corruption of a P frame makes all subsequent frames
within the GoP useless. This raises the issue of transmitting useless packets.

In fact, useless packets can be either ones that have been stale or those that
cannot be decoded since they depend on another missing packet. As ad hoc re-
laying nodes record packet arrival time, they allow to determine stale ones at any
time. Note that a particular packet may be transmitted multiple times. The arrival
time of a packet is defined as the time when the packet first arrives at the node.
Upon dropping an important packet (e.g. of I or P frame), the node memorises its
identification to help detect and destroy its dependent packets in the future.

Beyond the local rejection of useless packets, we have realized a joint discard-
ing mechanism in which relaying nodes can inform each other of dropping important
packets. This would further raise transmission efficiency of the whole path. Basi-
cally, the mechanism relies on transferring NACK messages to carry notifications

on discarding those packets.

5.2 Detecting useless packets

In order to avoid relaying useless packets, each forwarder needs to perform
an observation mechanism in which it autonomously detects useless video pack-

ets. Studies investigating conventional active/programmable networking devices
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propose to identify useless video packets/frames basically by means of locating de-
pendent packets upon discarding I or P frames. In this approach, active routers
or programmable store-and-forward devices (e.g. proxies, wireless base stations,
etc), which understand packet semantics, mark the discarding of an important
packet/frame and watch for any dependent packets. In [4][50], the authors propose
to selectively relay a pattern of packets in accordance with the residual bandwidth
of the outlink. Among selected video frames is no frame that is dependent on an
excluded frame. In addition to such a semantics-based observation, we implement a
temporal marking scheme which helps the intermediate node autonomously identify

stale packets.

e Definition 1: An orphan packet is the one that depends on a lost frame
within the same group of picture. Orphan packets are either of dependent

frames, i.e. P or B.

e Definition 2: A packet arriving or residing at a certain node is called stale if
it would not arrive at the receiver node in time once forwarded. Practically,
such a packet might have been generated earlier than the obsolete bound (see

Section 4.5.2) or it resides too long at the node.

Similarly to the selective discarding model in wired active networks, orphan
packets are easily located at any node. Given the side information adhered to video
packets, a relaying node can keep track of GoP identification of the video packet
flow. Any time an important frame is discarded, it records the identification number
so that later dependent packets can be determined. Nevertheless, to know if a packet
is really stale is not trivial. Theoretically, if all the ad hoc nodes including the sender
are synchronized to the same clock, the sender, upon generating every packet, can
add the time stamp which later helps relaying nodes autonomously determine when
it is stale. In reality, however, asking for clock synchronization among different
ad hoc nodes is unrealistic in most of cases, particularly with an accuracy that
the processing of short life-time video packets expects. Nonetheless, given that
video packets may be retransmitted repeatedly when the receiver requests and that
congestion takes place frequently, it is still worth enough for a relaying node to
know how much time more, optimistically, a packet remains unexpired (optimistic

time-to-live d!). In principle, should the node find that a packet has an optimistic
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Figure 5.1: Autonomous estimation of time points at relaying nodes. Upon a packet

arrives, the RtME can determine the dropping domain, starting from time point
tdrop'

time-to-live no greater than zero, it can discard the packet without any concern,
since it must certainly have been obsolete. As introduced in Chapter 4, we realize
a simple packet timing watch at intermediate nodes as follows. Each intermediate
node records the time when a video packet arrives for the first time; this time is
called “arrival time” (t¥"%!). Since then, any time the node wants to know the
residing time of the packet, it simply subtracts the arrival time from the current
time. Actually, there is a possibility that a node wrongly translates a subsequent
arrival of a well stale packet as its arrival time. This happens when the true arrival
time of this packet at the node is so long time ago that it has completely been
destroyed from the warehouse. Namely, information about the first arrival of the
packet is no longer kept at the node. Occurrence of this phenomenon, nevertheless
can be diminished by an appropriate control in issuing ARQ requests at the receiver
node. Appendix Chapter B details this mechanism.

Figure 5.1 illustrates the packet timing watch that relaying nodes perform.
Right after the packet is accepted, the RtME can autonomously estimate critical
time points, including the time from which on the packet should be dropped (drop-
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ping time t¥°) and the time that the packet surely becomes expired (°7):
$ETP — tarrival_%>l)thres (5.1>

tIror — 4T it /2 (5.2)

Theoretically, if the node knows the round-trip-time toward the sender node,
it can also infer the time that the packet was generated (¢9¢"). However, we do not
consider applying such a mechanism to estimate that round-trip-time at the current
study. Assume that at time ¢"°*, the RtME refers to the packet, the optimistic

time-to-live is determined as d = te¥P — ¢now

. If this time duration is no greater
than rtt/2, the packet now falls in the dropping domain (the red area in Figure 5.1)
and hence is classified as useless. As implemented in the current RtME design, the
time when the node refers to the packet timing information can be at its acceptance
or at dequeuing. The former case occurs when the packet arrives at the node again
as a retransmitted version. Should it come at the dropping domain, it is considered
useless. Actually, the latter case has been presented in Section 4.5.2, which is the
very function that checks if a selected packet has enough remaining time-to-live
(4.3).

Briefly speaking, in the following cases, packets will be classified as useless

ones:

1. Packets that become orphan when an important frame is dropped. Previous
studies on active network devices solely took this type of packets into con-
siderations. Note however that dropping decisions are made at each node in
a solitary manner. Beyond that, we propose a joint discarding mechanism
in which orphan packets are resolved more thoroughly thanks to notifications

among relaying nodes.

2. Packets that remain too long in the cache of a particular node. Upon a first
packet of a frame arrives, the node marks the arrival time of the frame. Later
on, the RtME at this node can estimate the residing time of packets of this
frame at any time. Once the node refers to the packets and realizes that the
dropping time %P has passed, they will be considered stale. Chapter 6 will

discuss this in detail.
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3. Packets that have the identification number no greater than the obsolete
bound. As presented in Chapter 4, each relaying node maintains this bound
to filter out obsolete packets. Note that the node usually does not store any
information about these packets any more; they have been removed from the
warehouse. It is the obsolete bound, rather than the recorded arrival time,

that helps the RtME recognize their staleness.

4. Packets that are received again. If some packet has been available at the
warehouse and another instance arrives, the packet is classified as useless.
However, it may be logically enqueued to the fresh queue. The next section

will explain this behavior in detail.

When a packet arrives at a node for the first time, the RtME checks its identification
numbers. Should it be neither obsolete nor orphan, the packet will be admitted.
This means that useful packets are not filtered out. Otherwise, they are considered
meaningless. In the following sections, we will specifically analyse situations in
which packets are discarded. Basically, packets that have been classified as useless
will be subject to rejection. However, what the RtME does after discarding is not

identical from packet to packet.

5.3 Local discarding

Activation of the RtME module allows to autonomously check the validity of
arriving packets. In general, packets that are found to be useless will be prevented
from being forwarded. Local dropping is executed in the cooperation of entity Rx
and Tx and happens either when a packet arrives or when it is dequeued from one
of the two queues (fresh queue and response queue). A packet that is accepted upon
its arrival is not necessarily forwarded when the channel is available. Specifically,
during congestion periods, packets are not instantly forwarded after their arrival.
Even being enqueued, a packet may be discarded at the dequeuing time if it is

detected as useless.
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5.3.1 Rejection upon arrival

Upon arriving at the node, a packet may be rejected by entity Rx for several
reasons. Figure 5.2 shows the cases in which packets are to be discarded. In the first
case, a packet is found useless since it belongs to a frame with the identification less
than the obsolete bound. The packet itself (and its encompassing frame) should be
destroyed from the cache if any. Basically, the RtME in this case does not proceed
to any further processing. This case occurs when upstream links get worse. The
second case of dropping happens when a packet is orphan. Namely, it depends on
some other packet that this node has already dropped. After dropping the packet,
the RtME does not proceed to any further processing, too. In essence, this case
is similar to the dropping mechanisms that have been proposed to active networks
7)[41][43].

The last case of dropping takes place if the packet arrives again while it is
already in the warehouse. Obviously, only retransmitted packets fall in this case.
The packet in this case is physically dropped while its previous version in the cache
and the queues if any remains untouched. Nonetheless, the packet might be logically
enqueued to the fresh queue if it has enough optimistic time-to-live (d!). This case
happens when the packet was lost somewhere downstream. While this dropping
case is possible, it rarely occurs. The reason is that the request for retransmission of
this packet would have likely been processed at this node (cache-hit); in the NACK
message, the byte corresponding to this packet should have accordingly been cut off,
i.e. the request would not go upstream. Furthermore, recall that packets are only
forwarded from a node if it has not been sent within a period of round-trip-time to
the receiver node (see Section 4.5.2). A possible situation of this dropping case is
when the upstream link suddenly deteriorates, resulting in massive retransmission
in the link layer. Imagine, a NACK message carrying a request for some lost packet
arrives at the node right before the arrival of the packet. The request cannot be
processed at the node since the delivery of the packet is still underway. Later, on
handling the request, the upstream host resends the packet. The packet arrives at
the node while its previous instance might also be successfully obtained.

In the last dropping case, if the packet does not have enough time-to-live, the
RtME remembers to block subsequent packets of the same frame. These packets

should be classified as useless if they arrive, since their arrival definitely falls in the
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dropping domain. Remarkably, if this is a packet of an important frame, entity Rx

is signaled to watch for future dependent packets.

5.3.2 Rejection upon forwarding

As stated before, being accepted at Rx does not mean that a packet will be
forwarded. At the dequeuing time, Tx may decide not to forward the packet due to
numerous reasons. Figure 5.3 shows how entity Tx discards a video packet. Firstly,
when the downstream link gets worse, packets may experience a long waiting time.
This may happen when nodes are moving far away from each other, raising the path
loss, or when the channel is lossy due to some reason (e.g. fading), which increases
the retransmission frequency in the link layer, the effective bandwidth is therefore
reduced [27][63]. After waiting too long in the queue, the packet may not have
enough time-to-live any more, or even get expired.

Secondly, because a particular packet can be requested repeatedly, especially
when severe congestion occurs, it might logically be enqueued multiple times within
a short moment. If all these instances are processed equally, the packet may be for-
warded more times than actually needed; namely, multiple copies of the same packet
uselessly reach the receiver node. This does not only waste energy and bandwidth,
but also intensifies congestion. Therefore, any selected packet is additionally checked
if it has just been forwarded recently before being forwarded. After forwarding the
packet, it takes at least one round-trip-time (to the receiver node) for this relaying
node to receive another legitimate request. Therefore, we set the time window to
a period of round-trip-time, i.e., the node refrains from relaying the packet again if
it has been sent out within last r¢¢ time units. This has been stated in Chapter 4,
where how a relaying node makes forwarding decisions is described.

In a very rare case, the downstream link is severely bad, making one or both
queues excessively long, and some enqueued packets may get obsolete before being
read out. The packet selection function, as presented in Chapter 4, should drop
out such packets. Note that those packets should have been removed from the
warehouse anyway. Any attempt to re-forward a non-cached packet will break down
the operation of RtME.

As described previously in Section 4.5, entity Tx is only activated when there

are packets to forward downstream, which is controlled by the semaphore. Specifi-
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cally, whenever a packet is logically inserted to one of the queues, the value of the
semaphore is added one unit. In parallel, any time a packet is dequeued, Tx sub-
tracts one unit from the semaphore. This is done even when the packet is discarded,
as shown in Figure 5.3. Otherwise, Tx might be uselessly awoked, even there is no

waiting packet to relay.

5.4 Joint discarding mechanism

Imagine, an I frame has arrived at some relaying node. Later on, before it
leaves, the node realizes that packets of the frame do not have enough optimistic
time-to-live anymore. As stated in the previous section, they will not be forwarded.
At this time, it is likely that many packets of subsequent frames have also been sent
out from the sender, but due to congestion, they are still somewhere upstream. As
the node decides to drop out the I frame, those dependent frames automatically
become useless. Obviously, should this node actively notify other upstream nodes
where those frames are still in cache, the benefit will be considerable. There are of
course other cases that notifying may also help nodes jointly detect useless packets,

for instance, when the very entity Rx drops an I or P frame.

5.4.1 Notifications on discarding important packets

When an important packet is intentionally discarded at a node, other relaying
nodes should be notified as soon as possible. This would help stop forwarding use-
less packets immediately, and potentially more useless packets would be identified.
To do so, the node should generate and distribute an instant message. Note how-
ever that communication cost in term of energy and bandwidth for every message
is considerable as stated in Chapter 4. Fortunately, dropping of important packets
practically coincides with burst of lost packets, which in turn leads to the commu-
nication of NACK message(s). To avoid overhead, we propose to take up advantage
of NACK messages themselves to carry notifications on suppression of important
packets.

Basically, along the communication path between the sender and the receiver,
the forth direction is more busy than the opposite, unless the video session is bidi-

rectional and the two video flows are conveyed over the same physical path. The
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load of transmitting NACK messages over the back direction is normally not high
compared to that of video packets, since NACK messages themselves are not heavy
and the receiver node does not acknowledge successfully arriving packets. Conse-
quently, notifications can be relayed among intermediate nodes easier than video
packets. However, we do not propose to generate messages that are exclusively used
for notifying upstream nodes. Instead, RtME at relaying nodes adds notifications

to NACK messages upon dropping important frames, due to three reasons below.

1. Firstly, there is a trade-off between the efficiency of notifications and the over-
head derived if they are carried over exclusive messages. Note that while a
notification potentially helps upstream nodes stop forwarding more useless
packets, its effect is not certain, due to the unpredictability in the nature of
the ad hoc wireless network. Using exclusive messages may detect more use-
less packets, but there exists a risk if the load of those notifications outweighs

that of would-be identified packets.

2. Secondly, once relaying nodes decide to discard important packets, it is much
likely that congestion over the path is major. In such a case, NACK messages
will be generated quickly. This means that exploiting NACK messages to

notify upstream nodes is not a tardy solution.

3. Thirdly, unlike incoming and cache-hit video packets, any NACK message
arriving at a forwarding node is processed and forwarded upstream instantly

if necessary, rather than being enqueued.

Figure 5.4 illustrates the overview of the joint discarding mechanism. In the
current implementation of the mechanism, we add two bytes to NACK messages for
carrying any notification on dropping of important frame. They are to indicate the
identification number of the rejected frame. Upon receiving a NACK message, the
relaying node extracts its header to obtain the identification number of the packet
that the receiver node has just successfully received. Then, rejection of important

frame if any is identified based on these identification numbers.
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Figure 5.4: Operation of the joint discarding mechanism. Notifications on discarding

important packets are carried over NACK messages.

5.4.2 Joint operations

To mark the event of dropping important frames, each relaying node maintains
a so-called signal record. This record simply holds the identification of the discarded
frames, including the group of picture they belong to. Updating the record might be
made either when the node decides to drop an important frame, or when it receives
a notification from downstream node. Note that the content of this record also in-
fluences the locally dropping function presented in the previous section. Specifically,
both entities Rx and Tx refer to the record to detect orphan packets at their arrival
and when they are about to be forwarded, respectively.

An important frame (either I or P) is called more critical than another if the
former has more dependent packets than the other. Obviously, the closer to the I
frame within the same group of picture, the more critical an important frame is.
In reality, updating the signal record is only carried out if the node drops out a
more critical frame, or it receives a notification indicating that a more critical frame
has been discarded somewhere downstream. In an unpopular case, the node may

observe a discard of two or more important frames that are not of the same group
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of picture. If so, the record retains identification of them all until they get obsolete.

Figure 5.5 illustrates the operation of the joint discarding mechanism when a
NACK message is received. As presented in Section 4.4, if the just received packet
(or the expected packet to be received) is determined to be obsolete, the NACK
message will be discarded without any further processing. Otherwise, after extract-
ing the notification and interpreting the list of requested packets (see Chapter 4),
the RtME at this node decides to update either the signal record or the notifica-
tion attached to the NACK message. The former case occurs when the notification
indicates a more critical frame. Meanwhile, the latter happens when this node has
discarded a more critical frame. In a rare case, dropping of a frame of another group
of picture may be marked, and hence is additionally written to the record.

The presence of the signal record at each relaying node results in the fact that
how orphan packets are detected is transparent to dropping decisions. Dropping
of important frames at either this node or some other node downstream causes the
same effect: the signal record is updated. Decisions to discard associated orphan
packets are made based on referring to the content of the record, regardless of how

it is created (locally or jointly).

5.5 Efficiency analysis

Detecting and dropping useless packets does release intermediate nodes from
relaying packets that do not contribute to the decoding process at the receiver node.
This brings up not only energy saving but also bandwidth for other useful packets.
In Chapter 4, we already know the benefits regarding success rate and energy from
the retransmission point of view. Now that the comprehensive dropping mechanism
has been presented, let’s consider its effect concerning energy consumption and
bandwidth.

5.5.1 Energy saving

Once detecting that a packet p is not meaningful to transmit anymore, the
node will discard it decisively. This brings up an energy saving for itself and for
the downstream nodes, since they do not have to relay the packet. The cumulative

amount can accordingly be calculated as follows (refer to Table 5.1 for denotation
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Table 5.1: Parameter definition

E;,(p)
E.(p)
E;L;tsftx
Erts—re
Eili
J P —
B
Eock—ra
h

i, ]

ki

b
k; n

p
Q

AEdis
AE®

energy consumed on transmitting packet p at node @
energy consumed on receiving packet p

energy consumed on transmitting RTS from node
energy consumed on receiving RTS

energy consumed on transmitting CTS from node i + 1
energy consumed on receiving CTS

energy consumed on transmitting an acknowledgment from node i + 1
energy consumed on receiving an acknowledgment

node that cache-hit occurs

generic indices

the number of nodes under the coverage of node ¢

the number of nodes along the transmission path

packet under consideration

set of dependent packets of p

cumulative amount saved when a single packet is dropped

cumulative amount saved when a cluster of packets are dropped

of the symbols).

n—1

AE™ = Z[sz(p) + ki X Epz(p)] (5.3)

i=h

Let’s assume that, as soon as packet p is determined to be stale, the whole

encompassing frame should be dropped. Detection of stale packets have been ex-

plained in Section 5.2. After discarding the frame, the node keeps watching for

future dependent packets if packet p is of an important frame (e.g. T or P). Those

useless packets should immediately be rejected upon their arrival. Once the frame

is followed by subsequent dependent ones (denoted as set €2), the node notifies up-

stream devices of the discard. After being notified, these nodes may jointly drop

useless packets if any. This would save another amount of energy:
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AE =5 SCEL () 4+ i % Bu()] (5.4)

JEQi=h;
where h; is the node that detects andj drops dependent packet j.

Should RTS/CTS and/or acknowledgment be adopted in the link layer, the
values estimated in (5.3) and (5.4) are even higher since more control packets are
exchanged upon transmission of each video packet [37]. Note that transmitting these
overhead packets does not only consume more power, but also lowers the effective
bandwidth. This is particularly clear if nodes are densely distributed. As the four-
way handshake RTS-CTS-DATA-ACK [37] is used, in a network of k£ nodes where
transmission range of each node covers all the other nodes, relaying a packet from

a node to another consumes the following amount [37]:

Erts—tx + (k - 1) X Erts—rx + Ects—tx + (k - 1) X Ects—rx
+ Etx(p) + (k - ]-) X Erz(p) + Eack—tz + (k - ]-) X Eack—rx

where F,is_y, and E,_ ., are the energy consumption respectively for transmitting
and receiving a request-to-send message; FEos_¢, and E., .. are those values asso-
ciated with a clear-to-send message; Fyep—tx and Eyep_ . represent those values for
sending and receiving an acknowledgment message.

In such a case, when a packet p is discarded, the reduction of cumulative

consumption of the path can be estimated as follows.

n—1
AE?zir—way = Z[E:"ts—tx + kz X Erts—rx
i=h
+ Ez?:@l—tx + ki—i—l X Ects—ra + sz(p) + kz X Erzv(p)
+ E(Z';chl—t:p + ki+1 X Eackfm:] (55)

In (5.5), i - subscripted parameters are associated with hop 7 that connects
node i — 1 to node i; subscripts rts — tx and rts — rx refer to transmit and receive
of a request-to-send message; subscripts cts — tz and cts — rx refer to transmit and
receive of a clear-to-send message; subscripts ack —tx and ack — rx refer to transmit
and receive of a acknowledgment message.

Similarly, the energy saving when the joint discarding mechanism removes
orphan packets from the transmission path is approximately calculated below.

n—1
Q _ % 41
A‘Efou'r—w(zy - Z Z [Erts—tm + kl X ETtS—Ti + Ects—tx
jeQi=h,
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+ ki+1 X Ectsfrx + EZ:):(]) + kl X ET&U(])
+ Ei-’_l + ki-‘,—l X Eack—rx] (56)

ack—tx

5.5.2 Bandwidth saving

Basically, bandwidth saving can be estimated similarly to what we have done
with energy consumption. Should a node h detect and stop forwarding a useless
packet p, the path observes a saving of L, in bandwidth of all the (n — h) hops
down to the receiver from this relaying node. In case the four-way handshake is
applied into the link layer, the number of RTS, CTS, and acknowledgment messages
is reduced each by (n — h).

When all the video packets of set {2 are detected and removed, the saving
amount on the forth direction can be expressed as follows. For each packet j € 2
detected at node h;, all the (n — h;) downstream hops are free from the relaying.
At the same time, the the number of RTS, CTS, and acknowledgment messages is
reduced each by:

AM? =" (n— hy) (5.7)
JEQ
Additionally, avoiding forwarding a packet/message from a particular node may
release resources of its multiple neighborhoods. Therefore, the actual efficiency is
even more considerable.

Note that the above calculations are to clarify the benefits of the discarding
mechanism, not to find a mandatory solution for identifying packets. In reality,
relaying nodes do not estimate any saving amount on making forwarding decisions.
To locate and drop useless packets, each intermediate host just needs to check their
timing information and some identification numbers. The complexity of the pre-
sented approach is therefore inconsiderable compared to other strategies, e.g. the

RaDiO-oriented selection algorithm in [4].

5.6 Chapter review

Retaining video packets at relaying nodes does not only allow them to smartly
select best packets, but also creates a chance to detect useless packets. We have

presented a comprehensive discarding strategy that helps intermediate nodes thor-
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oughly stop forwarding packets. NACK messages are exploited to carry dropping
notifications among relaying nodes so that they jointly detect orphan packets. The

introduction of the signal record does make dropping decisions more simple.
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Chapter 6
IMPLEMENTATION

Up to now the architecture of the proactive framework has been presented. In
this chapter, we report the realization of RtME (Real-time Media Engine) that can
be seen as a plugin-like module dealing with video packets. As stated in previous
chapters, this module includes several entities: Rx, Tx, NACK Handler, and Ware-
house. Except the warehouse, all the entities are implemented as parallel threads
synchronized using a special semaphore. This chapter presents key functions of the
entities from the code designing point of view. Within the scope of this dissertation,
we do not intend to go through all the source code in a statement-by-statement man-
ner. Instead, only system design-related aspects are analysed at an abstract coding

level.

6.1 Overview

Basically, the realization of the framework lies in RtME (Real-time Media
Engine) as stated in Chapter 4. From the programming point of view, among
four aforementioned entities that make up RtME three are functional threads. The
remainder is a “static submodule” that is responsible for maintaining the transient
cache. The reason behind this parallel fashion is that the functions of receiving
video packets, forwarding them, and processing NACK messages are independent
of each other; note that arrivals of video packets and NACK messages are highly
unpredictable. Furthermore, as already explained in Section 4.1, the adoption of the
multithreading architecture is to satisfy the need of sharing data among the functions
of RtME. Figure 6.1 depicts the coding design of RtME, including units of the
functional threads and their interactivity. These threads implement the operations

of entities Tx, Rx, and NACK Handler.

e Thread Rx is composed of Validation and Caching & Queuing units. The
former is to control admission of video packets arriving at this node while the
latter, as it is named, performs the caching and queuing functions on accepted

packets. When no packet arrives, this thread is blocked by a function call that
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Figure 6.1: Abstract coding digram. Three threads are implemented to process

video packets and NACK messages.

is responsible for capturing packets.

e Thread NACK Handler awaits NACK messages that carry retransmission
requests. As a valid NACK message arrives, unit Update rtt extracts the
header to identify the just successfully received packet and then calculates
the current round-trip-time to the receiver if applicable. Subsequently, a list
of requested packets is interpreted by unit Process ARQ); cache-hit packets
derived form a pseudo packet flow to one of the two queues. As explained
in Section 4.4, those packets are not physically originating from the NACK
Handler. Indeed, the formation of the flow stems from re-inserting the header
of the packets into the response queue. Finally, unit Prepare to forward decides
whether to forward a NACK message upstream; it cuts off the processed bytes
(see Chapter 4) and integrates discarding notifications into the NACK message
before relaying (see Chapter 5). At idle time, this thread is blocked by another

function call waiting for NACK messages.

e Thread Tx consisting of units Select & validate and Forward, once activated
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by the semaphore, selects the most suitable packet from the waiting packets in
the queues for considering transmission downstream. If not signaled by unit

Discard watchdog, the packet is sent out.

The discarding mechanism as presented in Chapter 5 is executed with the
assistance of a discard watchdog that holds the signal record. This abstract unit
interacts with all the above threads, taking care of detecting and dropping useless
packets. To the side of the NACK Handler thread, it cooperates to add discarding

notifications on important packets.

6.2 Data organization

The core object that RtME processes is video packets. They are both the
input and the output of the module. In the conventional passive forwarding frame-
work, packets are treated independently of each other. They are simply forwarded
at a pure best-effort. Differently, the proactive strategy keeps in mind the data
dependency among video frames and the tightly coupled relations among packets
of the same frame. In addition to data objects, we need functional items (cache
and queue) to store and maintain packets, either physically or logically. Basic data
items that RtME employs include video frame, video packet, logic queues, and frame

warehouse. Figure 6.2 illustrates the relations among these items.

e Video frame. Most studies on minimizing distortion [4][6][23] consider frames
as elementary objects of the optimization problem. In video data representa-
tion, a frame is the middle point between the truly independent data unit -
group of picture - and the “networked” unit - packet. As shown in Figure 6.2,
a video frame is defined in data type struct MPEGFrame, containing pointer

segments_ptr that points to the array of its packets.

e Video packet. Each video frame may be composed of multiple packets that
are actually transmitted over the network each time the channel is avail-
able. In our implementation, packets are declared as elements of data type
struct Segment as seen in Figure 6.2. They do not exist as stand-alone items.

Upon acceptance, each packet is logically integrated into its frame.
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Figure 6.2: Relation among data items. Besides items for storing video data units,

the cache and the queues are defined as collective data types.

e Queue and queue element. The fresh queue and the response queue are de-
fined as list items, indicated in Figure 6.2 as 1ist<Segm_ID>packetIndexList
and 1ist<Segm_ID>retranIndexList, respectively. Each queue element is an
item of data type struct Segm_ID that is composed of a set of identification
numbers of the packet, the encompassing frame, and the group of picture.
These numbers help entity Tx to later fetch the packet. We choose data type
list for the queues because of its simplicity; it does not require packets to be
stored contiguously. Note that video packets are not physically enqueued, but
only their header information that is defined by data type struct Segm_ID.
This is to eliminate any packet replication inside the node and to fasten packet
searching. The queues simply employ the FIFO fashion, which further lowers

the complexity of processing video packets as well as NACK messages.

e Frame warehouse. Video frames are stored collectively inside the warehouse.

They are logically bundled up into a map that is shown in Figure 6.2 as
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map<short, MPEGFramex*>frameWh. The first pointer of each map element is
actually the identification number of the frame (frame_id) while the second
pointer refers to the video frame. Under this relation, video frames can be
quickly searched from the warehouse, decreasing the computation load each

time a packet is selected.

There exists a hard tie between a frame and their packets. Within the frame,
packets share numerous items of header information, such as identification number
of the frame, the group of picture, timing data, etc. As indicated in Figure 6.2,
struct Segm_ID partially defines these very items. Subsequent sections will detail

the role of each item and further clarify their tie.

6.3 Proactive encapsulation for video packets

At the sending side, a header has to be added to each video packet to identify
itself within the video sequence. Main data are frame sequence number, frame type,
packet count, and the segment number. Figure 4.2 lists these fields and their size.
When a video packet is encapsulated for sending down to the transport layer, the

fields are constructed as in the code below.

1: header[0] = (unsigned char) frame_distortion; //currently not used
2: header[1] = (unsigned char) ((episode << 3) | (7 & frame_type));

3: header[2] = (unsigned char) ((frame_pos << 3) | (segm_num & 7));
4: header[3] = (unsigned char) (frame_gop << 4); //4 LSB bits is

5: // for segm_id later

To flexibly identify a packet from a video frame, we segment the frame sequence
number into the identifier of group of picture, denoted as gop_num, the frame position
identifier frame_pos, and the segment identification number of the packet segm_num.

The next section will further detail this hierarchical identifying mechanism.

6.4 Processing packet arrivals

Upon arriving from upstream nodes, video packets are handled by thread
Rx. Its main task is to extract the packet header, control packet admission, update

obsolete/fresh bounds, and order to store the packet data to the warehouse if needed.
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Memory for packets is allocated dynamically upon their arrivals. This does
save storage space but complicates handling each packet individually. To sim-
plify the process, we follow a frame-oriented fashion to maintain video packets.
Namely, packets of the same frame are grouped into a single element of data type
struct MPEGFrame. Note that their physical data might not be stored contiguously,
since memory allocation is made dynamically on-the-fly. The list below shows the

structure of a MPEGFrame element.

1: struct MPEGFrame

2: A

3 char xframe_data; /* only used for frames

4 containing one packet */

5: Segment *segments_ptr;

6 char segm_num;

7 char header;

8 char frame_type; // 0.5 byte

9 char frame_gop; // 1 byte

10: short frame_id;

11: short episode; // 0.5 byte

12: unsigned int frame_distortion; // for future use

13: unsigned int frame_size;

14: unsigned int time_stamp; // millisecond

15: unsigned int last_tx_stamp;

16: char packetState;

17: /* O-initial (when new episode starts); l-packet received;
18: x* 2-packet forwarded; 3-NACK received; 4-retransmitted;
19: 5-obsolete (deleted) */

20: unsigned short rtt;

21: };

The total number of packets of a frame is represented in the definition as
field segm_num. Upon receiving any packet of the frame, the relaying node gets to
know how many packets were generated from this frame. However, the number of

packets that actually arrive successfully at this node may be smaller because of loss
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or route changes. To save memory, the RtME declares a pointer (*segments_ptr)
to hold packets on-the-fly instead of initiating all segm_num packets and reserving
frame_size bytes for the whole frame. When receiving the first packet of the frame,
the time is recorded in field time_stamp and is translated as the arrival time of the
frame. Later on, estimation of residing time of this frame will refer to this value.

Video packets are data items of data type struct Segment that looks as

follows:

1: struct Segment

2: {

3: char xsegm_data; /* hold packet physical data */

4: short segm_size; /* indicate the size of this packet */
5: unsigned int last_tx_stamp; /* recording the last time stamp
6: this packet was sent*/

7: char segm_state; /* indicate if this packet is sent

8: out or NACKed */

9: +;

The first char pointer is to hold the physical body of the packet when it is eli-
gible for dispatching to the warehouse. Once packet loss is detected, the receiver
node may generate NACK messages where a particular packet might be requested
repeatedly. As explained in Section 4.5, before sending out any packet, entity Tx
should check if the packet has just been sent within rt¢ time units. This check is to
reduce the possibility of receiving multiple copies of the same packet. In this need,
last_tx_stamp helps control the time stamp of last transmit of the packet. The
last field (segm_state) is used to indicate the status of the packet such as being
sent out, being successfully received (indicated in the header of NACK message),
etc.

As explained in the previous section, to ease the maintenance of the warehouse,
we choose to use a map container, which is a collective data type that accelerates ac-
cessing any element. The container, declared as map<short, MPEGFrame*>frameWh,
flexibly holds elements whose members include the frame sequence number and a
pointer to the associated frame. The main maintenance tasks are adding, either

partially or entirely, video frames to, and removing them completely from the ware-
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Figure 6.3: Hierarchical architecture of video packet management. Logically, the
cache is realized as a map container that holds video frames. Each video frame is

in turn a collection of packets.
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house. Figure 6.3 illustrates the hierarchical management for video packets inside
RtME.

At the sending side, the function of Rx is simplified; what it does is just
receiving packets from the application layer and then adding header. For the RtME
in relaying nodes to fully understand video packets, this entity must encapsulate
them with a valid header. At the receiver node, the function is even more simple:
admitting packets to the playback buffer and reordering them if necessary.

The structure of packet header has already been illustrated in Chapter 4 (Fig-
ure 4.2). It contains a handful of bytes added to indicate the identification of the
packet, the video frame semantics and others. When receiving a packet, the RtME

extracts the proactive header by simply calling the following function:

1: void header_trans(unsigned short *dist, short *type, short *epi,
2 short *pos, short *gop, short bytes)

3: A

4 /* Distortion reduction associated with the encompassing frame
5: - this will be used in future studies */

6 *dist = (unsigned short) RecvBuf [bytes-4];

7 /* Video frame semantics : I, P, or B %/

8 *type = (short) (RecvBuf [bytes-3] & 7);

9 /* Episode - this field is currently used for identifying the
10: cycle of the video sequence transmitted. In the real

11: application, it can be used for other identifications,

12: e.g. stream */

13: xepi = (short) (RecvBuf [bytes-3] >> 3);

14:  /* Position of the frame within the GoP */

15:  *pos = (short) RecvBuf [bytes-2];

16: /* Identification of the GoP */

17:  *gop = (short) RecvBuf [bytes-1];

18: }

In reality, calling the function above will store the extracted header of the
packet to internal local variables. From now on, any attempt to retrieve the packet
will rely on these pieces of information. As explained later, queuing the packet is

done over these values, rather than the physical body of the packet. An actual call
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of the function looks as follows:

header_trans(&distortion, &fr_type, &episode_num, &fr_pos, &fr_gop,
&segm_id, &segm_num);

where the most remarkable items are fr_type that indicates the packet semantics;
fr_gop that identifies the group of picture; fr_pos that positions the frame within
the group of picture; and segm_id that shows the packet identification within the
frame.

The operation of Rx is summarized in the flowchart of Figure 6.4. When a
packet arrives, the header is first extracted and the packet is checked if it is valid.
Should the packet belong to a frame generated earlier than the current obsolete
bound, it will not be admitted. Basically, there are two possible situations once the
packet is accepted. In the first case, the packet belongs to a completely new frame
that is not available in the warehouse. The RtME needs to initiate a frame pointer
(*fr_ptr) for this frame. The pointer for this packet is then created to hold the
header information and the body of the packet as the list below:

1: /% Initiate frame pointer */

2: fr_ptr = (MPEGFrame*) malloc(sizeof (MPEGFrame)) ;

3: /* Store header information of the frame to the pointer*/
4: fr_ptr->frame_type = fr_type;

5: fr_ptr->frame_gop = fr_gop;

6: fr_ptr->segm_num = segm_num;

T: fr_ptr->frame_distortion = distortion;

8: fr_ptr->time_stamp = TIME_NOW;

9: /% Allocate memory for the packet body */

10: if (is_frame) // a single-packet frame

11: {

12: fr_ptr->frame_size = bytesRecved;

13: fr_ptr->frame_data = (char*)malloc(bytesRecved);
14: memcpy (fr_ptr->frame_data, RecvBuf, bytesRecved);
15: %

16: else //a segment

17: A

92



18: segms = (Segment*) malloc(segm_num * sizeof (Segment));

19: segms [segm_id] .segm_size = bytesRecved;

20: segms [segm_id] .segm_state = 1;

21: memcpy (segms [segm_id] .segm_data, RecvBuf, bytesRecved);
22: fr_ptr->segments = segms;

23: }

As stated above, video frames are collectively stored into a map. This new
frame is added to the map accordingly. Before the addition, all the packets of
obsolete frames should be cleared away from the cache. To lower the computation
load, we just keep the number of frames fixed (equal to N.); the clearance is done
at pessimistic assumption by removing the oldest frame of the map each time a new

one is pushed. This is executed simply as follows:

if (frameWh.size() > N_C)
{
free(frameWh.begin()->second) ;
frameWh.erase(frameWh.begin());
}

frameWh.insert (make_pair(frame_id, fr_ptr));

(o2 ) I S GV N S

In the second case, the arriving packet is of some frame element that has
already been initiated. The frame pointer is sought from the map rather than
being created newly. Subsequently, what the RtME does is fairly similar. However,
instead of removing obsolete frames, it updates relevant fields of the frame element
indicating that another packet of the frame has been accepted.

Once the packet has allocated memory, it is logically enqueued to the fresh
queue that is dedicated to packets incoming from upstream nodes (the fresh queue).
Namely, the packet is not wholly added to the queue, but only some of its header

information. The data to be enqueued is defined by the following structure:

1: struct Segm_ID
2: o

3: short frame_id;
4: char segm_id;
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char frame_type;
char frame_gop;
char frame_pos;

+;

0 N O O

Actually, we do not need so many pieces of information for dequeuing the
packet later. However, to quickly access the map when the packet is sent out,
two fields frame_gop and frame_pos are added. In order to speed up the packet
selection by entity Tx (previously presented in Section 4.5.1), the frame semantics
(frame_type) is also needed. Recall that which packet is selected depends on their
frame semantics. In fact, enqueuing a packet is just a matter of adding the Segm_ID
item to list packetIndexList that defines the fresh queue. Before dispatching the
element to the queue, the RtME assigns the extracted header information to the

fields of the item:

segm_str.frame_id = frame_id;
segm_str.segm_id = is_frame 7 7 : segm_id;
/* segment_id is carried over 3 bits */

segm_str.frame_type = fr_type;

1
2
3
4
5: segm_str.frame_gop = gopIldGet(frame_id);
6: segm_str.frame_pos = fr_pos;

7: packetIndexList.push_back(segm_str);

8

sem_post (&pk_sem) ;

After pushing the item into the queue, the last statement adds one unit to the

semaphore value (line 8).

6.5 Processing NACK messages

In parallel to Rx, another thread (NACK Handler) is created to take responsi-
bility of the NACK Handler. Once receiving a NACK message, the NACK Handler
first extracts its header to identify the packet that the receiver node has just success-
fully obtained (or the packet that was expected to reach the receiver by the time
this NACK message was created). Similarly to video packets, the identification
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cessed and/or forwarded upstream.
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encapsulated in the header of NACK messages is also represented by three num-
bers: gop_num, pos_num, and seg_num. The extraction of these numbers is executed

simply as follows:

/* Extract packet ID number */
seg_num = (unsigned char) NackBuf[0] & 7;
pos_num = (unsigned char) NackBuf[0] >> 3;

gop_num = (unsigned char) (NackBuf[1] & 15); /* use only 4
LSB bits */

a P W N -

The operation of the NACK Handler is visually illustrated in the flowchart
of Figure 6.5. Shortly speaking, once receiving a NACK message, it extracts the
header to identify the just received packet (or the expected packet to arrive). The
identification number of this packet is needed to update the round-trip-time to the
receiver node and to interpret the list of requested packets (if the NACK message
is fresh). After obtaining the list, the RtME locates and enqueues (logically) cache-
hit packets. If any cache-miss occurs, the NACK message is forwarded upstream
with the hope that upstream nodes will handle the request; otherwise, it will be
suppressed.

As presented in Chapter 3 and Chapter 5, notifications on dropping of im-
portant frames are conveyed by NACK messages. As part of the joint discarding
mechanism, the NACK Handler checks the received NACK message to see if there
is any such a notification from downstream nodes. If so, it records the information
to global variables gop_to_drop and pos_to_drop as seen in the code below. These
values will be referred to when entity Tx selects a packet to transmit or when a new

packet arrives at the node.

if ((NackBuf [bytes-2] != 124) && (gop_to_drop
= NackBuf [bytes-2]))

NackBuf [bytes-2];
NackBuf [bytes-1];

gop_to_drop

pos_to_drop

nack_notification_is_valuable = true;

N O O W N
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Recall from Section 4.4 that, the RtME takes advantage of arrival of NACK
messages to update the round-trip-time to the receiver from this relaying node. The
new round-trip-time is calculated by referring to the arrival time of the just received
packet. Note however that there are chances that update should not take place.
For instance, when the receiver node does not receive any packet for a very long
time, the last received packet is now well obsolete. In such a case, it is useless to
encapsulate the identification number of the last received packet into the NACK
message. The receiver node instead adds the identification number of the frame
that is expected to arrive. Should relaying nodes receive such a NACK message,
they do not go updating the round-trip-time. One bit in the second byte of the
NACK header is used for the receiver to signal “please do not update rtt !”. The

following code illustrates the behavior.

1:  /xAsk the system for the current time */

2: ftime (&tm) ;

4. time_now = TIME_NOW;

5: /* Update the current round-trip-time if possible */

6: if (frameWh.count(frame_id))

7 A

8: fr_ptr = frameWh[frame_id];

9: if (fr_ptr->segm_num == 1) /* the frame contains only
10: one packet */

11: {

12: /* Before updating, make sure that the receiver node does
13: not signal anything */

14: if (!(NackBuf[1] & 64))

15: {

16: current_rtt = time_now - fr_ptr->last_tx_stamp;
17: last_rtt_time = time_now;

18: +

19: }

20: else /* the just successfully received packet is of a
21: multi-packet frame */

22: {

97



23: /* Make sure that this packet has ever arrived at this node,

24: or null pointer exception may occur before going updating */
25: if (fr_ptr->segments[seg_num] .segm_state)

26: {

27: /* Before updating, make sure that the receiver node
28: does not signal anything */

29: if (!(NackBuf[1] & 64))

30: {

31: current_rtt = time_now -

32: fr_ptr->segments[seg_num] .last_tx_stamp;

33: last_rtt_time = time_now;

34: }

35: }

36: }

If this NACK message is fresh, the subsequent step of the NACK Handler
is to interpret the list of requested packets from which cache-hit packets are iden-
tified. Those packets then are enqueued to the response queue (implemented as

list<Segm_ID>retranIndexList). These behaviors are shown in the abstract code

below.

1: /* NackBuf[]: array to hold data of the NACK message
2: bytes: the length of NACK content

3: is_any_cache_miss: count cache-miss packets

5: bs: temporary variable that hold queue elements
6: nack_fr_ptr: pointer to the requested frame

T: suppressed: indicated if this NACK is to suppress
8: retransIndexList: response queue

9: MAX_NACK_FRAMES: maximum frames within one NACK
10: x/

11: is_any_cache_miss = 0;

12:  suppressed = true; //by default, suppress this nack
13:  //scanning bytes of nack

14:  for (i=2 /*first two bytes are for seg, pos, gop*/;
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15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
3b:
36:
37:
38:
39:
40:
41:
42:
43:
44
45:
46:
47 :

i<MAX_NACK_FRAMES; i++)

if (i == bytes-2) break; /* last two by carry dropping
notification */

bs.segm_id = NackBuf[i] & 7; // 3 LSB bits hold segm id

//4 MSB bits hold lost frame distance

bs.frame_id = frame_id - 1 - ((NackBuf[i] >> 4) & 15);

if (frameWh.count(bs.frame_id)) /* found pointer in

the warehouse */

nack_fr_ptr = frameWh[bs.frame_id];

bs.frame_type nack_fr_ptr->frame_type;

bs.frame_gop nack_fr_ptr->frame_gop;
//cache really hit
retranIndexList.push_back(bs);
Cut off NackBuf[i] from the NACK message;
//update semaphore
sem_post (&pk_sem) ;

}

else

{

is_any_cache_miss++;

X
/* Only forward this NACK message upstream if there
is still any cache-miss  */

if (is_any_cache_miss>0)

{
if (this_node_wants_to_notify)
{
NackBufSent [last_byte-2] = gop_to_drop;
NackBufSent [last_byte-1] = pos_to_drop;
+
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48: Forward the modified NACK message upstream;

49: }

On realizing the joint discarding mechanism, before forwarding the NACK
message upstream, the RtME checks if there is a need to update the content of
the notification. This is done via statements from line 41 to line 49 in the above
abstract code. Additionally, should any cache-hit take place, the processed bytes
will be removed from the NACK message before it is sent out. Suppression and
partial cut-off of NACK messages are to lower the processing load at upstream load,

and to reduce communication overhead.

6.6 Selection and transmission

Now that two queues are containing packets added by entity Rx (incoming
packets) and the NACK Handler (retransmitted packets), entity Tx needs to de-
queue the most appropriate packet to send downstream. As presented in Section
4.5.1, Tx first attempts to select one of head-of-queue packets from the queues. Se-
lection is made considering packet semantics and their age. Basically, the selection
occurs as illustrated in List 2 of Chapter 4. Subsequently, the selected packet is
checked whether it is worth transmitting. As presented in Chapter 5, Tx refers to
the signal record at this node to see if this packet is orphan before sending out.
Figure 6.6 visually illustrates the operation of Tx.

If there is no enqueued packet to transmit, Tx is blocked on the calling of func-
tion sem_wait (&pk_sem). Once activated by the positive value of the semaphore,
Tx first calls function indexToTransmit(Segm_ID& sgm_id, bool& retrans) to
obtain the appropriate packet from one of the queues. The first variable is to hold
the returned reference to the selected packet.

In the next step, the selected packet is checked whether it should be relayed
downstream or not. As described in Section 4.5.2; the check is carried out by com-
paring its remaining time-to-live and the expected time-to-destination. Additionally,
entity Tx needs to make sure that the selected packet has not been transmitted any
time within the last round-trip-time period (rtt). To realize this check, the entity
records the time when the packet leaves the node. The packet is really sent out

only if inequalities (4.3) and (4.4) hold. The code segment in the following text
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illustrates the behavior.

if ((time_now - fr_ptr->time_stamp < DELAY_THRES -
(unsigned short) (current_rtt/2)) && (time_now -
fr_ptr->segments[segm_str.segm_id].last_tx_stamp

> current_rtt))

bytes_to_tran = fr_ptr->segments[segm_str.segm_id].segm_size;
Send the packet downstream;

fr_ptr->segments[segm_str.segm_id].last_tx_stamp = time_now;

Note that the expected time-to-destination has already been estimated opti-
mistically (DELAY_THRES - (unsigned short) (current_rtt/2)), since the back-
route conveying NACK messages is practically more idle than the forth-route that
carries video packets. This is attributed to the fact that the load of video traffic is
heavier than that of NACK messages. Theoretically, we can estimate the one-way
delay (OWD) more precisely by some compensation strategy [8]. However, as in-
troducing considerable overhead, it is not employed. Once the selected packet does
not have enough optimistic time-to-live, it means that all other enqueued packets, if
any, of the same frame also face the same situation; namely, they fall in the dropping
domain (see Chapter 5). Entity Tx then signals the node to watch for future orphan

packets as follows.

pos_to_drop segm_str.frame_pos;

1: if ((fr_ptr->frame_type != 3) && (fr_ptr->frame_gop !=
2: gop_to_drop) && (segm_str.segm_id == 0))

3: {

4: gop_to_drop = segm_str.frame_gop;

5:

6:

6.7 Chapter review

Receiving video packets, processing NACK messages, and relaying packets

downstream are implemented as parallel threads that are synchronized by a semaphore.
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Due to data dependency of video packets, Real-time Media Engine organizes data
representation into different levels to ease accessing and maintenance. The design
of data types, including frame warehouse and queue, does take the matter of per-
formance into account. In this chapter, we have concretely described how proactive

functions are realized.
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Chapter 7
EXPERIMENTAL RESULTS

To evaluate how sound the proactive framework practically is, we have de-
ployed experiments with a testbed. Differently from the majority of related studies
on video streaming over ad hoc networks, we do not rely on simulations to verify our
proposed framework. Instead, a real-life testbed has been implemented on mobile
computers. As stated in Section 1.3.4, unpredictability of wireless communication
links in multihop connections potentially alters simulation results [27][28]. It was
already recommended that studies on higher layers should base on testbeds for ver-
ifying the network performance. This chapter extensively reports results collected

from different experiments.

7.1 Testbed overview

Physically, the testbed was composed of up to 8 ad hoc nodes of which 7 were
mobile machines (laptop computers). Note that the study does not aim at testing
behaviors of any routing algorithm, so there is no strong need to build a topology of
vast number of nodes. Testing behaviors of the application layer in fact emphasizes
the operation of each individual node. Compared to other known video testbeds
[21][25], ours has a pretty-large scale.

To prove that the proactive framework works efficiently and is robust, the
testbed devices should not be powerful. Indeed, the laptops were mostly Intel Pen-
tium IIl-based platform. Except only one Pentium IV laptop was equipped with
the built-in wireless network interface, all the machines employed merely remov-
able wireless network cards for ad hoc communications, including PCMCIA and
USB cards. Successfully deploying a testbed of such performance-moderate devices
means that the strategy will operate well in most of systems, nowadays as well as

tomorrow.
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Figure 7.1: Layout of testbed.

7.2 Setup of the testbed

Geographically, the testbed was deployed in the building of the Heinz Nixdorf
Institute, the University of Paderborn. In the place, it suffered interference and
noise from the WLAN Access Points, other ad hoc networks, and laptop computers
of students.

The deployed network was composed of up to 8 nodes as laid out in Figure
7.1. The sender machine was a Desktop PC running WindowsXP, and was equipped
with Netgear MA111 USB card. All the other nodes were laptop computers running
either RedHat Linux 9 or Fedora Core 4, and used Lucent Technologies PCMCIA
cards for wireless video communication. Details on the machines are indicated in
Table 7.1. The wireless network cards, which adopt IEEE802.11b standard, have
settings shown in Table 7.2. Basically, we accepted the values that the operating
systems WindowsXP and Linux suggest.

To demonstrate that the framework is open to other proposals, the approach
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Table 7.1: Hardware configuration of relaying nodes

CPU Main memory (MB) Wireless NIC

node 0 Pentium IV 512 built-in 3Com 3C920(*)/
PCMCIA WaveLAN LC

node 1 Pentium III 256 PCMCIA orinoco LC

node 2 Pentium III 256 PCMCIA orinoco LC

node 3 Pentium III 256 PCMCIA orinoco LC

node 4 Pentium III 256 PCMCIA WaveLAN LC

node 5 Pentium III 256 PCMCIA orinoco LC

(*) The built-in card was used for network maintenance tasks,

not for video communication.

Table 7.2: Parameters of wireless settings

parameter value

Bit rate 2Mb/s
Frequency 2.4GHz
Tx-Power 15dBm
Sensitivity 1/3

Retry limit 7
Fragment threshold 2347 bytes
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Figure 7.2: Frame sizes of different video sequences. Akiyo has a medium volume,

smaller than Container and Hall, but larger than Foreman and Tempete.

of Multiple Path Transport (MPT) [8][21][83][84] was also integrated. Namely, video

packets were delivered over two disjoint paths toward the receiver.

7.3 Deployment of experiments

For comparison, three experiments were implemented; one was on MPT with
conventional passive nodes, another was on RtME-enabled nodes but without the
joint discarding mechanism (hereafter referred to as “active processing”), and the
last was on full-featured RtME. All the experiments were made on MPEG4 CIF
video sequence Akiyo [82] that has 300 video frames and a nominal rate of 200
Kbps. The sequence was selected considering its popularity and its traffic. As
shown in Figure 7.2, while I frames of Akiyo are not so large as Container or Hall,

they are greater than those of Tempete and Foreman [82]. Remarkably, relative
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Table 7.3: Video sequence transmitted

parameter value

Nominal bit rate 200 Kb/s

Frame rate 30 fps

Frame count 300 video frames
Format CIF

Codec MPEG4

active processing

joint discarding

Figure 7.3: Sample pictures from three experiments.

difference among Akiyo video frames in their size is much considerable compared
to the others. This is important since we wished to see how our framework reacts

to instability of the traffic. Further details about the sequence are listed in Table
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7.3. In each experiment, 30 episodes of the sequence were transmitted repeatedly, so
that up to 9000 video frames in total were sent out. The experiments had identical

settings and each node followed the same movement profile.

7.4 Distortion evaluation

The received video sequences in the three experiments were measured distor-
tion after error concealment. Figure 7.3 shows sample pictures in the three received
video of the experiments. All-frame PSNR (Peak Signal to Noise Ratio) statistics of
the three transmission schemes are plotted in Figure 7.4, 7.5, and 7.6, respectively.
In all the experiments, the perception quality was highly unstable. However, it is
pretty clear that, for the majority of 30 episodes, RtME did improve PSNR. The
quality difference between the active processing strategy and the passive forward-
ing case was significant. Compared to the active processing case, introduction of
the joint discarding mechanism did not improve much; the benefit with respect to
energy consumption, however, was clear (presented later in Section 7.5). Indeed,
the all-frame average PSNR values in the three experiments were 32.67dB, 34.94dB,
and 36.18 dB, respectively. So, in long term, the full-featured Rt ME brought up an
improvement of up to 3.51 dB. The all-frame statistics also show that our framework
stabilized the perception quality. Namely, it reduced the number of periods as well
as the total time of severely bad perception quality.

The soundness of our framework is more visible in Figure 7.7. In this figure,
each point represents the episode-averaged PSNR value measured for an episode.
One can realize that the number of episodes with better PSNR in our strategy
is higher, and that the proactive forwarders bring up generally better perception
quality.

As depicted in Figure 7.8, the minimum PSNR values in the RtME-enabled
experiments are higher than in the passive case, and so are those values in worst

episodes.

7.5 Power consumption

We evaluate the power consumption of each laptop computer by monitoring

its battery status. To make the comparison more accurate, we ran OSs of all the
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Figure 7.4: All-frame PSNR of 30 episodes: passive forwarding. In general, the
playback quality was substantially fluctuated from frame to frame. In most of the

video episodes, we observe severely bad frames.
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Figure 7.5: All-frame PSNR of 30 episodes: active processing without joint dis-
carding. Activation of Real-time Media Engine has clearly improved the playback
quality. It does not only stabilize distortion, but also reduces the number of severely

bad frames and episodes.
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Figure 7.6: All-frame PSNR of 30 episodes: Real-time Media Engine was fully
activated. Compared to the second experiment with active processing, the joint
discarding mechanism did not substantially improve the average distortion, though
the number of bad frames was decreased. However, the benefit regarding energy

was more recognizable.
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Figure 7.7: Episode-averaged PSNR. When Real-time Media Engine was activated,
whether partially or fully, the average frame quality got improved in a considerable

number of episodes.
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Figure 7.8: PSNR: min/average values and worst-episode values. It is clear that
activation of Real-time Media Engine raises the quality overall as well as during

adverse communication periods.

113



POWER CONSUMPFTION COMPARISON
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Figure 7.9: Power consumption. The lower part represents consumption in the
experiments of 30 episodes. Lengthening the communication time (90 episode), the
reduction when Real-time Media Engine was activated was more visible (the upper

part).

intermediate nodes in the text mode, killing all irrelevant services/processes, except
daemon olsrd [65], which is a proactive routing protocol. Figure 7.9 charts the
power consumption of all the intermediate nodes. Note that since the goodness of
the batteries in different computers is not identical, it should not be inferred that
the difference of percentages between any two nodes truly reflects the difference of
energy amounts they consumed. As indicated in the chart (the lower part), without
the joint discarding, we see that only one node (node 1) consumed more power in our
framework than in the passive case, even though the difference is not major; node
3 observed the same usage. All the other relaying nodes consumed less power in
the proactive strategy. When the intermediate nodes activated the joint discarding
mechanism, the reduction was clearer. Noticeably, though we could not measure the
power consumption of the Windows-based sender machine, we realized that, with
proactive intermediate nodes, the sender machine must respond to ARQ requests
much less than the passive case. Section 7.8 will show the retransmission load that

the machine dealt with.
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Figure 7.10: CPU usage when RtME was activated partially and fully. The usage

was less than 0.09%; the difference between the two cases was basically not clear.

Extending the number of episodes experimented to 90, we observed that the
soundness of our framework was more considerable, as seen in the upper part of
Figure 7.9. Compared to the passive forwarding case, the proactive framework
without the joint discarding mechanism did reduce the battery usage at nodes 0, 2,
3 and 4 while nodes 1 and 5 did not observe any reduction at all. When RtME was
fully activated at all the forwarding nodes, the energy saving was clearer; each node

consumed from 1% to 3% less than the passive forwarding strategy.

7.6 CPU usage

Even RtME was forced to collect heavy statistics, the CPU usage in our frame-
work was extremely low, no greater than 0.09%. This further demonstrates the fea-
sibility of the framework. Figure 7.10 plots the CPU usages of all the intermediate
nodes, which had either Intel Pentium IIT or IV platform. Basically, reinforcement
of the joint discarding mechanism does not clearly add more computation load. The
reason is likely that dropping useless packets induces extra header processing, but
it also decreases the number of packets to relay. In the future, upon completion of
the middleware, removal of statistics collection, and code optimization, we expect
even lower CPU usage.

Again, since the laptops are not identical in hardware and OS configurations,

difference between any two nodes does not reflect the difference of their real com-
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putation load.

7.7 Cache space

As RtME was activated, the maximum cache levels measured in the primary
and the secondary paths were respectively 24646 bytes and 10294 bytes (corre-
sponding to the second experiment). Obviously, these values are not prohibitive to
today’s computers or embedded devices. The episode-averaged caching statistics
estimated on each path are respectively plotted in Figure 7.11 and Figure 7.12, fur-
ther demonstrating that the memory allocation for caching video packets is highly
feasible. From the figures we learn that the joint discarding mechanism slightly
reduces the cache occupancy.

As the charts show, it can be inferred that the average values are considerably
smaller than the peak values mentioned above. Over the primary path, no episode
observed an average cache level higher than 17,500 bytes. The difference in the
secondary path is even more recognizable; all the episodes had their average cache
level less than 2,500 bytes. As seen in the charts, the joint discarding mechanism
lessened the average data volume in the warehouse, though not significantly. The
average level was lower in most of 30 episodes compared to the active processing
case. This can be explained that the application of the mechanism has taken effect.
It did help the ad hoc forwarders detect and drop out useless packets right at their

arrival.

7.8 Sender response

As the intermediate nodes are responsive, the sender does not have to process
all ARQ requests from the receiver node. This reduces the usage of both computa-
tion resource and energy in the sender, which is busy enough with processing video.
Figure 7.13 shows that, the activations of RtME at the forwarding nodes signifi-
cantly reduced the number of ARQ requests that the sender machine must respond
to. Specifically, in the passive forwarding case, up to 53 NACK messages were han-
dled at the worst episode (number 11) while this number was only 14 (at episode
number 18) when RtME was active. Should RtME be fully activated, the reduction

was even clearer; no episode had to handle more than one reply. Note however that
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Figure 7.11: Cache occupancy: primary path. No node observed an average level

greater than 17,500 bytes.
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Figure 7.12: Cache occupancy: secondary path. No node observed an average level

greater than 2,500 bytes.
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Figure 7.13: Retransmission load from the sender: count of replies. Activations of

Real-time Media Engine significantly reduced the number of times that the sender

responded to NACK messages.

the number of NACK messages arriving at the sender might be higher than actually
being processed. The relaying nodes with the joint discarding function did suppress
the NACK messages that requested stale packets.

The above reduction results in decreasing the retransmitted data load from
the sender node. As seen in Figure 7.14, the load in the worst episode of the passive
case was 72,385 bytes, corresponding to episode number 10; at the active processing
experiment, the value was 13,038 bytes, while only 63 bytes were retransmitted from

the sender in a couple of bad episodes when RtME ran the joint discarding function.
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Figure 7.14: Retransmission load from the sender: load of data. The data volume

for retransmission also got decreased when Real-time Media Engine was activated.
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7.9 Traffic load

As presented in Section 2.2.1, video packets are not independent of each other.
Loss of packets pertaining to an I or P frame may devalue transmission of many
others, even they arrive correctly at the receiver node. This means that the quality
of the received video is not linearly proportional to the number of packets reaching
the receiver node. In fact, what really matters is the number of useful packets
received and how much they contribute to the decoding process. Chapter 4 already
shows that RtME allows intermediate nodes to smartly select packets based on
their semantics and remaining time-to-live. Additionally, we also know in Chapter
5 that RtME helps block useless or stale packets that conventional forwarders would
continue to process. So the proactiveness introduced to the forwarding nodes does
potentially decrease the traffic load coming to the receiver node.

Let’s look at Figure 7.15 that plots the received packet counts in each exper-
iment. Generally, RtME lowered the count in most of episodes. The influence of
the joint discarding mechanism was considerable, especially when the propagation
seriously degraded, e.g. during episode 21. Over all the experiments, it remark-
ably reduced the counts in the majority of 30 episodes. This partially explains why
energy consumption in our framework was reduced. Note that cumulative consump-
tion also depends on other factors such as expected transmission count (ETX) [65],
load of NACK messages, and how many hops retransmission packets traverse.

It is clear that while receiving more packets in comparison to our proposed
approach, the passive forwarding strategy did not obtain a better performance.
One of the main reason is that conventional node architecture could not eliminate
useless packets. Figure 7.16 shows how many packets that arrived at the receiver
node were unworthy. These include late packets - ones that arrived after their
deadline, and redundant packets - ones that were received multiple times. Note
however that orphan packets were not counted. As seen in the figure, the proactive
framework consistently and clearly decreased the number of useless arrivals. In
the first experiment, up to 115 packets were useless at episode 21, which was the
worst case. This count in the second experiment was 19, observed at episode 13.
Meanwhile, the joint discarding mechanism lowered the value down to only 2 useless

packets.
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Figure 7.16: Useless packets received in all the experiments. As stale and redun-
dant packets were detected, the activations of Real-time Media Engine lowered the

number of useless packets that arrived at the receiver node.
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7.10 Chapter review

The efficiency of the proactive framework has practically been demonstrated.
The experimental results shows that the quality of the received video is improved
while the cumulative energy consumption of the relaying hosts is reduced. The
testbed with inexpensive devices also proves the feasibility regarding memory usage

and computation load.

123



Chapter 8 CONCLUSION AND OUTLOOK

8.1 Conclusion

Realizing real-time video communication over ad hoc wireless networks is not
a trivial task. As wireless channels in ad hoc networks are capacity-limited, de-
ployment of video applications is problematic. Differently from related works, this
study has investigated intermediate nodes on relaying real-time video packets. In
the proposed proactive framework, we have designed a node architecture in which
each relaying node transiently retains packets so that they can be appropriately se-
lected to forward when congestion occurs. Particularly, retransmission can be made
from intermediate nodes instead of the very sender. The shortening of retransmis-
sion rounds does result in higher end-to-end success rate of delivery and lower the
cumulative power consumption.

Proactive nodes can also detect and drop packets that are useless for the
decoding process. Once rejecting important frames, a video-cooperative node may
also notify other nodes to jointly destroy their dependent packets (that are definitely
useless). This mechanism does save both bandwidth and energy for useful packets.
To avoid generating communication overhead, NACK messages themselves are used
to carry notifications on discarding such important frames.

The framework has been implemented via the introduction of Real-time Me-
dia Engine (RtME) that makes relaying nodes more intelligent and responsive. Our
lightweight framework is open to other strategies, and does guarantee the inter-
operability of heterogeneous network nodes, including conventional video-passive
forwarders.

The deployment of the experiments helped us understand how the framework
behaves in reality. Extensive results collected from the testbed do demonstrate the

soundness and the applicability of the proposed relaying strategy.
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8.2 Outlook

Advances in hardware technology make embedded devices and mobile com-
puters more and more powerful. However, as ad hoc nodes mainly operate on their
battery power, memory usage and computation load should be lowered as much as
possible. In the future work, we will look into the implementation to optimize the
coding design.

Secondly, as needs of users may be diverse, we consider developing more al-
gorithms for packet selection to satisfy different goals. For instance, QoS definition
might be different from user to user; some operations such as military communica-
tion may be strict on delay whereas professional applications, e.g. surveillance and
monitoring, are sensible to packet loss.

Finally, like what currently takes place over the Internet, video communication
in ad hoc networks will likely accommodate multipoint-to-multipoint calls in a lot of
cases. Extension of the framework for multicasting will hence be considered. With
the proactive functionality, it is not hard to develop flexible strategies for efficiently

delivering packets to multiple nodes.
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Chapter A
BIT ERROR RATE OVER WIRELESS MULTIHOP
CONNECTIONS

Given a multi-hop connection consisting of n hops as shown in Figure A.1
below. Video packets travel along the forth direction all the way from the sender
(node 1) to the receiver (node n) while NACK messages are sent from the receiver
toward the sender over the back direction. Denote the bit error rate at a generic hop
i that connects node i — 1 to node i as BER! and BER? respectively for the forth
and back direction. In case the MAC layer adopts multiple retransmission, these
values are understood as the cumulated rate that is estimated for all retransmissions.
Over the path, each video packet has its length fixed, denoted as L,. In reality,
NACK messages may be cut off partially as they are forwarded toward the sender,
depending on how many cache-hits are found at each intermediate node (see Chapter
5). However, for simplicity, we assume that the length of a NACK message under
consideration is L,.

The probability that a packet of length L, successfully passes hop ¢ is calcu-
lated as:

P’ = (1— BER)%» (A1)

)

while the probability for a NACK message of length L, to successfully traverse the
hop is:
P! = (1 — BER)™ (A.2)

(]

In case of passive retransmission, only the sender node can regenerate the
lost packet(s). The end-to-end successful rate for the video packet and the NACK
message accordingly are as follows:

Forth direction (video packets travel)
[ ]

L, BER/! df L, BER) d. L, BER/, df L, BER,, d,

‘/ ~ .\\@/ - -...“\® ) /.a-' .,-.\\é) p - ) - .\\\G})
@ .»’/ \“_ P / @\\. _./’ Q\\. ,,/’
L. BER" d," L, BER., d." L. BER?, df L. BER.®, d,’

¢ ]

Back direction (NACK messages travel)

Figure A.1: Multi-hop transmission path of n nodes.
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PP =T - BER))™ (A.3)
i=1
P =[J(1 — BER)™ (A.4)
i=1
A retransmission round is successful when the NACK message is correctly received
by the sender node and the packet successful arrives at the receiver node. So, the
success rate of the retransmission round is calculated as:

P;iccess = H(l_BER{)LP X H(l_BERf>LT (A5>
i=1 i=1

In the proactive framework, when cache-hit occurs at a node h, all the hops
from 1 to h do not get involved in transmission of both the packet and the NACK

message. The success rates for the packet and the NACK message are determined
as:

n

PP = [ (1 — BER))™ (A.6)
i=h+1

pP"= [[ 01— BER)" (A7)
i=h+1

The success rate for the retransmission is accordingly expressed as:

P = || O —BER)™ x [[ (1 - BER)"™ (A.8)

success
i=h+1 i=h+1
This means that the success rate is multiplied by:
1

APre _ A9
success ?:1(1 o BER{)LT’ % (1 . BER?)L' ( )

compared to the passive retransmission.

For the packet to correctly arrived at the receiver node after a retransmission
round, both the NACK message and the packet must successfully pass all the hops.
The success is therefore approximately estimated as:

1
AP!¢ = A.10
success ?:1(1—BERZJ»C)LP « (1—BER£)LT ( )
As long as a particular packet does not get stale, it can be retransmitted again
and again until it correctly reaches the receiver node. The maximum allowable
number of retransmissions is determined by how long does a retransmission take.

In the passive retransmission case, the number is calculated as:

thres
K:passive — D (All)
i(d] )
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where D¢ is the maximum allowed delay of video packets, d{ and d? respectively
denote the delay values on hop 7 for the packet and for the NACK message, in forth
and back direction.

Now consider the proactive case in which cumulated delay is reduced since both
the packet and the NACK messages traverse fewer hops. Actually, as retransmission
of a given packet happens again and again, cache-hit may take place at some node
closer and closer to the receiver in subsequent times; however, we pessimistically
assume that only node h holds the packet to response to the retransmission requests.
In this worst case, the maximum allowable retransmission times is calculated as:

) Dthres
Hproactwe — (A12)

S (d +db)

As a result, the overall gain factor regarding success rate can be estimated as:

nqf b
1 % i:l(dz_l_dz)

AP)success -
"1(1 = BER[)Le x (1= BER)E 0, (d] + df)

(A.13)
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Chapter B

GENERATING NACK MESSAGES AT RECEIVER

As stated in Chapter 4, NACK messages are only generated when the receiver
node detects loss of packet(s). To avoid excessive overhead, successfully received
packets are not acknowledged. The source code file that generates NACK messages
is shown below.

/****************************************************************

NackHandler.cpp - description
begin : Thu Jan 26 2006
copyright : (C) 2006 by Tien Pham van
email : tienpv@nb-ram25

****************************************************************/

#include <NackHandler.h>
using std::1list;
using std::map;
/* functions prototypes */
void predict_frame_type(short& id, char& t);
char predict_gop(short& fr_id);
char predict_pos(short& fr_id);
/* global variable */
extern map<short, MPEGFrame*> frameArray;
extern Frame_str mpegPacketArrayl[];
extern int s, ns;
extern sockaddr_in sa, nsa;
extern char up_host_pri[], up_host_sec[], last_segm_id;
extern short curr_id_conv, last_id_conv, expected_id;
extern pthread_mutex_t a_mutex;
extern pthread_cond_t got_request;
extern sem_t pk_sem;
short last_nacked_frame_offset;
unsigned int last_nacked_time;
extern bool too_many_forward_frames_not_arrive;
void* nh_process(void* data)
{
short i, res;
short frame_offset;
char segm_offset, pre_fr_type; // 1: BL, 2: EL, 3: both
bool to_bl, to_el, stalled;
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char nack_data[MAX_NACK_FRAMES+2] ;
unsigned int time_now;
timeb tm;
char *NackBuf;
NackBuf = (char*)malloc(NACK_SIZE * sizeof (char));
nsa.sin_addr.s_addr = inet_addr (up_host_pri);
#ifdef DEBUG
printf ("Nack Thread started. Uphost: %s\n", up_host_pri);
#endif
//initialization before processing NACK
last_nacked_frame_offset = -1;
while(1)
{
pthread_cond_wait (&got_request, &a_mutex); // from frame_timer
segm_offset = last_segm_id;
stalled = too_many_forward_frames_not_arrive;
frame_offset = stalled 7 expected_id % TRACE_SIZE :
last_id_conv % TRACE_SIZE;
pthread_cond_signal (&got_request) ;
ftime (&tm) ;
time_now = TIME_NOW;
if (stalled)

{
printf("stalled\n");
nack_datal[0] = (predict_pos(frame_offset) << 3) | 7;
nack_datal[l] = (predict_gop(frame_offset) & 15);
}
else
{
if (frameArray[frame_offset]->segm_num == 1)
nack_datal[0] = (frameArray[frame_offset]->frame_pos << 3)
| 7;
else

nack_datal[0] = (frameArray[frame_offset]->frame_pos << 3)
| (7 & segm_offset);

//actually, gop need only 4 bits for coding

nack_data[1] = (frameArray[frame_offset]->frame_gop & 15);
+
if ((frame_offset <= last_nacked_frame_offset) || stalled)
{

//routers should not update RTT with this nack

nack_data[l] = 64 | nack_datal1l];

i
res = 1; // count lost frames/segments #
to_bl = false; to_el = false;
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//start to scan for lost frame
for (i = frame_offset - MAX_NACK_FRAMES; i < frame_offset-3;
i++)
{
if (i < 0) continue;
if (!frameArray.count(i)) //frame definitely lost
{
//predict the frame type;
predict_frame_type(i, pre_fr_type);
//decide if nack is sent over bl, el, or both
switch(pre_fr_type)
{
case 0: //fail to predict
case 1: //type I
case 2: //type P
case 4: //type H
to_bl = true;
to_el = true;
break;
case 3:
to_el = true;
break;
default:
printf ("predict_frame_type() return weird value\n");
break;
}
//only request for retrans if the frame still not
missing deadline
if ((time_now < mpegPacketArray[i].deadline -
FRAME_PERIOD) && (time_now - mpegPacketArrayl[i].
last_request_stamp >= NACK_PERIOD))

{
res++;
nack_datalres] = (char) (((frame_offset-i-1) << 4)
I 7);
mpegPacketArray[i] .last_request_stamp = time_now;
}
}
else // found the pointer of the frame
{

//found, but segments may be lost
if (frameArray[i]->segm_num > 1)
{
for (int j = 0; j < frameArray[i]->segm_num; j++)

{
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}
}
}

}
#ifndef
to_bl
to_el
#endif

if (frameArray[i]->segments[j] != NULL)
if (frameArray[i]->segments[j]l->segm_state == 0)

{

//this segment is really lost
predict_frame_type(i, pre_fr_type);

//decide if nack is sent over bl, el, or both
switch(pre_fr_type)

{
case 0: //fail to predict
case 1: //type I
case 2: //type P
case 4: //type B
to_bl = true;
to_el = true;
break;
case 3:
to_el = true;
break;
default:
printf ("predict_frame_type() return weird
value\n");
break;
}

//only request for retrans if still not deadline
if ((time_now < mpegPacketArray[i].deadline -
FRAME_PERIOD)
&& (time_now - mpegPacketArray[i].segments[j].
last_request_stamp
>= NACK_PERIOD))

{
res++;
nack_datalres] = (char) (((frame_offset-i-1) <<
4) | (G &T7);
mpegPacketArray[i] .segments[j].last_request_stamp
= time_now;
}
}
MULTIPATH
true;
false;
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if ((res > 1) && (time_now - last_nacked_time >= NACK_PERIOD))
{
//nsa.sin_family = AF_INET;
nsa.sin_port = htons(nack_port);
if (to_bl)
{
//add information to indicate that this nack sent over
//bl path
nack_datal[1] = (32 | nack_datal1]);
nack_data[res+1] 124;
nack_datal[res+2] = 124;
nsa.sin_addr.s_addr = inet_addr (up_host_pri);
i = sendto(ns, nack_data, res + 3, O,
(struct sockaddr *) &nsa, sizeof(nsa));
if (i < 0) printf("nack sent over BL faill\n");
if (last_nacked_frame_offset != frame_offset)
last_nacked_frame_offset = frame_offset;

}
#ifdef MULTIPATH
if (to_el)
{
nsa.sin_addr.s_addr = inet_addr (up_host_sec);
nack_datal[res+1] = 124;
nack_datal[res+2] = 124;
i = sendto(ns, nack_data, res + 3, O,
(struct sockaddr *) &nsa, sizeof(nsa));
if (i < 0) printf("nack sent over EL fail\n");
if (last_nacked_frame_offset != frame_offset)
last_nacked_frame_offset = frame_offset;
}
#endif
last_nacked_frame_offset = frame_offset;
}
// if it is HEART_BEAT, then send anyway
if ((frame_offset % HEART_BEAT == 0) && (res == 1)
&% (last_nacked_frame_offset != frame_offset))

nack_datal[1] (32 | nack_datall]);
nsa.sin_port = htons(nack_port);
nsa.sin_addr.s_addr = inet_addr (up_host_pri);
i = sendto(ns, nack_data, 2, O,
(struct sockaddr *) &nsa, sizeof(nsa));

if (i < 0) printf("nack sent over BL faill\n");
if (last_nacked_frame_offset != frame_offset)

last_nacked_frame_offset = frame_offset;
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}

#ifdef MULTIPATH
nsa.sin_addr.s_addr = inet_addr(up_host_sec);
i = sendto(ns, nack_data, 2, O,
(struct sockaddr *) &nsa, sizeof(nsa));
if (i < 0) printf("nack sent over EL fail\n");
#endif
+

last_nacked_time = time_now;

} // of while (1)

/* End of code */
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