Ay

Verknipfung mathematischer Modelle
zur zieloptimierten Produktionsplanung in

Rohol verarbeitenden Industrien

Dissertation

Schriftliche Arbeit zur Erlangung des akademischen Grades

eines Doktors der Wirtschaftswissenschaften

Vorgelegt am Fachbereich flr Wirtschaftswissenschaften

der Universitat GH Paderborn

von Dipl. Wirt.-Ing. Franz Haking

Paderborn 2006



Inhalt: Seite:

1 Zielsetzung der Arbeit und Abgrenzung des betrachteten
ThemenbereiChes. ... A

2 Mathematische Modelle als Hilfsmittel zur Produktionsplanang i
roholverarbeitenden Raffinerien ...............ueii oo 6

3 Untersuchung von Planungssystemen unter Berlicksichtigung der
Implementierung des Systems der verteilten Optimierung................... 12

3.1 Darstellung gangiger Planungssysteme in rohdlverarbeitenden
Raffinerien vor dem Hintergrund des Planungszeitraums............. 13
3.2 Beschreibung der Schnittstellen sowie des Grades der
Kompatibilitdt zwischen Planungssystemen innerhalb und
aullerhalb eines Planungssegmentes. .........o.cccceceeeeeeiiiiinee e 17
4 Untersuchung bestehender Optimierungsalgorithmen und

Klassifizierung in Bezug auf die Implementierung des Syst#ns
verteilten OPtMIEIUNG. ... ... eiiiiiiiiiit e sttt e e e e et e e e eeenaens 22

4.1 Klassifizierung verbreiteter Optimierungsverfahren inLderatur...... 22
4.2 Indirekte Optimierungsverfahren in der verteilten Optiarig am

Beispiel der Gradientenverfahren...............ooeeiiiiiiiiiiiiiine 25
4.2.1 Klassisches Gradientenverfahren bzw. die Methode des
steilsten ADSHIEQS .....coviiii e, 26
4.2.2 Newton-Raphson-Verfahren.............ccoooviiceecii i 27
4.2.3 Gaul3-Newton-Verfahren...........ccccoeiiiiiceemeei e 28
4.3 Direkte Optimierungsverfahren in der lokalen und verteilten
(O 0] 1] 411=1 U1 o [P 29
4.3.1 Verfahren der Intervallschachtelung...........comememeevveennn..... 30
4.3.2 Simplex-Verfanren. ... 31
5 Auswertung der Untersuchungen von bestehenden Planungssystemen

und Optimierungsalgorithmen im Hinblick auf die Implementierung des

Algorithmus der verteilten OptimieruNg .........ccovvicceeeieeeieecie e 35



6 Einordnung des Begriffs verteilter Systeme in bestehende
FOrsChUNGSANSALZE.......ccvuiieieiie e 43
7 Grundlage einer Software-Losung zur Umsetzung des Ansatzes der
verteilten OPtiIMIEIUNG......covuui e e e mmmmme e e e e e e e ee e e eaenaeaees 54
7.1 Darstellung und Abgrenzung der Grundlagen einer Software-
[0 1] U T PP 54
7.1.1 Mathematisch funktionaler Zusammenhang der verteilten
Optimierung zum Nachweis der theoretischen Richtigkeit
der GruNAidEE ........uieiiiieece e eemmme e s 55
7.1.2 Struktur verbundener Planungssysteme im Hinblick auf die
Implementierung eines verteilt optimierenden
GESAMISYSIEIMS. .. it e 62
7.2 Umsetzung der Grundidee der verteilten Optimierung in Form
€INes AlGONTNMUS.......cooiiiii e e 67
7.2.1 Darstellung der Funktionsweise des Algorithmus zur
verteilten Optimierung und der Implementierung in ein
bestehendes LP-Modell...........ccoooviiiiiiiiiin e, 67
7.2.2 Entwicklung des Algorithmus zur verteilten Optimierung....74
8 Ergebnisse empirischer Untersuchungen bei Umsetzung dertgarteil
Optimierung und daraus resultierende Moglichkeiten und Grenzen....83
8.1 Darstellung der Untersuchungsergebnisse in Bezug auf den
praktischen Einsatz der entwickelten Software-Lésung.................83
8.2 Aufwandsabschatzung hinsichtlich der praktischen Umsetzung des
Ansatzes der verteilten Optimierung...........oicceeeveieiiiieeiiieeeiees 116
8.3 Zusammenfassung definierter Testmerkmale und der damit
verbundenen Erfahrungen bei der Umsetzung............cccooemeee....... 128
9 Anséatze zur Bestimmung des globalen Optimums in der Litezat
verbesserten Umsetzung des Ansatzes der verteilteni©ping............ 132
10 Zusammenfassung der Ergebnisse ..........o.vvvceeeemmeeiie e 143
11 AUSDIICK . ... 146
ANNANG. ...ttt ettt ettt et 149
AbDIldUNGSSVEIZEICNNIS. ... 150



1 Zielsetzung der Arbeit und Abgrenzung des betrachtete

Themenbereiches

Zielsetzung dieser Arbeit ist die Entwicklung eines Algorithmusr
zieloptimierten Produktionsplanung in der Rohdl verarbeitenden Industrie. |
Vordergrund steht dabei die Verknipfung mathematischer Modelle zur
Ermittlung des globalen, alle beteiligten mathematischen Niodeifassenden

Optimums auf Basis der verteilten Optimierung.

Neben einer Einfihrung zu mathematischen Modellen als Hilfdndie
Produktionsplanung in Rohdl verarbeitenden Raffinerien gliedert sisde di

Arbeit im Wesentlichen in zwei Hauptgebiete.

Gegenstand des ersten Teils ist die Ermittlung einer gdermgi@mbination
von Planungssystemen und deren mathematischen Modelle zur Umsggsung
Systems der verteilten Optimierung. Zu diesem Zweck werdenapité{ 3
verbreitete Planungssysteme unter Berlcksichtigung des zaitliche
Planungshorizonts vorgestellt und hinsichtlich des Automatisierungsgdade
Systemschnittstellen sowie des Verbreitungsgrads bewerteKapitel 4
werden direkte und indirekte Optimierungsverfahren vorgestellt unctaud
auf eine Implementierung des Systems der verteilten Ggtimg klassifiziert.
Unter Beriicksichtigung der in den Kapiteln 3 und 4 erarbeiteterbaigge
werden in Kapitel 5 die systemseitigen Mindestanforderungen fir die
Implementierung des Systems der verteilten Optimierung defumer eine zu

verknupfende Systemkombination festgelegt.

Im zweiten und wesentlichen Teil dieser Arbeit wird schritbeeeine
mathematische Beweisfiihrung sowie eine algorithmische Uursgtzles

Ansatzes der verteilten Optimierung erarbeitet, durch eropeidestreihen



untersucht und bewertet. Zu diesem Zweck wird in Kapitel 7 der
mathematische Beweis der theoretischen Richtigkeit der Grundigee
verteilten Optimierung erbracht und dokumentiert. Die Darstelleimger
geeigneten Struktur verbundener Planungssysteme folgt. Basieremtrauf
vorgestellten mathematischen Zusammenhang wird im gleighpitel der im
Rahmen dieser Arbeit entwickelte Algorithmus zur verteiltepti®erung
dargestellt, die Funktionsweise beispielhaft beschrieben sowie di
Implementierung in ein bestehendes System der linearen Prograung (LP-
System) erértert. Schlie3lich werden in Kapitel 8 die Bnigse
durchgefuhrter Untersuchungen bei der Umsetzung des Algorithmus der
verteilten Optimierung und den gewonnenen Erkenntnissen hinsichtlich
Mdoglichkeiten und Grenzen vorgestellt. Im Detail werden die
Untersuchungsergebnisse in Bezug auf den praktischen Einsatz des
entwickelten Ansatzes dokumentiert und eine Aufwandsabschatzung
hinsichtlich der praktischen Umsetzung des Ansatzes der \amteilt
Optimierung gegeben. Zur Ermittlung der Mdglichkeiten und Grerdemn
implementierten Systems werden die im Rahmen dieser Arbehgkfidhrten

Testreihen beschrieben und die erarbeiteten Ergebnissesteitge

Da sich in den Testreihen die Bestimmung des globalem Optimoms i
Rahmen der Verknupfung mathematischer Modelle durch das Sydtem
verteilten Optimierung als zentrales Problem zeigte,d wabschliel3end
ergénzend auf bestehende Ansétze zur Bestimmung des globailen@pin

der Literatur eingegangen.



2 Mathematische Modelle als Hilfsmittel zur Produktionsplanwng in

Rohol verarbeitenden Raffinerien

Die Verarbeitung von Rohélen zu Motorkraftstoffen gewann in den
vergangenen Jahrzehnten parallel zur steigenden Verbreitung deaobis
zunehmend an Umfang und Komplexitat. Ebenso entwickelte sich sowohl fur
Zukaufs- als auch fur Verkaufsprodukte ein stark expandierender Markt.
Steigende Komplexitat und allgemeine wirtschaftliche Madmen férderten

die Entwicklung von Hilfsmitteln zur Optimierung des Prozessesmdr
komplexere technische Strukturen und steigende Anforderungen an die
Produktqualitéat treiben bis heute die Entwicklung mathematischerter

Optimierung voran.

Erste Ansatze in der Historie zur Optimierung komplexer Martgsprobleme
gehen auf G.B. DantZigurick. Bereits 1948 entwickelte dieser bei der US
Air Force Algorithmen zur Losung mathematischer Modelle. biedeutende
Entwicklung daraus ist die Simplex-Methode, auf die im weitevenauf

dieser Arbeit noch detailliert eingegangen wird.

Eine der ersten gréeren Untersuchungen Uber die Lésung von
Entscheidungsproblemen in einer Raffinerie mit Hilfe diesermF der
Mathematischen Programmierung stellte G.H. Syntoh@S5 vor. Speziell der
Einsatz der Linearen Programmierung in der Raffinerie wurde 1957 von
Garvin, Crandall, John und Spellmann in ihrem Artikel "Applicatiohkinear
Programming in the Oil Industrdybeschrieben. Uber die Optimierung der
Versorgung von Raffinerien mit Rohstoffen mittels LP-Modelleurde von

Catchpolé 1962 berichtet. Aber auch prozesstechnische Optimierungs-

! Dantzig, G.B. (1948)

2 Symonds, G.H. (1955)

% Garvin, W., Crandall, H., John, J., Spellmann(I®57), S. 407 ff.
“ Catchpole, A.R. (1962), S. 163-169



probleme in einer Raffinerie wurden zum Inhalt linearer Optumgen, wie
z.B. die technische Auslegung von DestillationskoloAn&chlieBlich zeigte
sich das Blending, im Sinne des Mischens flie3- und schittiahige
Komponenten in Raffinerien als technisch und wirtschaftlich sinesdfin-
satzgebiet linearer Programmierung, wie Magoulas, MarinosisdLygero$
sowie Ramsey und Truesdaiigen.

Parallel zur Entwicklung der Rechnerkapazitdt von Computern undedigies
Verbesserung der Optimierungsprogramme stieg der Verbreitungsgrad
praktischer Anwendungen mathematischer Modelle im Sinne dimearén
Programmierung sowohl in der Entscheidungsvorbereitung als auch in der
Produktionsplanung der Mineral6lindustrie. So berichteten die Autorerr Bake
und Lasdohiber die erfolgreiche Einfiihrung der linearen Programmierung bei
EXXON bereits 1985.

Fasst man die Einsatzgebiete linearer Programmierung areidh der
Mineraldlindustrie in Anlehnung an die zuvor genannten Literaturhinweise

zusammen, so lassen sich daraus im Wesentlichen dregddsete ableiten:

1. Optimierung der Logistik im Zusammenhang mit der Férderung
von Rohdlen und der Versorgung von Raffinerien

2. Lodsung von Blendingproblemen in einer Raffinerie
Optimierung  der  Raffineriefahrweise in Bezug auf
Wirtschaftlichkeit

Das unter Punkt 1 beschriebene Feld der Logistik speziell immdusahang
mit der Forderung von Rohdlen und die Optimierung des damit verbundenen

Transports stellt im Rahmen der Rohélférderung und -verarbeituneg eier

5 Diwekar, U.M., Madhavan, K.P. (1989), S. 1011-1017

® Magoulas, K., Marinos-Kouris, D., Lygeros, A. (B)8S. 44-48
"Ramsey, J.R., Truesdale, P.B. (1990), S. 40-44

8 Baker, T.E., Lasdon, L.S. (1985)



frihesten Einsatzgebiete der Optimierung dar. Allerdings sollRahmen
dieser Arbeit die Betrachtung logistischer Probleme nidisigem. Vielmehr
soll ein wesentlicher Schwerpunkt auf die Optimierung der Veitarige von
Rohdlen, Feedstocks und Zumischstoffen und deren Austausch zwisaien z
oder mehreren Standorten gelegt werden, was im Wesentlichen deerPRnkt

und 3 entspricht.

Die im Punkt 2 zusammengefasste Problematik der Optimierungleledifi)s

in der Raffinerie zeigt sich in der genannten Literatur aieseder typischen
Einsatzgebiete linearer Programmierung. Grund dafur ist dige
Abbildbarkeit dieses Optimierungsproblems. So kann bei der Abbildung eines
Blendingvorgangs der Anzahl verfigbarer Komponenten und deren
Eigenschaften in einem mathematischen Modell in der Ragsteichend
Rechnung getragen werdenNeben den technischen Merkmalen eines
Blendingvorgangs konnen aufgrund der uUberschaubaren Komplexitat des
Optimierungsproblems auch wirtschaftliche und organisatorischeskéesp

problemlos berucksichtigt werden.

So flieRen bei den derzeit am Markt verfiigbaren Optimierungspnogea im
Bereich Blending Eigenschaften wie Produktverfugbarkeit am Markt,
Preisentwicklungen sowie Lagerbestande der Blendkomponenten in die
Gesamtoptimierung ein. Mit Hilfe eines derartigen LP-Mtzdkbnnen so die
wirtschaftlichen Auswirkungen jeder einzelnen Blendingmdglich&ettittelt

und bewertet werden. Die Zielfunktion des Modells ist dabeieim @heisten
Fallen darauf ausgelegt, die vom Produktionsplan vorgegebenen iMande
Qualitditen an Fertigprodukten, z.B. Ottokraftstoffe, unter Madaummg des

Gesamtdeckungsbeitrages zu produzieren.

Allerdings zeigen sich bei der Abbildung der Realitéat in mathisctee

Funktionen einer linearen Form dort Grenzen, wo Merkmale nichtrlinea



abzubilden sind. Beispielweise verhalten sich Kraftstoffesghaften wie
Cloudpoint, Ansprechverhalten und Dampfdruck nicht linear. Durch die
Einflhrung von Ersatzgréf3en, so genannten Indizes, kann unter Reduzierung
der Genauigkeit ein Teil der Eigenschaften in eine linearen Rlverfuhrt

werden.

Neben der Losung von Blendingproblemen gehért die im Punkt 3 erwahnte
Ermittlung wirtschaftlich optimaler Produktionsplane fir die Falseeiner

Raffinerie zu den zentralen Einsatzmoglichkeiten von LP-Niede

Die raffineriebezogene Planungsaufgabe im Hinblick einer tRrischen
Optimierung lasst sich grob in drei Planungsbereiche einteilen nurden

folgenden Fragen zusammenfassen:

1. Was und in welcher Menge und Qualitét soll produziert werden?

2. Auf welche Weise - mit welchen Anlagen - soll produziertdea?

3. Mit welchen Einsatzstoffen und Einsatzmengen soll produziert

werden?

Setzt man die zu produzierende Menge und deren Qualitat als \emkt M
vorgegebene Eingangsgrof3e voraus, so ist dem Modell eine modireltst
gefacherte Anzahl an Eingangsstoffen anzubieten. Die Eingatgsatien
kénnen grob in Rohéle, Feedstocks und Zumischkomponenten unterschieden
werden. Die Gruppe der Rohéle gibt dabei die Menge und QualitéDlde
wieder, die im Planungszeitraum verfiigbar oder zu beschaffenlmer der

Gruppe der Feedstocks sind all die Materialien zu verstehen,atieemd des

°® Magous, D., Marinos-Kouris, D. , Lygeros, A. (BJ8S. 44 ff.
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Produktionsprozesses einem Anlagenteil zugefuhrt werden kdnnen, um freie
Anlagenkapazitdten auszunutzen oder Qualitatsdefizite aushagieic
Zumischkomponenten, die beim Blending der Endprodukte Anwendung
finden, kdbnnen zum Erreichen der Spezifikation dem Endprodukt zug/gmis
werden. Aber auch Qualitatsiberhange bei Zwischenprodukten, dideaus
Anlagen der Raffinerie stammen und zum Blending des Endproduktes
vorgesehen sind, kdnnen durch Hinzuflgen einer qualitativ schlecHterd

damit oftmals auch preiswerteren) Zumischkomponente wirtsidaienutzt

werden.

So wie die Rohole kdnnen auch die Feedstocks und Zumischkomponenten am
Markt zugekauft werden. Am Markt verfigbare Qualitdten, MengehPreise

sind bei Planungsbeginn in das Modell einzuarbeiten. Auf Basis dieser
Eingangsdaten ergibt sich durch die Optimierung des Modells dialiir
Produktion bzw. das Blending notwendigen Eingangsstoffe und der - bei
Umsetzung des ermittelten Produktionsplans - zu erwartende Gesam

deckungsbeitrag.

Neben der Mdglichkeit einen hinsichtlich des Gesamtdeckungsiestra
optimalen Produktionsplan zu ermitteln, zeigen sich bei der Abbildiney e
Raffinerie in einem mathematischen Modell und dessen Optimianitigls
linearer Programmierung auch die Grenzen des Systems. [Eiinativke
Bestimmung des Deckungsbeitrages fir jede eingesetzte Komeadseiin
Rahmen der Modelloptimierung nicht unmittelbar mdglich. So wird zeair

zu erwartende Gesamtdeckungsbeitrag ausgewiesen, nichtdig@b&inzel-
deckungsbeitrdge der unterschiedlichen Einsatzstoffe. Die Einzel-
deckungsbeitrdge konnen nur eingeschrankt mit Hilfe von so genannten
Sensitivitatsrechnungen ermittelt werden, wobei das so erzletgebnis
aufgrund des Charakters einer Kuppelproduktion nur als N&herungswert zu
sehen ist. Im Rahmen der Sensitivitatsrechnungen werden diedan

betrachteten Eigenschaft in Verbindung stehenden Merkmale scladtwei
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verandert. Nach jeder Merkmalsdnderung wird die Veranderung des
Gesamtdeckungsbeitrages betrachtet. Die  Grolle der relativen
Deckungsbeitragsanderung ist ein Mal3 fur die Sensitivitat gister8s bei
Variaion der betrachteten Eigenschaft. In den Optimierungsmaodsitd die
so bestimmte relative Deckungsbeitragsanderung pro betrachigtert£z.B.
Tonne, m3 etc.) i.d.R. als ,Marginal Value" oder auch ,Schmireis*

bezeichnet.

In Bezug auf mathematische Modelle als Hilfsmittel zur Produkplanung in
roholverarbeitenden Raffinerien lasst sich neben der Optimierarigereich
Logistik und Blending die LP-basierte Optimierung der Gesamtiabeaunter
Maximierung des Deckungsbeitrages als zentrale Anwendung definiere
Darauf aufbauend steht in dieser Arbeit die Ermittlung des glab@ptimums

im Sinne eines maximalen Gesamtdeckungsbeitrages unter Austinssh

Produktenstroms (nachfolgend als Komponente bezeichnet) im Varddrgr
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3 Untersuchung von Planungssystemen unter Beriicksichtigung de

Implementierung des Systems der verteilten Optimierung

Im vorangegangenen Kapitel wurden verschiedene in der rohdlvieeadsn
Mineraldlindustrie etablierte Planungssysteme vorgestetithfblgend sollen
diese Systeme vor dem zeitlichen Planungshorizont betrachteiemvelm
weiteren werden die Grundlagen geschaffen, um die in Kdpdalchgefuhrte
Bewertung der Kriterien zur Implementierung des Systems ddeiltem

Optimierung zu erméglichen.

Ferner wird neben der Einordnung bestehender PlanungssystemeadeteGr
Kompatibilitat zwischen den betrachteten Systemen untersucht. Die
Kompatibilitdt beim Datentransfer stellt fir die verteil@ptimierung eine
wesentliche Rolle dar, da es notwendig ist, Daten schnditémdlig und ohne
Formatierungsverlust zwischen den Systemen auszutauschen. Um die
Neuentwicklung einer derartigen Schnittstelle zwischen den Plasystgmen

im Rahmen dieser Arbeit zu vermeiden, wird eine Systemkatibmgesucht,

die bereits einen hohen Kompatibilitatsgrad aufweist.

Trotz der hohen Flexibilitdt des Systems der verteilten Ogtimg reduziert
eine hohe Kompatibilitat der unterschiedlichen Planungssystem&udiasten

von Problemen beim Datenaustausch. Das bedeutet, dass nictié rieiten
allein, sondern auch ihre Struktur einen reibungslosen Austausch hgeginst
Somit erhoht eine Gleichheit der Planungssysteme, d.h. ein hoher
Verbreitungsgrad, die Akzeptanz des Systems der vert@jpeimierung. Aus
diesen Griunden wird schlieBlich der Verbreitungsgrad der betrachtet

Planungssysteme untersucht.
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3.1 Darstellung géngiger Planungssysteme in rohélverarbeitenden

Raffinerien vor dem Hintergrund des Planungszeitraums

Im Folgenden wird der gegenwartige technische Entwicklungsstamd v
mathematischen Modellen in der Optimierung hinsichtlich des chesti
Planungshorizontes und des Umfangs des zu optimierenden Bereiches
dargestellt. In diesem Zusammenhang wird im Wesentlichebefigition von
autarken und integrierten Modellen erarbeitet. Die mit den Modeien
einhergehenden Optimierungsalgorithmen inklusive deren Anwendungsgebiete

werden aus Griinden der Ubersichtlichkeit in Kapitel 4 behandelt

Die in einem Modell zusammengefassten Gleichungen sind eimlkilesendes
Abbild eines definierten und damit begrenzten Teils der Redlitéer Praxis

kann das ein Planungssystem Uber die Produktion einer Raffineri®ssas
Planungssystem kann mit anderen computergestiitzten Planungsformen in
Verbindung stehen. Die oftmals mit definierten Schnittstelterbundenen
einzelnen Planungssysteme zeichnen sich in erster Linie durch de
unterschiedlichen zeitlichen Planungshorizont und der damit verbundenen

technischen Form der Optimierung aus (siehe dazu Abbildung 1).

Den gro3ten Planungszeitraum umfasst in der Regel die sogenanrativepe
Planung mit bis zu 10 Jahren. Nach Hungenflerst die Aufgabe der
operativen Planung innerhalb des von der strategischen Planung vorgagebe
Handlungsrahmens konkrete Ziele und MalRnahmen in einzelnen
Funktionsbereichen zu bestimmen. Schéffefefiniert analog die operative
Planung als stark formalisierten Planungsprozess im Bereicktrdéegischen
Planung. Eine Optimierung mit Hilfe eines LP-Systems wgarztheoretisch

denkbar, allerdings in der Regel nicht sinnvoll, da aufgrund dedelMitg der

1% Hungenberg, H. (2001), S. 44 ff
1 Schaffer, U., Hoffmann, D. (1999), S. 368
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Jahresereignisse Opportunitdten entstehen, die in der Praxisbestehen.

Man spricht in diesem Fall von einer Uberoptimierung.

D = typischer Planungszeitraum

’_| = untypischer, aber technisch maglicher
Planungszeitraum

Operative

Tabellenkalk-
Planung

kulation

Budget-
planung
LP-Programm

inkl. Optimier- Produktions-
algorithmus planung

software- Scheduling
abhéangiger

Optimier- Advanced
algorithmus Control

o o o N 0 <
Nq.OLOHHNHNO')Q'Ln&OI\HNO’)Q‘\—!(VJLOCD‘_'\—!NO')Q’LD‘_'

Minuten| Stunden Tage Wochen Monate Jahre

Abbildung 1 — Einordnung von Planungssystemen in Bezug auuBigszeitraum

und Optimierungstechnik

So kann im Rahmen eines Jahres-LP ein Uberschuss am Jahresende
mengenbilanzseitig an den Jahresanfang transferiert werden,invaler
Realitat nicht moglich ist. Die zeitlich enger getaktetenhgsform kann als
Budgetplanung bezeichnet werden. Diese Planungsform umfasst in den
meisten Unternehmen die zwolf Monate des kommenden Kalender- oder

Buchungsjahres. Je nach Auslegung des LP-Modells kann diese Pfanumngs
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zum Teil mit monatsgenauen LP-Rechnungen unterstitzt und mit

Tabellenkalkulationen weiterverarbeitet werden.

Die nachste Stufe der zeitlichen Verfeinerung stellt die Maph@anung dar. Sie
umfasst in erster Linie einen Monat der Produktion und kann auf mehrere
Monate ausgeweitet werden. Eine untermonatliche Optimierungadulion
mittels LP-Modell ist mit Hilfe einer Mehr-Perioden-Rechnumgglich. Diese
kann theoretisch einen Tag als kleinste Planungseinheit umfasdkadings
nimmt der zeitliche Aufwand zur Pflege der Modelldaten und dien&tsing

der sehr detaillierten Losungen stark zu. Eine LP-unterstidonatsplanung

umfasst somit in den meisten Fallen den Zeitraum eireshg.

Die aus der Monatsplanung resultierenden Plandaten kdénnen mit einem
Scheduling-Modul auf die tagesaktuellen Problemstellungen einer Piadukt
heruntergebrochen werden. Zwar sind die errechneten Ergebnisse
minutengenau, allerdings ist in den meisten Schedulingsystedsen
Planungsraster auf Stundenbasis ausgelegt. Der maximale Schaeitiaum
hangt stark von dem Charakter der Produktion ab, ist aber lzditlrzer als

die dazugehdrige Produktionsplanung. Die Grundlage des Scheduliltgs ste
den meisten Fallen eine Mischung aus Simulation und softwaraspeeii

Optimierungsalgorithmen dar.

Das bedeutet, dass im ersten Schritt ein Simulationsalgastimersucht, unter
Berlcksichtigung der aus dem Produktionsplan und dem Tagesschéft
anfallenden Restriktionen eine zulassige Lésung zu finden. Davatie
Simulationsteil ermittelte Loésung keinen Anspruch auf eine imSlihe
optimale Losung hat, kommt in einigen Scheduling-Anwendungen ein

Optimieralgorithmus zur Anwendung.
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Die prozessnahe Umsetzung der Plandaten in die Produktion Ubernimmt
schlieBlich ein Prozessleitsystem (P’S)Bei dieser Anwendung steht die
Regelung und Einhaltung definierter Parameter im Vordergrund. Eine
Optimierung findet nur in sehr geringem Umfang statt, so dassPLS als
Werkzeug zur Optimierung der Produktion zwar genannt, aber nicht als

Planungssystem im klassischen Sinne dargestellt werden soll.

Die vorgestellten Planungsformen sollen nur einen Uberblick tbeardie
Markt erhdltlichen und in der Praxis eingesetzten Softwarelésuragen
Unterstitzung der  Produktionsplanung in  einem  kontinuierlichen
Produktionsprozess geben. Neben den vorgestellten Planungssysimiean f
eine Reihe von Ldsungen in der Praxis Anwendung, die hier aufgrund des
geringen Verbreitungsgrades nicht betrachtet werden sollenglickdiauf
folgende sich abzeichnende Neuentwicklung ist hinzuweisen: die Siomuiati

Verbindung mit einem LP-Modell zur Produktionsplanung.

Die Simulation von technischen Prozessen ist ein seit Jahrelgreith
eingesetzter und kontinuierlich weiterentwickelter Ansatz. Afgetstitzung

zur Tagesplanung einer Produktion allerdings fehlten in der Verghane
zwei wesentliche Dinge: Zum einen konnten die zum Betreibenr eine
Simulation notwendigen Daten nicht im erforderlichen Male erfasd
datenbanktechnisch verarbeitet werden und zum anderen fehlte eine

leistungsstarke Optimierung.

Das Problem der Datenerfassung und -verwaltung konnte im Zuge der
Ausweitung der  Online-Analytik und der Verbesserung der
Datenbankenanwendungen in den meisten Fallen gelost werden. Neuere
Entwicklungen im Bereich der Simulationssoftware erfassen undlisren

nicht nur die im Produktionsprozess anfallenden Daten, sondern wanden die

2 auch Digital-Control-System (DCS) oder Advancechal-System (ACS)
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mit Hilfe eines so genannten LP Data Generatoirs lineare Funktionen
inklusive der entsprechenden Prozessparameter um. Diese kdénnenPvom L
Modell der Produktionsplanung gelesen und optimiert werden. Das apéimie
Ergebnis kann schliel3lich wieder an die Simulation zurtickgegeben und auf
Plausibilitat geprtft werden. Da in einer Simulation in deg®& erheblich
zeitndhere Produktionsparameter als ein LP-Modell verarbgédeden, kann
durch die Verknupfung von Simulation und LP-Optimierung eine sehr
praxisnahe Optimierung auf Tagesbasis erfolgen. So ist ejesgetaktete
Planung lediglich mittels LP-Modell ohne Einbindung einer Simulatioarzw
theoretisch méglich, aber aufgrund des hohen Rechenaufwandesstaidht

verbreitet und nur in Einzelfallen sinnvoll.

Diese beschriebene Neuentwicklung der Verknipfung von Simulation und LP-
Optimierung befindet sich noch im Aufbau. Zum Zeitpunkt der Entstehung
dieser Arbeit waren noch keine Veroéffentlichungen Uber Erfahrungedanit

beschriebenen Kombinationen verflgbar.

3.2 Beschreibung der Schnittstellen sowie des Grades d€pmpatibilitat
zwischen Planungssystemen innerhalb und auf3erhalb eines

Planungssegmentes

Die in Kapitel 3.1 aufgezeigten Planungssysteme l6sen Planobgspe fir
unterschiedliche Zeitraume in roholverarbeitenden Raffineriene \iv
Abbildung 1 dargestellt, wird der gesamte Planungszeitraum von bistau ze
Jahren durch verschiedene Planungswerkzeuge mit unterschiedlicher
Auflésung der Zeit abgedeckt. Eine Verbindung zwischen den beschriebenen
Planungswerkzeugen besteht in der Weise, dass nach erfghgiteigdung des

groBeren Zeitfensters die errechneten Ergebnisse gleighditivorgabe fir

13 Hyprotech Ltd. (siehesww.hyprotech.com und KBC Advanced Technologies (siehe
www.kbcat.com haben 2000 in Zusammenarbeit mit Fuji Oil z.B béschriebene
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die Optimierung der Planungsprobleme im né&chst kleineren Zeitfenster
darstellen. Die Form und der Grad der Kompatibilitdt beim aatstausch

sind abhangig vom Systemlieferant und stellen, wie im vegitd&ferlauf noch
detailliert erortert wird, eine wesentliche Grundvoraussetzting eine
Implementierung des Systems der verteilten Optimierung dafFoigenden
sollen die Schnittstellen zwischen den genannten Planungssystemen
hinsichtlich des Kompatibilitatsgrades untersucht und eine pragariert

Systemkombination ermittelt werden.

Als Kompatibilitat von Schnittstellen soll in diesem Zusammentaasy Mal3
der Formatierung verstanden werden, welches notwendig ist, uemdaste
ohne Verlust von Inhalt und Format zwischen Planungssystemen und —

segmenten transferieren zu kdnnen.

Nachfolgend soll Uberprift werden, wie hoch der Kompatibilititsgra
zwischen den vorgestellten Planungssystemen ist, um hoch kompatible
Schnittstellen zur spateren Implementierung des Systems dégiltgar

Optimierung identifizieren zu kénnen.

Beginnend mit der Operativen Planung werden die Ergebnisse stes er
Gesamtjahres an die Budgetplanung weitergegeben. Diese Esgebteien
die Vorgabe fir die Budgetplanung dar. Eine Kompatibilitat ist aseditelle
weder sinnvoll noch verbreitet. Gleiches gilt fur die Schueifts von der
Budgetplanung zur Produktionsplanung. Auch an dieser Schnittstellanist e
automatischer Datentransfer in der Praxis nicht etablierunds fur die
mangelnde Notwendigkeit einer Kompatibilitat liegt in erstenid. darin
begrindet, dass die Budgetplanung — ahnlich wie die Operative Planong —
der Regel nur einmal jahrlich durchgefihrt wird, um so die Gruediagdie
wirtschaftliche Beurteilung des Planungszeitraums zwischemedinenat und

einem Jahr zu schaffen. Dariiber hinaus stellen die Ergebnisse der

Verbindung von Simulation HYSIS.Refinery und LP-Mdicentwickelt.
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Budgetplanung auch die Basis fur die Zielwerte dieser Planungspet@de
Erwartete Betriebsergebnisse, Etatgrenzen, Ausfallzeis®n werden so als
ZielgroRRe festgelegt. Die Produktionsplanung hingegen verfoldgimigetzung

und Einhaltung der in der Budgetplanung vorgegebenen Zielgréf3en. Das
Ergebnis der Produktionsplanung ist in der Regel naher an der Briaxisert

und detaillierter als das der Budgetplanung.

Der im Scheduling auf einen kleineren Zeitraum als in der Produgtaomsng
heruntergebrochene Produktionsplan wird aufgrund des hohen Datenvolumens
in den meisten Anwendungen automatisiert erstellt. Das bedelasies der
mittels eines LP-Modells errechnete Produktionsplan in eineenfmm
erzeugt wird, die das nachgeschaltete Schedulingsystem ainlase
verarbeiten kann. Die Form des Datentransfers kann ein List®atan, eine

Datei einer gangigen Tabellenkalkulation oder aber auch einalhetle sein.

Diese in den meisten Anwendungen automatisierte Schnittstellaftimsals
bidirektional ausgelegt. Das Scheduling simuliert in ersistahz lediglich die

aus dem Produktionsplan eingelesenen Vorgaben. Kommt es im Scheduling
nicht zu einer Lésung, in der alle Vorgabeparameter eingehaltesremuso

kann entschieden werden, ob eine Gewichtung oder Vernachlassigung der
Vorgaben aus dem Produktionsplan vorgenommen werden kann oder ob eine
Information an die Produktionsplanung zurtickgehen muss, um einen neuen
Produktionsplan mit gednderten Randbedingungen zu erstellen. Im Gegensat
zu LP-Systemen sind die meisten Schedulingsysteme so ausgeleg diese
immer zu einer Lésung kommen und sie die nicht eingehaltenen Parameter
ausweisen. Das ist fir das Tagesgeschaft des Schedulingidersesinnvoll,

da dieser so selbstandig entscheiden kann, wie wichtig diegé&Rastur das

aktuelle Problem ist.

Das aus dem Scheduling resultierende Planungsergebnis kdnnte ohnergrol3er
technischen Aufwand an das PLS weitergegeben werderdiadierhat sich

hier in der Praxis gezeigt, dass das Volumen der Vorgabeitiatgnem PLS
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zu umfangreich und zu detailliert ist, um eine Kompatibilitdes
Datentransfers zu ermdglichen. Im Folgenden soll das PLS nielterw
betrachtet werden, da es als Steuerungs- und Regelungssystemniger als
Planungssystem zu sehen ist und hier lediglich zur vollstandgestellung

der Schnittstellen dient.

Bei der Betrachtung der Schnittstellen zwischen den untersaedli
Planungssystemen  wurden die  Schnittstellennnerhalb  eines
Planungssegmentes dargestellt (siehe dazu Abbildung 2). akarRjssegment

ist in diesem Zusammenhang ein Bereich zu verstehen, deje nginem
Planungssystem je Planungsform ausgestattet ist. Das bed¢gedes
Planungssystem kommt pro Planungssegment maximal einmal vaolElmes
Planungssegment kann zum Beispiel einen eigenstdndig planenden
Unternehmenszweig darstellen. Wichtige, bisher noch nichtadidate
Schnittstellen konnen sich jedoch auch durch das Verbinden zweier
Planungssegmente ergeben.

keine Kompatibilitat

Operative Operative
Planung Planung
keine KompaliRiEeE keine Kompatibilitat keine Kompatibilitat
Budgetplanung Budgetplanung
eringe Kompatibilitat . —
gerng P hohe Kompatibilitét geringe Kompatibilitat
Produktions- )
planung ﬁ Produktions-
planung
ibilita T LT
hohe Kompatibilitét I Hohe Kompatibilitat ihohe Kompatibilitit
Scheduiing | < —> Scheduling
Planungssegment 1 Planungssegment 2

Abbildung 2 — Schnittstellen zwischen Planungssystemen und Gad d

Kompatibilitat
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Innerhalb eines Planungssegmentes wird unter Beriicksichtigung dersfir da
jeweilige Planungsszenario geltenden Randbedingungen ein diemKi®n
entsprechend optimaler Plan erstellt. Die zu bericksichtigenden
Randbedingungen resultieren im Wesentlichen aus drei sich zum Te
Uberschneidenden Bereichen. Zum einen sind die Vorgaben deghzeitli
vorgelagerten Planungssystems einzuhalten, zum anderen mussanditia
jeweiligen Zeitraum guiltigen Randbedingungen (meist aus der Praxis
vorgegeben) bericksichtigt werden. Darlber hinaus konnen aber auch
Vorgaben aus angrenzenden Planungssegmenten resultieren. Biet zul
genannte Schnittstelle hat fir die auf mehrere Planungssegmerisite

Optimierung wesentlichen Einfluss.

Organisatorisch kénnen zwei oder mehr Planungssegmente auf alleheeit
Ebenen der Planung Uber automatisierte Schnittstellen verbunohenEge
derartig vernetztes Planen ist z.B. bei der Abstimmung t&elthg planender
Produktionsstandorte moglich. Sinnvoll wird ein vernetztes Plaaen, dvenn
zwischen den Planungssegmenten Wechselwirkungen entstehen und 8ynergie
genutzt werden. So koénnen Planungsergebnisse der unterschiedlichen
Planungssegmente abgestimmt werden. Das kann z.B. bedeute, da
Vorgaben hinsichtlich ausgetauschter Zwischenprodukte wie MengétaQua

Preis etc. von einem Planungssegment in ein anderes Ubé&rnmétden.

Wie eingangs beschrieben ist eine hohe Kompatibilitdt zwischen
Planungssystemen die Grundvoraussetzung fir eine mégliche Implennantie
des im Rahmen dieser Arbeit entwickelten Algorithmus. Basitmuf den
betrachteten Schnittstellen zwischen Planungssegmenten und -systeme
zeigten sich lediglich die Schnittestellen zwischen Produktionsplanndg
Scheduling, sowie zwischen den Segmenten der Produktionsplanung bzw.
Systemen des Schedulings als hoch kompatibel (gibbiédung 2 und somit

geeignet fir die Implementierung des Ansatzes der vert€ipeimierung.
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4  Untersuchung bestehender Optimierungsalgorithmen und
Klassifizierung in Bezug auf die Implementierung des Sysins der

verteilten Optimierung

Im Rahmen der mathematischen Optimierung im Sinne der
Optimierungstheorf®, werden in der Literatur eine Fille von
Optimierungsformen und deren Weiterentwicklungen vorgestellthfdiyend
findet eine Betrachtung geschlossener und nicht geschlossener &xsumg
Sinne der direkten und indirekten Optimierungsverfahren statt. DebRigse

der Klassifizierung dienen dem Ziel, ein Verfahren zu eeinit das fur die
Implementierung des Systems der verteilten Optimierung geeigheSie

bilden entsprechend die Grundlage fur die nachfolgenden Ausfihrungen.

4.1 Klassifizierung verbreiteter Optimierungsverfahren in der Literatur

Ein wesentliches Merkmal der dargestellten Planungssysistindass alle
Systeme in sich geschlossen und autark optimieren. Das bedestegus den
angrenzenden Schnittstellen von Planungssystemen und -segmentenezwar di
fur die Optimierung geltende Rand- und Nebenbedingungen resultieren, de
Optimieralgorithmus selbst jedoch selbstdndig und ohne Kommunikation zu
anderen Systemen wahrend der Optimierung durchgeftihrt wird. So kommt es
im Vorfeld einer LP-Rechnung im Rahmen der Produktionsplanung zu einem
Austausch der beschriebenen Randbedingungen; auch die Planungsergebnisse
bilden wieder eine Grundlage fur einen Datenaustausch, allerdiagien
wahrend des Optimiervorganges keine Daten ausgetauscht. Der
Optimieralgorithmus der Planungssysteme arbeitet autark, 3 da

Folgenden die gegenwartig bestehenden Planungssystemeauddsk

14 Gopfert, A (1986), S168 ff.
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optimierende Planungssystemerstanden werden. Das so ermittelte Optimum
stellt jedoch trotz der berlcksichtigten Vorgaben und Randbedingungen
angrenzender Planungssysteme lediglich das Optimum des g@g=neili

Planungssystems dar.

Nachdem in den vorangegangenen Kapiteln die Auswahl eines dgeeigne
Planungssystems inklusive der damit verbundenen Schnittstelieligt adft,
sollen nun die LOsungsalgorithmen autark optimierender Planungssysteme
dahingehend betrachtet werden, ob es mdglich ist, den Algorithmus de

verteilten Optimierung zu implementieren.

Autark optimierende Modelle lassen sich im Hinblick auf den angewandt
Losungsalgorithmus in ,geschlossene* und ,nicht geschlossenelingés
unterscheidenAbbildung 3.

Algorithmen zur Losung
autark optimierender

Modelle
geschlossene Losung nicht geschlossene
Losung
iterative

Optimierverfahren

indirekte direkte
Optimierverfahren Optimierverfahren

Abbildung 3 — Klassifizierung verbreiteter Optimierverfahren ierd.iteratur
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Dabei ist dann von einer geschlossenen Ldsung die Rede, wenn die
Lésungsmenge mit Hilfe von Elementarfunktionen ermittelt werkim®.

Das damit verbundene Normalgleichungssystem ist somit algebrai I6sen,

so dass eine geschlossene Formel entsteht. Der Anwendungsbeesieh di
Optimierungsform wird durch folgende Nachteile stark eingeschr&skmnuss

das Normalgleichungssystem in einem System mit polynominalech@fgen
vorliegen oder zumindest in eine solche Form gebracht werden kdmmen,
geschlossen lésbar zu sein. So weist Stubefivatihand der Lésung einer
dreidimensionalen Helmertransformation nach, dass sich das mrobleine

4 x 4 Matrix formulieren und I6sen lasst. Eine gravierende Einskbrd, die

durch die Forderung der geschlossenen Ldsbarkeit entsteht, ist dimzieg
Madoglichkeit, mathematische Zusammenhéange durch Variablen eingsoRd
auszudricken. So l6st Stubenvoll mit sehr hohem Aufwand maximal eine
polynominale Gleichung 4. Grades. Zur Abbildung von produktions-
technischen Zusammenhéngen zum Zwecke der Produktionsplanung reichen
die aufgezeigten Madglichkeiten nicht aus. Auch die Verfahren zur
Vereinfachung komplizierter polynominaler Gleichungssysteme, .
diejenigen von Buchbergd die so genannte Grobner-Basen zur
Polynomreduktion, erweitern die Ldsungsmethodik der geschlossenen
Lésungen nicht hinreichend, so dass er in der Produktionsplanung undrdamit i
dieser Arbeit auch keine Beriicksichtigung findet. Das bedeutetatlsenfass
aufgrund der sehr begrenzten Anzahl an Variablen der noch darzustellende
Algorithmus der verteilten Optimierung mit seiner Vielzahis&tzlicher
Gleichungen bei dem Ansatz geschlossener Losungen technisch nicht

einsetzbar ist.

Der Bereich der nicht geschlossenen Losungen, d.h. die madédjen
Abbildung in nicht geschlossene Formeln, ist weitestgehend dertivtar

Optimierung vorbehalten. Dabei ist unter der iterativen Optimg die

15 Stubenvoll, R. (1995)
16 Buchenberger, B. (1965)
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schrittweise Maximierung/Minimierung der Zielfunktion unter Zubhilfiemese
eines Optimieralgorithmus zu verstehen. Als iterative edn lassen im sich
im Wesentlichen die indirekten Verfahren im Sinne der Graglismtrfahren

und die direkten Verfahren nennen.

Da Gradientenverfahren in der Produktionsplanung der rohdlverarbeitenden
Industrie theoretisch eine Rolle spielen kénnen, sollen an diedér &k drei
etabliertesten Gradientenmethoden dargestellt werden. rFeoile geprift
werden, ob Modelle, die mit Hilfe von Gradientenverfahren l6shat, sm
Sinne dieser Arbeit verknlpft und in der verteilten Optimierung sihnv

eingesetzt werden kénnen.

4.2 Indirekte Optimierungsverfahren in der verteilten Optimierung am

Beispiel der Gradientenverfahren

Lokale Optimierverfahren erzeugen mit einem Startwgrbeginnend eine
Folgeu, w, W, ..., 4. Diese Folge konvergiert gegen ein Minimum/Maximum

u vonf(u). Geht man von einem angestrebten Minimum aus, spricht man auch
von einem Abstiegsverfahren, da im Idealfall jeder Punkt adgeFeinen

kleineren Funktionswert aufweist.

Nach Teunissén lassen sich Iterationsverfahren durch folgendes Schema

klassifizieren:

U = U+ tdy, mitk=0,1, 2, ... (1)

Dabei gilt: 1. uo: Punkt, dedem vorhandeneBtartwert entspricht
2. dq: Richtung des Folgepunktes
3. tw. Festlegung der positiven Schrittweite;

unter der Bedingund(uk+1) < f(uk)

" Teunissen, P. (1990), S. 138
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In der Vergangenheit sind eine Reihe von Gradientenverfahrenckativi
worden, die sich im Wesentlichen nur in der Wahl des Richtungseektond

des positiven Skalatgunterscheiden.

Grundsatzlich lassen sich in der Literatur unterschiedlidgergshmen finden.

Das Grundprinzip des Iterationsverfahren bleibt jedoch gleichesslit darin,

das funktionale Modell durch Funktionsableitungen in ein einfaches Madell
Uberfuhren. Die drei in der Produktionsplanung etabliertesten Verfamllen
nachfolgend kurz vorgestellt und hinsichtlich der Madoglichkeit zur
Implementierung der verteilten Optimierung analysiert werddéer
vollstandige Umfang an Gradientenmethoden kann und soll hier nicht

wiedergegeben werden.

4.2.1 Klassisches Gradientenverfahren bzw. die Methode des g8sten

Abstiegs

Von einem Kklassischen Gradientenverfahren oder von der Methode des
steilsten Abstiegs ist dann die Rede, wenn die Matrix als Esnmatrix

gewahlt wird. Die Iterationsformel lautet:

Uks1 = U — T . Af(Uy) ()

Wesentlicher Einfluss auf das Ergebnis der Gradientenverfélatedie Wahl
der Schrittweitety . So werden sehr viele Iterationen bendtigt, wenn die
Schrittweite zu klein gewahlt wird. Bei einer zu grof3en fBgbeite hingegen
ist die Wahrscheinlichkeit sehr hoch, dass das Verfahren nicheigiast. Aus
diesem Grund findet die Schrittweitenminimierungsregel Anwenduagath
wird auf der Halbgraden in Richtung des steilsten Abstiegs nachm de

gewlinschten Funktionsminimum/-maximum gesucht. Ein Algorithmus
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ermittelt dann die optimale Schrittweite fur den NachfolgBurch die
Orthogonalitat aufeinander folgender Suchrichtungen kann allerdimgs e
.Zickzack-Kurs” entstehen, so dass bei héherdimensionalen Preblsehr

viele  Schritte  erforderlich sind. Damit sind die klassischen
Gradientenverfahren fur die Abbildung von Praxisproblemen nur eingeschrankt
einsetzbar. Selbst bei einem einfachen Modell kommt es dulieh
Verknupfung dieser Modelle untereinander in der Regel zu
hoherdimensionalen Problemen, so dass der Einsatz klassischer
Gradientenverfahren im Zusammenhang mit der verteilten Optinger

ausgeschlossen werden kann.

4.2.2 Newton-Raphson-Verfahren

Der auch als Newton-Verfahren bezeichnete Algorithmus war zurnéichden
Einsatz der Nullstellensuche einer Funktion entwickelt worden. Duésen
des Normalgleichungssystemd&u)=0, d.h. durch Bestimmung der Nullstellen
der ersten Ableitung, lassen sich mit Hilfe des Newton-RaphsofaMens
die Minima/Maxima einer Funktion bestimmen und somit Optimiergrabl

|6sen.

Ein nichtlineares Normalgleichungssystem ist in den mei§&fen nicht
geschlossen losbar. In diesem Falle ist es gangige Pudigi$yormalgleichung
durch eine Taylorreihe 1. Ordnung zu approximieren, d.h. zu lineains Auf
dieses Verfahren soll jedoch nicht weiter eingegangen, sondeBjakfund
Germund® verwiesen werden. Inwieweit dieses lineare Normalgleichungs
system das urspriingliche Optimierproblem ersetzen kann, bleilder

Literatur weitgehend unklar.

18 Bjork A.; Germund, D, 1972, S. 164 ff.
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Im Gegensatz zum beschriebenen klassischen Gradientenverfaloielbewn
Newton-Rapsohn-Verfahren die Zielfunktion bei jedem Iterationsschritt
guadratisch approximiert. Damit konvergiert dieses Verfahren dchBei

guadratischen Funktionen ist das sogar in einem Schritt der Fall

Als Nachteil des Newton-Raphson-Verfahren ist zu nennen, dass
Aufstellen der zweiten Ableitungen je nach Struktur des funkten
Zusammenhangs sehr kompliziert sein kann und unter Umstédnden zum
Abbruch fiihrt. Aus diesem Grunde erweiterte LevenBdrgreits 1944 dieses
Verfahren. Ohne an dieser Stelle auf den Inhalt der Waetteieklung
einzugehen, bleibt festzuhalten, dass das erweiterte NdRaphson-
Verfahren — auch Trust-Region-Mettidenannt — ein Kompromiss zwischen

der klassischen Gradientenmethode und dem urspriinglichen Newton-Raphson-

Verfahren darstellt.

Dieses Verfahren, inklusive seiner Erweiterung durch Levenbstirgn der

Lage, auch hoherdimensionale Probleme zu l6sen und das gewilnschte
Maximum bzw. Minimum zu finden. Allerdings nimmt die Rechenzeit be
komplizierteren Funktionen stark zu, der Einsatz in der EDV-gestiitzt
Produktionsplanung und in der verteilten Optimierung ist somit zwanigch
maoglich, aber aus Grinden der zu erwartenden langen Rechenzeitimgt be

sinnvoll.

4.2.3 Gaul3-Newton-Verfahren

Einleitend lasst sich sagen, dass im Gegensatz zu dem NBapbhrson-
Verfahren hier die Linearisierung nicht aul3erhalb, sondern innediady

Norm, d.h. auf der Ebene Normalgleichungen und Zielfunktionen,

19| evenberg, K. 1944
2 plantenga, T.D., 1999, S. 282 ff.
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vorgenommen wird. Die Funktionen der einzelnen Residuen werdemem ei

Taylorpunkt entwickelt und dann erst einer Norm unterworfen.

Das GauR3-Newton-Verfahren konvergiert schnell, wenn die folgende

Bedingungen erfullt sind:

- die Zielfunktion sollte nur leicht gekrimmt sein
- die Residuen sollten klein sein

- und die Naherungswerte missen in der Nahe des Minimums liegen.

Das Gaul3-Newton-Verfahren  findet in  der computergestitzten
Produktionsplanung nur in Individualentwicklungen Anwendung, nicht aber in
den verbreiteten Standardsoftware-Lésungen. Aufgrund der genannten
Bedingungen ist das Gaul3-Newton-Verfahren nicht in der Lage, di
Zielfunktion der in der Regel komplexeren Modellierungen eines
Produktionsbetriebes zu optimieren. Die durch eine verteiltentgting
verstarkt auftretende Komplexitdt kann somit nur schwer mih d&aul-

Newton-Verfahren bewaltigt werden.

4.3 Direkte Optimierungsverfahren in der lokalen und verteilten

Optimierung

Die in Anlehnung anAbbildung 3 nachfolgend betrachtete Gruppe der
Verfahren sind die direkten Optimierungsverfahren. Diese bearhalt
ausschlieB3lich die Funktionswertberechnung der Zielfunktion. Hilfsiomdi
wie Steigung, Krimmung etc. sind nicht notwendig. Charakteltistisic
direkte Optimierungsverfahren ist ein Entscheidungsbaum, deremdihtes

Ldsungsprozesses in Teilldsungen zergliedert wird.
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Direkte Optimierverfahren kénnen fur eine grof3e Anzahl von Praxispmani
eingesetzt werden, da im Gegensatz zu den Gradientenmethdmbgmenztem
Maf3e auch Zielfunktionen untersucht werden, die mehrere lokpten®
besitzen. Welches der gefundenen Optima jedoch das globalelljakainn
auch mit den direkten Optimierungsverfahren nur bedingt geltstiewer
Bezlglich der Erweiterung dieser Verfahren zur Ermittlung dedadgn

Optimums wird hier auf Kapitel 9 verwiesen.

Als Vorteil der direkten gegentiber den indirekten Optimierungsvenfawird

in der Literatur die Losbarkeit von komplizierten Zielfunktionen
hervorgehobefl. Die mathematischen Modelle der Produktionsplanung
werden aufgrund der komplexen Modellstruktur mit Hilfe direkterfateen
geldst. Die direkten Verfahren bilden somit eine geeignetmdbage bei der
Implementierung der verteilten Optimierung. Nachfolgend soll beltsgit auf
zwei Verfahren der direkten Optimierung unter der Mal3gabe gitiglichen
Verknupfung des betrachteten Algorithmus mit dem System der temteil

Optimierung eingegangen werden.

4.3.1 Verfahren der Intervallschachtelung

Nach KosmdP wird eine Strecke AB, die das Minimum/Maximum
einschlief3t, durch einen neuen Punkt C im Verhaltnis des Gold&ctemttes
geteilt. Den Goldenen Schnitt formuliert KOSMOL so, dashk sioe langere
Teilstrecke AG zu einer kiurzeren Teilstrecke AGo verhalt wie die
Teilstrecke AB zur Teilstrecke AC Dieses Verhdltnis lasst sich durch die
Punkte G und G einhalten. AnschlieRend werden die Funktionswerte)f(C

und f(G) verglichen. Der Punkt ;Gnit dem kleineren/gré3eren Funktionswert

21 press, W.H., 1992, Kap. 10
22 Kosmol, P., 1989, S. 64 ff.
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wird neuer Endpunkt. Der zweite Endpunkt wird durch das Teilen der

verbleibenden Strecke in folgendem Verhaltnis ermittelt:

Verhaltnis:  2/{5-1) bzw. 2/(3v5) 3

Jedes andere Verhaltnis ist theoretisch moglich. Diesgetiensweise wird
solange wiederholt, bis das gewiinschte Minimum/Maximum in der

gewinschten Genauigkeit erreicht ist.

Das genannte Teilungsverhaltnis kann bei einfachen Funktionsesrlauf
schnell zu einer L6sung fuhren. Fur den Einsatz bei komplizierten
Funktionsverlaufen ist das Verfahren der Intervallschachtelung nicht
geeignet. Der Einsatz dieses Verfahrens im Zusammenharlgmi
verteilten Optimierung wird aufgrund der Einfachheit diesdaleen

als nicht sinnvoll angesehen.

4.3.2 Simplex-Verfahren

Eiselt/Pederzoli/Sanblofhbeschreiben das Simplex-Verfahren als essentielles
algebraisches Verfahren zur Lésung jeglicher linearer Rrabledurch
progressive Anndherung an eine optimale Losung im Rahmen efi@ertkn
iterativen Prozesses, bis das Optimum in festgelegtenuigkeit ermittelt

worden ist.

Ohne zu detailliert auf das Downhill-Simplex-Verfahren an dieStslle

einzugehen (naheres zum Verfahren bei Btegolfe™ und Gopfer?), sollen

2 Ejselt/Pederzoli/Sanblom, 1987, S. 29 ff.
24 press, W.H., 1992, Kap. 10

25 Wolfe, P., 1965

% Gopfert, A. , 1986, S. 204 ff.
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hier kurz die wesentlichen Merkmale beschrieben werden, de i

Zusammenhang mit der verteilten Optimierung stehen.

Als Simplex wird zunéchst ein geometrischer Korper mit Punkten imn-
dimensionalen Raum bezeichnet. Entsprechend der Anzahl dengmen

sind fur allem Unbekannten jeweilsn+1 N&herungswerte zu definieren, um
den Algorithmus zu initialisieren. Ziel des Downhill-Simplerf¥ahrens ist es,

fur eine konvexe Funktion - das Simplex - so klein werden zu ladaen,es

auf eine durch die Toleranzgrenzadefinierte Minimalgréf3e zusammen-
geschrumpft werden kann. Der Schwerpunkt des verbleibenden Simplexes
stellt das gesuchte Minimum dar. Das Schrumpfen des Ausgangssaspl

erfolgt durch vier Regeln, die in folgender Reihenfolge arnd&n sind:

* Regel 1:
Man sucht den Punkt des Simplexes mit dem ungtinstigsten Funktionswert.
Dieser Punkt wird an dem Schwerpunkt der lbrigen Punkte gespiegelt.
Wenn der neue gespiegelte Punkt glnstiger ist als alle andengte des
Simplexes, so bleibt zu priifen, ob eine Spiegelung mit gleibypezei

Streckung eine Verbesserung des Funktionswertes ergibt.

* Regel 2:
Ist der Funktionswert des gespiegelten und gestreckten Punktes ugpguinsti
als der ausschlief3lich gespiegelte, so wird nur der gespideatiiet als

Ersatz des zunachst unginstigen Funktionswertes genommen.

* Regel 3:
Bringt auch Regel 2 keine Verbesserung, so kann entlang dexgel R

und 2 beschriebenen Geraden eine Stauchung des Simplexesrerfolg
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* Regel 4:
Haben alle drei Regeln keine Verbesserung des Ausgangssimplexes
gebracht, wird der Simplex mit Ausnahme des Punktes mit demsken

Funktionswert entlang aller Dimensionen gestaucht.

Eine sehr gute grafische Darstellung unter Umsetzung deraufgezeigten
Regeln zeigen Eiselt / Pederzoli / Santignwobei eine grafische Lésung

nicht mehr als drei Variablen zul&sst.

Wie in Kapitel 7.2.1 naher beschrieben wird, kann der Algorits der
verteilten Optimierung nach jeder abgeschlossenen Simplexdteradie
entsprechend der dargestellten vier Regeln durchgefihrt wirgkeden. Zur
Reduzierung der Gesamtrechenzeit kann dies aber auch nackefingrten
Anzahl an Iterationen erfolgen. Prinzipiell sind aufgrund der hohen
Leistungsfahigkeit des Downhill-Simplex-Verfahrens hoher dimenstonal
Probleme mit vielen Variablen sowie nicht-geschlossen-l6si@y&teme
l6sbar.

Eine Verknipfung dieses Algorithmus mit dem Algorithmus der imte
Optimierung wird aufgrund des iterativen Charakters und der hohen

Leistungsfahigkeit somit als méglich angesehen.

Als Alternative zum Simplex-Algorithmus stellen Mitra, Wk®witz und
TamiZ® ein Verfahren mit der Bezeichnung ,Interior Point Method (IPM)
vor. IPM ist stabiler und aufgrund der geringeren Anzahl an matigen
lterationsschritten effizienter als der Simplex-Algorithmiésdersef® sieht
sogar eine derart hohe Effizienz von IPM, dass er den EinsatiP&rim

Rahmen der massiven Parallelitdét empfiehlt. Aber auch dmalkhation von

%" Eiselt/Pederzoli/Sanblom, 1987, S. 32 ff.
28 Mitra,G.; Levkovitz, R, Tamiz, M (1991)
29 Andersond.H.; Mitra, G; Parksinson, D. (1991)
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IPM und dem Simplex Algorithmus wird von BIXBY als Méglichkeit
aufgezeigt, die Kapazitat des Simplex-Algorithmus zu erweite

Da durch die Erweiterung um IPM relevante Punkte flir eine imgiéierung
des Algorithmus der verteilten Optimierung nicht betroffen singdd wm

weiteren der Simplex-Algorithmus ohne Beriicksichtigung von IPIvabbtet.

Abschliel3end lafit sich zusammenfassen, dass im Rahmen denmatdgbhen
Optimierung im Sinne der Optimierungsthedtie der Literatur eine Reihe
von Verfahren bekannt sind, deren Inhalt in Ausziigen beschrieben tind au
deren Weiterentwicklungen eingegangen wurde. Wesentliche Uhitegen

der Algorithmen zur Losung autark optimierender Modelle wurden ausgehend
von der Abbildung3 erértert. Ebenso wurden relevante Optimierverfahren

vorgestellt.

Eine abschlieBende Bewertung der in diesem Kapitel vorgestellten
Algorithmen zur Ldsung autark optimierender Modelle hinsichtlich des
Einsatzes des Systems der verteilten Optimierung wird zusammit der
Bewertung der Erkenntnisse aus dem Kapitel 3, welches sichdenit
Untersuchung verschiedener Formen von Planungssystemen auseinaedersetzt

zusammen in Kapitel 5 vorgenommen.

%0 Bixby, R.E.; Gregory, J.W.; Lustig, 1.J; MarstefRIE.; Shanno (1991)
31 Gopfert, A (1986), S168 ff.
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5 Auswertung der Untersuchungen von bestehenden Planungssysten
und Optimierungsalgorithmen im Hinblick auf die Implementierung

des Algorithmus der verteilten Optimierung

In den vorangegangenen Kaptiteln 3 und 4 wurden sowohl Planungssysteme
aus dem Anwendungsbereich der rohoélverarbeitenden Industrie als auch die
darin zur Anwendung kommenden Optimierungsalgorithmen im Sinne der

Optimierungstheorie erortert.

Nachfolgend sollen in einem ersten Schritt Kriterien erarbegeden, anhand
derer dargestellte Planungssysteme und Optimierungsalgorithmechtiicis

der Implementierung des Algorithmus der verteilten Optimierung piiby
werden kdnnen. Darauf aufbauend werden in einem zweiten Scindgth@ der
festgelegten Kriterien die  vorgestellten Planungssysteme und
Optimierungsalgorithmen im Hinblick auf die Implementierung des #&esa

der verteilten Optimierung untersucht.

Der in Kapitel 7 vorzustellende Algorithmus wird schlie3lich inpkeal 8 in
das nachfolgend zu bestimmende Planungssystem und in den dazugehdrigen

Optimierungsalgorithmus implementiert.

Beginnend mit der Bestimmung der Kriterien zur Bewertung danupigs-
systeme und Optimierungsalgorithmen lassen sich im Hinblick aof de

Algorithmus der verteilten Optimierung drei zentrale Elementaae:

» Hohe Kompatibilitat von Schnittstellen zwischen Planungssystem
» lterativer Optimierungsalgorithmus

» Hoher Verbreitungsgrad des Planungssystems
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In Kapitel 3.2 wurde basierend auf den Definitionen von Planungssgste

und Planungssegmenten die Kompatibilitdt zwischen diesen Elementen
betrachtet. Als Kompatibilitat von Schnittstellen wurde in diesem
Zusammenhang das Ausmalfd der Formatierung verstanden, welcheadigtw

ist, um Datensétze ohne inhaltliche Verluste zwischen Planistgessn und —
segmenten zu transferieren. Der Begriff der Kompatibilitatde dabei im
umgekehrt proportionalen Sinne zum Ausmald des Formatierungsaufwandes

der zu transferierenden Daten gesehen.

Das Ergebnis dieser Betrachtung wurdeAisbildung 2 dargestellt. Danach
eignen sich die Systeme deroduktionsplanung und desSchedulingshin-
sichtlich der Kompatibilitdt far die Implementierung des Algamus der
verteilten Optimierung. Andere System- und Segmentschnigistedkigen
diesen Vorteil nicht oder nur eingeschrénkt. Beim Datentrangfisclzen den
Ubrigen Systemen und Segmenten muss in der Regel ein Mindestmald an
Formatierung eingebracht werden, um eine vollstandige und korrekte
Ubertragung gewahrleisten zu konnen. Diese individuell anzupassende For-

matierung ist nicht im Sinne eines hochkompatiblen Systems.

Das zweite Kriterium zu Implementierung des Algorithmus deteutsn
Optimierung ist die Form des Lésungsalgorithmus eines Sysi@ieser mufd
einen iterativen Charakter haben, um eine Implementierungindekeser
Arbeit entstandenen Algorithmus zu ermdglichen. Grund fur die
Notwendigkeit des iterativen Charakters ist, wie in Kapit@l1l beschrieben,
die Voraussetzung, Zwischenergebnise innerhalb des Losungsprozesses z
und importieren, wahrend der Losungsalgorithmus des jeweiligereryst

temporar unterbrochen und nach dem Datenaustausch weitergafihrt w

In Kapitel 4 wurden dazu verbreitete Verfahren zur Modelloptimiedarge-

stellt und es wurde untersucht, in welchem Mal} eine Einsetibatks
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jeweiligen Algorithmus in Verbindung mit dem Ansatz der veeail
Optimierung realistisch umgesetzt werden kann.

So konnte festgestellt werden, dass Modelle, die mit Hitferegeschlossenen
Losung optimiert werden, zum einen nur bedingt fur den Einsatz in der
Produktionsplanung bzw. fir den des Schedulings geeignet sind, zum anderen
nicht die technischen Voraussetzungen fur Implementierung des Sydtems
verteilten Optimierung haben. Dies ist im Wesentlichen @ief Tatsache
zurtickzufiihren, dass mit dem Ansatz der geschlossenen Lésungenamaxi
polynominale Gleichungen 4. Grades geltdst werden kdnnen. Ferner kaan dies
Form der Optimierung aufgrund des fehlenden iterativen Charalkiedas

System der verteilten Optimierung ausgeschlossen werden.

Wie in Kapitel 4.2 gezeigt, kann von den untersuchten Gradiemfahwven mit
indirekter Optimierung nur das Newton-Raphson-Verfahren als besiimgt

voll fiir den Einsatz im Rahmen der verteilten Optimierung s@lgen werden.
Andere indirekt optimierende Verfahren mussten aufgrund der mangelnden
Leistungsfahigkeit ausgeschlossen werden. Wegen der zur Kompld&ita
Funktion Uberproportional ansteigenden Rechenzeit im Rahmen diesér Arbe

soll auch das Newton-Raphson-Verfahren nicht weiter bettasktelen.

Ausschlie3lich das Downhill-Simplex-Verfahren wurden von den Vegfahr
der direkten Optimierung in Kapitel 4.3 als mdglicher Algorithreurggestuft.
Er beherrscht die Komplexitat einer praxisnahen Planung und mdgnarai
des iterativen Charakters eine Implementierung des Ansa&zesedeilten

Optimierung maglich.

Verbindet man diese Erkenntnis mit den in Kapitel 3.1 vortiEstidPlanungs-
systemen der rohélverarbeitenden Industrie, so stellt sich die,Rrawelchen
der dargestellten Planungssystemen das Downhill-Simplex-Verfatzur

Anwendung kommt. Als Ergebnis lassen sich in diesem Zusammenhang
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ausschlieBlich LP-basierende Systeme wie die der Produktionsplézung
der Operativen Planung nennen.

Abbildung 4 werden zur Verdeutlichung die Ergebnisse der vorgestellten
Optimieralgorithmen hinsichtlich der Einsetzbarkeit im Rahmenvdgeilten

Optimierung nochmals zusammengefasst:

Algorithmen zur L6sung
autark optimierender
Modelle

geschlossene Loésung nicht geschlosser
LOsung

iterative
Optimierverfahren

indirekte Optimierverfahren direkte Optimierverfahren

Klassische Gradientenverfahren b Verfahren der Interve-
Methode des kleinsten Abstiegs Schachtelung Methode des
kleinsten Abstiegs

Newton-Raphson-Verfahren Downhill-Simplex

GauRR-Newton-Verfahren

Einsetzbarkeit im Rahmen der verteilten Optimierung

|:| = nicht méglich |:| = bedingt méglich |:| = méglich

Abbildung 4 - Einsetzbarkeit vorgestellter Optimierverfahren iahRien der

verteilten Optimierung
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Das letzte Kriterium zur Implementierung des Algorithmus derteilten
Optimierung ist schlie3lich der Verbreitungsgrad des Planungesysie das

der Algorithmus implementiert werden soll.

Zwar ist es technisch moglich, den erarbeiteten Algorithmysdes Optimier-
system, welches rekursiv in asymthotischer Weise die gewignBgtiemstelle

der Zielfunktion ermittelt, einzubringen, allerdings geschiehs die Ab-
hangigkeit der Auspragung des jeweiligen Optimiersystems. iWVi€apitel

7.2.1 noch ausfuhrlich beschrieben wird, muss ein Teil des Algoug zur
verteilten Optimierung in die Optimierungssysteme implementierden, um

den Optimierungsprozess zwischen zwei Rekursionen anhalten und Daten
exportieren und schlie3lich wieder importieren zu kénnen. Dieser
Programmteil muss fiur jede Software-L6ésung separat programvgeden.

Um die Anzahl der Programmvarianten klein zu halten und dennoch eine hohe
Beteiligung zu erreichen, soll der Algorithmus der verteil@timierung in

ein System mit hohem Verbreitungsgrad implementiert werden.

Nimmt man die in Kapitel 3 vorgestellten Planungssystem®adss, so lasst
sich feststellen, dass in den Bereichen Operative PlaBuugetplanung und
vor allem Produktionsplanung LP-Systeme zum Einsatz kommen. Intdif ro
verarbeitenden Industrie decken hier nur zwei Softwarelésungen @éber-
wiegenden Teil der LP-Systeme ab. Zum einen ist dies dasn$SyAMS von
der Firma ASPENTEC# und zum anderen GRTMPS von HAVERLY
SYSTEMS?® Aspentech verzeichnet dabei den groRten Marktanteil von
nahezu 75% aller raffineriebezogenen LP-Systeme. Anzumerkeiasst beide
LP-Systeme hinsichtlich der Dateneingaben, der Form der Mosletiy sowie
der Datenausgaben sehr ahnlich sind. Eine Implementierung desttiges
der verteilten Optimierung in eines der beiden LP-Systeme kain m

beschranktem Aufwand auf das andere System Ubertragen werden.

32 ASPENTECH (http://www.aspentech.com)
3 HAVERLY SYSTEMS INC. (http://www.haverly.com)
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Planungssysteme, die aus dem Bereich des Schedulings oder §avdesed
Controll kommen, sind zahlreich am Markt verfigbar. Die Adapauf jedes
einzelne System ware aufwendig und wirde aufgrund des geringen

Verbreitungsgrades nur eine geringe Beteiligung erreichen.

So lasst sich hinsichtlich des Verbreitungsgrades von Planungesyste
formulieren, dass LP-basierte Systeme, die im Bereleh Operativen
Planung, der Budgetplanung und vor allem in der Produktionsplanung zum
Einsatz kommen, einen hohen Verbreitungsgrad und damit eine hohe
Systembeteiligung bei begrenztem systemseitigem Implememgesaufwand
aufweisen.

Fasst man die Ergebnisse aus der durchgefiihrten Bewertunglickihoher
Kompatibilitdt von Schnittstellen  zwischen Planungssystemerativer
Optimieralgorithmen sowie eines hohen Verbreitungsgrades zusanenggbt

sich der inAbbildung 5dargestellte Zusammenhang.

Danach zeigen von den vorgestellten Planungssystemen ledigliCpdrative
Planung, die Budgetplanung und die Produktionsplanung Optimierverfahren
mit einem iterativem Charakter im Sinne des Downhill-Simplexe hohe
Kompatibilitat konnte nur bei den Systemen der Produktionsplanung und des
Schedulings aufgezeigt werden. Den gewunschten Verbreitungsgrad

schlief3lich wiesen die LP-basierten Systeme auf.
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Ergebnis aus Kapitel 3.1 Ergebnisse aus Kapitel 4.2 und 4.3
Maogliche Planungssysteme: mdgliche Optimierverfahren:
- Operative Planung - geschlossene Lésung
- Budget-Planung - Newton-Raphson
- Produktionsplanung - Downhill-Simplex
- Scheduling
- (Advanced Control)

Ergebnis aus Kapitel 3.2

Iterative Optimierung Hohe Kompatibilitat hoher Verbreitungsgrad:
- Operative Planung - Produktionsplanung - Operative Planung

- Budget-Planung - Scheduling - Budget-Planung

- Produktionsplanung - Produktionsplanung

Verknlpfung von Systemen der Produktionsplanung  mit
dem Ziel der verteilten Optimierung

Abbildung 5 — Kriterien zur Implementierung des Systems dereien
Optimierung

Fasst man die Ergebnisse aller drei Kriterien zusameaspricht lediglich
das System der Produktionsplanung in Verbindung mit einem LP-System den
Anforderungen zur Implementierung des Algorithmus der verteilten- Opt

mierung.

Aufgrund der formulierten Mindestanforderungen lasst sich die ngeler-
gehensweise wie folgt festlegen: Es soll nachfolgend ein ihgous

erarbeitet werden, der eine VerknlUpfung beider Systeme mit Zlelmder
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verteilten Optimierung erlaubt. Der in Kapitel 7 erarbeiligorithmus wird
dann in eben dieses System der Produktionsplanung und dem dazugehdrigen

LP-basierten Optimieralgorithmus implementiert, was in Ka@itdargestellt
wird.
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6 Einordnung des Begriffs verteilter Systeme in besteherd
Forschungsansétze

In den vorangegangenen Kapiteln wurde der Begriff der ,vemei®pti-
mierung“ im Sinne der vorliegenden Arbeit definiert und erdri¢achfolgend

soll dieser Begriff erganzend in den Kontext aktueller Literaingeordnet
werden. Im Besonderen soll dies im Hinblick auf die von Rosenberg
publizierten Arbeiten erfolgen. Unter der Leitung von Dangelm&esenberg

und Bock beschéftigt sich das Sonderforschungsprojekt 376 — Teilprojekt C2
an der Universitat Paderbdfmmit der Entwicklung praxisrelevanter Modelle
und paralleler/verteilter Algorithmen zur echtzeitnahen Planongvernetzten
Produktionssystemen. Grundlage des Forschungsansatzes ist die Annahme
dass global agierende Produktionsunternehmen in ein Supply-Netz
eingebunden sind, welches eine unternehmensibergreifende Betgaainid
Optimierung des gesamten Netzwerkes erforderlich machttelBasle
Planungs- und Steuerungsverfahren bericksichtigen dabei ledighzélre
Unternehmenssegmente und fuhren so zur Berechnung lokaler Optima —
Aussagen Uber das globale Optimum kdnnen nicht gemacht werdeilegiel
Teilprojektes C2 sowie dieser Arbeit ist die Entwicklung von
unternehmensibergreifenden Planungssystemen, die mittels teerteil
Algorithmen eine Bestimmung des globalen Optimums fir das
Produktionsnetzwerk ermdglichen.

Bezogen auf das Gebiet der verteilten Systeme sollen isndi@sisammen-
hang Verbffentlichungen von Stefan Bdtkéaher betrachtet werden. Darauf
aufbauend wird der Themenbereich der vorliegenden Arbeit in den Kalatiext

0.g. Forschungsaktivitdten eingeordnet und abgegrenzt. Abschliel3ethd wir

3 Beispielhaft sei hier auf Versffentlichungen widsjng distributed systems to control
mixed-model assemly lines in realtime [2003]" varBsck, O. Rosenberg, T. van Brackel
verwiesen.

% Bock, S., 2000
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untersucht, in welcher Weise die Ergebnisse dieser ArbeitEgénzung zu

den Verdffentlichungen von Stefan Bock darstellen kénnen.

Der in Kapitel 7.2 erarbeitete verteilte Algorithmus komimtso genannten
verteilten Systemen zur Anwendung. Um eine Einordnung des Algorithmus
diesem Zusammenhang zu erortern, wird nachfolgend die logische

Unterteilung verteilter Systeme dargestellt.

Eine der ersten Definitionen und Einteilungen im Bereich der \teriei
Systeme lasst sich bei Michael Fljhrerkennen. Bereits 1966 formulierte
Flynn auf Basis der IBM 704, 709 und 7090 wesentliche Definitionen fur
Instruktions- und Datensequenzen. Dabei legte Fynn fest, dass umger e
»Instruction Stream“ eine Sequenz von Instruktionen zu verstehediastiir

die maschinelle Verarbeitung von Anweisungen bestimmt ist. ,Deata
Stream*” hingegen stellt danach eine Sequenz von Daten daturdie einen
oder mehrere ,Instruction Streams" abgerufen wird und eine definie

Weiterverarbeitung initiiert.

Nach dieser Form der Definition der Begriffe ,Instruction Strtéand ,Data
Stream” lasst Flynn theoretisch zu, dass ein ,Instructiora®tresowohl einen
als auch mehrere ,Data Streams" zur Verarbeitung ausléstef&bnnen
damit mehrere ,Instruction Streams* auch einen bzw. mehda® Streams*”
auslosen. Diese Matrix ahnliche Verknipfungsmoglichkeit war Anfder
70-ger Grundlage fur eine rasante Entwicklung unterschiedlichehnge
architekturen. Die Forschungsaktivititen der expandierenden Compter
wickler und —hersteller konzentrierte sich dabei stark auf divieklung
anwendungsspezifischer Rechnerarchitekturen. Der Entwicklungsgamker
lag dabei eindeutig auf der Steigerung der anwendungsrelevastdmdr-

leistung und noch nicht auf der Nutzung von Synergien in Entwicklung und

% Flynn, M. J., 1966, S. 1901 - 1909
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Produktion von Rechnersystemen, wie sie im weiteren zeitlichelaufam

Vordergrund standen.

Auf derBasis der Definition von ,Instruction Stream” und ,Datee8m" struk-
turierte Flynn die Fulle der neu entwickelten Kombinationen. Nalgmn
lassen sich Rechnerarchitekturen damit grundsétzlich in viess&ta von

Rechnertypen unterteilen:

1. Single Instruction Stream - Single Data Stream (SISD)
2. Singlelnstruction Stream - Multiple Data Stream (SIMD)
3. Multiple Instruction Stream  Single Data Stream (MISD)
4. Multiple Instruction Stream  Multiple Data Stream (MIMD)

In die SISD-Klasse werden im wesentlichen Neumannrechnercedrmgt, die
mit so genannten sequenziellen Algorithmen arbeiten. Zur ausfignliDar-

stellung sei hier auch auf A.Y. Zomaya verwi€en

Die Klasse der SIMD-Rechner zeichnet sich hingegen durch detiefgara
Einsatz von mehreren Prozessoren aus. Dabei verarbeiterbed#idigten
Prozessoren den selben ,Instruction Stream®, jedoch mit jewjenem
Datensatz. In diesem Fall arbeiten die Prozessoren synchron,civdsliviD-
Rechner in die Kategorie der parallelen Systeme eingeordneénvkdthnen.
Hinsichtlich der Speicherzuordnung lassen sich nach Zomaya bestehende
SIMD-Systeme in ,Shared-memory“ (SM) und ,Local-MemorytM)
Rechner unterscheiden. Im Gegensatz zu den LM-SIMD-Rechyreifen bei
SM-SIMD-Rechnern alle Prozessoren auf einen gemeinsamecsh8peiu.
Diese simultane Verarbeitung von Datenséatzen fihrt zu einenHatistungs-
fahigkeit der SIMD-Rechner, die einen sehr zweckgebundenen Ewmatz
allem im Bereich der Bildverarbeitung oder Datenbankverwaltondglich

machen.
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In die Gruppe der MISD-Rechner fallen Systeme, in denen meRremes-
soren gleichzeitig unterschiedliche Instruktionen, allerdings auf Bhsis
gleicher Daten verarbeiten kénnen und somit als typische &eraliner

bezeichnet werden dirfen.

Die Parallelrechner der Kategorie MIMD arbeiten im Gegensu den MISD-
Rechnern auf mehreren Prozessoren bei unterschiedlichen Insteukiorm

unterschiedlichen Datenséatzen.

Verfolgt man in den Jahren nach der Entwicklung der unterschiedliaren
teilten Systeme deren Ausbreitung, lassen sich im Nachgalygntie
Verbreitungsgrade feststeln Im Vergleich haben sich im Bereich der
Parallelrechner die MIMD-Systeme am starksten etabtiefglgt von SIMD-
Rechnern. Die in den vorangegangenen Kapiteln dieser Arbeit geéhude
Rechnerkompatibilitat ist die Grundlage fur die Umsetzung debesteten
Ansatzes der Verknipfung mathematischer Modelle. Aufgrund des hohen
Verbreitungsgrades der Systeme MIMD und SIMD sollen diese dedehr-

folgend naher betrachtet werden.

Als Kategorien, in denen ein oder mehrere ,Instruction Streghesthzeitig,
d.h. parallel, verarbeitet werden konnen, fasst Lfiig seiner Dissertation
genau die Kategorien MIMD und SIMD unter den Begriff der ,horiziemta
Parallelitdt* zusammen. So definiert Liling, dass bei horizentaarallelitat
mehrere ,Instruction Streams® gleichzeitig verarbeite¢rden bzw. ein
einzelner ,Instruction Stream* parallel auf mehrere ,Datileams” angewandt

werden kann.

37 Zomaya, A.Y., 1996, S. 7
%8 BBN Advanced Computers Inc., 1989
% Luling, R., 1996, S. 2
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Eine vertikale Parallelitat tritt hingegen dann auf, wenn émezAnweisungen
eines ,Instruction Streams" nicht sequentiell, sondern paralleinem oder
mehreren Verarbeitungseinheiten (hier Prozessoren) abgearbaitelenw
konnen. Aus bereits genannten Grinden der Kompatibilitdét und deseWerbr
tungsgrades sollen die Systeme der vertikalen Paralleldit weiter betrach-

tet werden.

Bevor weiter auf die Unterteilung horizontaler Systemgegangen wird, soll
zur Veranschaulichung auf die grafische Darstellung der besehaabStruk-

tur verteilter Systeme verwiesen werden (siehe dazu @oty 6).

Verteilte Systeme
— SISD
—SIMD
horizontale
—MISD [ Parallelitat
—MIMD
eng gekoppelt —— nicht-skalierbar
— skalierbar
lose gekoppelt——LAN —» Bock
| WAN .
| vertikale —* Haking
Parallelitat

Abbildung 6 — Einteilung verteilter Systeme

Wie in Abbildung 6 dargestellt, wird in der Literatur im Beteider Systeme
horizontaler Parallelitat in ,enge“ und ,lose" gekoppelte Systamnéer-
schieden. Beide Systemformen sollen hinsichtlich der inhaltlicBaordnung
dieser Arbeit sowie hinsichtlich der Veréffentlichungen von Liling Bodk
naher erortert werden.
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Wie bei Zomay#, Liling** und auch BocK¥ dargestellt wurde, haben sich in
den vergangenen Jahren bei Parallelrechnern zwei Systemgruppeckelt:

Seit Mitte der 80er Jahre haben sich Systeme, die eine gré®eahl von
Prozessoren Uber ein leistungsfahiges Kommunikationsnetzwerk koppeln,
etabliert. Beispielhaft seien hier Paragon von Intel und SP2BMngenannt.

Diese Systeme lassen sich als ,eng gekoppelt* bezeichnen.

Im Bereich der eng gekoppelten Parallelrechner lassen siciehbade
Systeme wiederum hinsichtlich der prinzipiellen Architektur der
eingebundenen Prozessoren in die Kategorien der nicht ,skalierbazen”

,Skalierbaren Parallelrechner” unterteilen.

Nicht skalierbare Parallelrechner nutzen als Kommunikationemsint Bus-

oder gemeinsame physikalische Speichermedien mit dem Zielseinehohen
Rechenleistung. In der Regel geht dies mit einer festen baanlidnordnung

von Prozessoren einher, deren Verbindung zum gemeinsamen Bus bzw.
Speicher einen stark permanenten Charakter hat. Ein tempbiEes und
Einbinden einzelner Prozessoren Uber eine Netzwerkstruktur ist deti ni
skalierbaren Parallelrechnern technisch in nur wenigen Féitewvadl. So

fallen bei dem vom IBM gebauten Supercomputer Blue Gene/L edldlite

der Rechenleistung der 65.536 Prozessoren auf Netzwerkfunktionen awische
den verbundenen Einzelracks, wobei sich immer 1024 der Prozessoren in
einem Rack zusammenfassen lassen. Hinsichtlich der exponestiéisenden
Rechenleistung ist in den vergangen Jahren ein regelrechtdrewetb ent-
standen. So stellte noch 2002 das Regatta-System mit 752 P&xezres-
soren der Max-Planck-Gesellschaft (MPG) mit 3,9 Ter&flap der Sekunde

das leistungsfahigste System in Deutschland dar. Fuhrend war gemdie

Zeitpunkt der japanische Earth-Simulator von NEC mit fast 3&flbgrin der

40 Zomaya, A.Y., 1996, S. 492 und S. 949

! Liling, R., 1996, S. 5 ff.

*2Bock, S., 2000, S. 33 ff.

“3 Flop = FloatingPoint Operations per Second. Eiraffep erfordert die Ausfiihrung von
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Sekunde. Im Oktober 2005 baute IMB schlie3lich den Supercomputer Gene/L
im Lawrence Livermore National Laboratory mit einer Rechistlag von
280,6 Teraflop. Die Investitionen derartiger Rechner liegen inRégel bei

Uber 100 Millionen US Dollar bei einem Stromverbrauch von bis zu 10

Megawatt.

Die Technologie nicht skalierbarer Parallelrechner findegrantl der hohen
Rechenleistung in Verbindung mit hohen Kosten nur in sehr speziellen An-
wendungen ihren Einsatz. Dazu zahlen oftmals rechenintensiveaBoneh
in den Bereichen Strémungslehre, Elementarphysik, Klima- und

Umweltforschung.

Betrachtet man die Nachteile nicht skalierbarer Paratleher, so lasst sich
Folgendes zusammenfassen: Nicht skalierbare Parallelrexdigen eine stark
eingeschrankte Flexibilitdt im Hinblick auf die Anpassungsfahigketeiligter
Prozessoren. Eine hohe Anzahl an permanent beteiligten Prozeksoren
zwar integriert werden, allerdings ist die absolute Anzatthnisch begrenzt.
Ferner ist es beim Einsatz nicht skalierbarer Paratielrer nicht sinnvoll,
grol3e Distanzen zwischen den verkntlpften Prozessoren zu tberbricken, da di
begrenzte Ubertragungsrate der eingebundenen Bus- und Transfersysteme

grof3en Vorteil der Leistungsféahigkeit Gberproportional aufhebt.

Im Hinblick auf die in Kapitel 5 dargestellten Systemanéouthgen zur Ver-
knupfung mathematischer Modelle mit dem Ziel der verteilten Qgtimg ist
der Ansatz nicht skalierbarer Parallelrechner aufgrund degeschrankten
Flexibilitat, der rdumlich stark gebundenen Anordnung beteiligtexeRBsmren
und vor allem aufgrund der stark tUberdimensionierten Rechenleistung kei

geeignete Plattform zur Umsetzung des erarbeiteten Algurgh

einer Trillionen Operationen pro Sekunde.
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Neben den nicht skalierbaren stellen die skalierbaren Pardlietrecine
zweite Variante eng gekoppelter Systeme im Bereich derdmaten Parallel-

rechner dar.

Skalierbare Parallelrechner nutzen im Gegensatz zu den ialerisaren
prinzipiell ein Netzwerk zum Datenaustausch zwischen den Bazgs Das
bedeutet, dass zur Erreichung der angestrebten RechenleistumgsBren
nicht mehr unmittelbar in ein Rechnermodul implementiert werden eniiss
sondern Uber einen permanenten Datentransfer verbunden sind. Beisp@lhaft
hier der 2004 in Betrieb genommene Linux-Cluster mit 16 Serveri yjes
rx2600 an der Universitat Karlsruhe genannt. Jeder Server ist nidbzivei
Prozessoren ausgestattet. Im Jahr 2006 wird dieses Systensgagamt 334
Knoten ausgebaut. Die Rechenleistung in Relation zu den niclérblaén
Parallelrechnern liegt dann bei elf Teraflop. Im Gegermatten nicht skalier-
baren Systemen kann zwar die raumliche Distanz vergro3etémeallerdings
stellt dieser Transfer der Daten zwischen den Prozessoren aufigurizk-
grenzen Ubertragungsrate wiederum die die Rechnerleistungnbegde
GroRRe dar. Der Linux-Cluster der Universitat Karlsruhe isebbeispielsweise

mit einer Ubertragungsgeschwindigkeit von 2 Gigabyte pro Sekunde.

Skalierbare sowie nicht skalierbare Parallelrechner sind ktiorell nicht

dafur ausgelegt, unterschiedliche Rechner flexibel im Siimer stark fluk-
tuierenden und temporar begrenzten Einbindung von Rechnern Uber grof3e
Distanzen zu verbinden. Demgegeniiber kann die extrem hohe Rechgagleist
nicht sinnvoll genutzt werden. Eng gekoppelte Systeme scheidenssowmaibl

fur die Implementierung des in dieser Arbeit dargestellten Algous als

auch fur den von Bock entwickelten Ansatz aus.

Neben den ,eng gekoppelten Systemen” stellen die ,lose gekoppsiten S

teme” die zweite Gruppe im Bereich der horizontalen Paitétielar.
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Unter ,lose gekoppelten Systemen® versteht man das Verbirmte®ersonal
Computern (PC) durch Netzwerke. Diese Netzwerke zeichnen igich
Gegensatz zu den bei eng gekoppelten Systemen eingesetzgsverken
dadurch aus, dass die Anzahl der an dem Netzwerk beteiligtenerkKnot
grundsatzlich unbegrenzt ist. Da bei lose gekoppelten Systemerhgunitt

die Rechnerleistung, sondern vielmehr die Moglichkeit einertflexi Kom-
munikation von Rechnern im Vordergrund steht, setzt man auf Kasen
Ubertragungsraten auf eine hohe Kompatibilitat unterschiedlRGeKkonfigu-
rationen sowie auf einen hohen Verbreitungsgrad der Netzwerke.t Dami
einhergehend setzt man im ersten Schritt bei lose gekoppelten
Rechnernetzwerken  weniger auf Spezialanwendungen mit  hoher
Rechnerleistung, sondern auf Flexibilitat hinsichtlich Einbindung neuer

Netzwerkknoten und Kompatibilitat.

Die etabliertesten Beispiele lose gekoppelter Systeme satrlich LAN-
und WAN-Netzwerke, die im Weiteren im Hinblick auf die Imptawtierung

des Ansatzes der verteilten Optimierung untersucht werden.sollen

Die im Gegensatz zu den WAN-Netzen (wide area network) rélnhle-
grenzten LAN-Netze (local area network) haben sich in deretetitei Jahr-
zehnten schwerpunktmaf3ig in industriellen und wissenschaftlicherchzin

tungen etabliert.

Bock konzentriert sich in seiner Arbeit vor allem auf die Nutzuog PC-
Clustern in vorhandenen LAN-Systemen. Im Speziellen untersucht Bdek d
die Clusterung von vollstandigen PCs als Alternative zum Ervesnies
separaten Parallelrechners bzw. zum Erwerb von Rechneragiftdrestehen-

den Parallelrechnern.

Aufbauend auf bestehende LAN-Netzwerke kdnnen diese wiederunmamiei

der verbunden werden und somit abermals ein Netzwerk bilden.r Pesess
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der kaskadenformigen Verknipfung von LAN-Netzwerken fuhrt schlie3lich
zur Entstehung von WAN-Netzen. Als das etablierteste WAN-N&t das
Internet zu nennen. Eine hohe Verfugbarkeit und Flachendeckung der WAN-
Netze macht diese Netzform fur die Ermittlung netzibergneiér, globaler
Optima interessant. Der Markt fur multiregionale WAN-MNetzird in den
nachsten Jahren im Durchschnitt um 4,5 bis 6,5 Prozent wdthSehwer-
punkt der Ausweitung ist die Vernetzung der Standorte global agierender
Unternehmen. Dabei decken lediglich neun global operierende iEmy
bieter nahezu die Halfte des Gesamtmarktes fur multiregidAIR-Services

ap®.

In Ergénzung zu der sich auf LAN-Systeme konzentrierenden ArbeiBock
zZielt diese Arbeit auf das Verbinden von WAN-Netz basierengste®en ab,

in denen iterativ optimierende Modelle Daten zwischen den legnze
Iterationsschritten Uber eine im Internet platzierte Plattfanstauschen. Es sei
an dieser Stelle auf das Kapitel 8.2 verwiesen, in dediglieh zur
Vereinfachung der im Rahmen dieser Arbeit durchgefuhrten
Versuchsanordnung zu Testzwecken auf ein LAN-Netz zurlickgegvififen
Eine Ubertragung der Ergebnisse auf eine WAN-basierte Anwericamy—

wie im Folgenden noch dargestellt wird — ohne Einschréankunggerfol

Fasst man die Einordnung dieser Arbeit in den Zusammenhang teerteil
Systeme zusammen, so lasst sich Folgendes formulieren:déweier vorge-
stellten Gruppierungen von verteilten Systemen lassen sich unmteBelgriff
der horizontalen Parallelitdt subsumieren. Im Rahmen derrBgdterizontaler
Parallelitdt wurden die WAN-Netze im Bereich der lose gekappebysteme
als eine fir die Implementierung des erarbeiteten Algorithmusgigete
Plattform herausgearbeitet. In Bezug auf die zunehmende Giebahg von

Unternehmen wurden im Forschungsbereich von Rosenberg Lésungen

*4 Miller, D., 2005
“> Die neun groRten Netzwerkanbieter: AT&T, Britiseldcom, Cable and Wireless, Equant,
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erarbeitet, die unter Generierung von Rechnerleistung durch dasr@lusn
LAN-verbundenen PC-Einheiten die Ermittlung mdglichst guter Lésungen
zum Ziel haben. Der in dieser Arbeit entwickelte Algorithmigditsdazu eine

Erganzung im Bereich der WAN-Netze ohne Erweiterung der Rézbkiing
dar.

BT Infonet, MCI, NTT Communications; Sprint,Jystems (Stand: 01.01.2006)
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7 Grundlage einer Software-Losung zur Umsetzung des Ansatzeer

verteilten Optimierung

7.1 Darstellung und Abgrenzung der Grundlagen einer Software-

LOsung

Im Rahmen der Produktionsplanung wird in rohélverarbeitenden Raffinerien
unter Einsatz eines LP-Modells in Verbindung mit bereits bexufmien
Optimierwerkzeugen die wirtschaftlichste Fahrweise der Raiii2 ermittelt.

Das optimierte Ergebnis der Zielfunktion stellt die optimaleungsfir den im
Modell abgebildeten Problemkreis dar. Wird zwischen zwei itdig
getrennt optimierenden Systemen ein Zwischen- bzw. Endprodukt
ausgetauscht, entstehen in jedem der beteiligten Systersbleén, wie z.B.
Qualitdt, Menge oder Preis. Eine Optimierung der Einzelsyest&ihrt zu
Werten, die fir das jeweilige lokale System das lokalenpti darstellen. Da

die Variablen einer Komponente durch die unterschiedlichen lokalen ®ptim
beim Zu- bzw. Verkauf unterschiedliche Werte annehmen konrieibt les

dem Verhandlungsgeschick der Ein- bzw. Verkaufer Uberlassen, \&es fur

die Variablen zu bestimmen. Ein globales Optimum, welchesh auc
volkswirtschaftlich sinnvoll ware, wird nur zuféllig errbic Jede andere
Losung kann zwar fir den Einzelnen eine Verbesserung darstelleterin
Summe der Losungen aller Einzelsysteme weicht diese jedoclghatralen
Optimum ab. Vernachlassigt man Faktoren wie Datenschutz utelZeand,

so ware es theoretisch mdoglich, die Modelle der Einzelsgstam ein
Gesamtmodell zusammenzufigen, dieses zu optimieren und so das globale
Optimum flr die gewiinschte Variable der ausgetauschten Komponente zu
ermitteln. Als Beispiel fir eine Variable kbnnen Menge, l@iiseigenschaft
oder Preis der ausgetauschten Komponente angenommen werden. Betrachte
man beispielhaft die Eigenschaft des Schwefelgehaltes aiisegutauschenden
Komponente, so kdnnen aufgrund der unterschiedlichen Wasserstatinguat

der beteiligten Raffinerien auch die Kosten der Entschwefelung und der

Schwefelgehalt der betreffenden Komponente wirtschaftlich neles@in. In
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einem Gesamtmodell, welches die Einzelmodelle der beggiligaffinerien
umfasst, kann der vor dem Hintergrund des wirtschaftlichenm@epimums
optimale Schwefelgehalt der ausgetauschten Komponente ermitteénvdei
der in der Praxis verbreiteten Optimierung von getrennten Eystelsen
kann der Ansatz der verteilten Optimierung dazu dienen, hinsictdich
Variablen einer ausgetauschten Komponente zu einem globalen Opiilbenm
die beteiligten Einzelsysteme zu kommen. Die Modelle midaeeri nicht in

einem Gesamtmodell zusammengefugt werden.

Bevor mit der Darstellung des Algorithmus der verteilten Oigtiomg
begonnen wird, sollen zunachst die Grundlagen fur die Umsetzung der
beschriebenen Grundidee dargestellt werden. Im ersten Séthnlittdazu die
Beschreibung des mathematisch funktionalen Zusammenhangs. Didser sol
grundsatzlich die Funktionsweise des Ansatzes der verteiltemi@ping

definieren und die theoretische Korrektheit dieses Ansatzesdaswe

Im zweiten Schritt werden die Strukturen verbundener Planungssysteme
genauer die Systemarchitekturen, im Hinblick auf die Impleraemig eines

verteilt optimierenden Gesamtsystems dargestellt unceet6rt

7.1.1 Mathematisch funktionaler Zusammenhang der verteilten
Optimierung zum Nachweis der theoretischen Richtigkeitder

Grundidee

Ein wichtiger Aspekt der Grundidee der verteilten Optimierungdisss beim
Austausch einer Komponente zwischen den beteiligten Raffingeiezeit kein
Losungsansatz im Sinne einer Software existiert, der leipalgs Optimum
bestimmt, ohne beide Raffineriemodelle én Modell zusammenzuflgen.
Nachfolgend soll mathematisch gezeigt werden, dass mit nleleser Arbeit

dargestellten Ansatz ein globales Optimum Uber die unabhangigeentgys
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der beteiligten Raffinerien ermittelt werden kann, ohne eiolstéindige

Transparenz der beteiligten Modelle zu erzwingen .

Die Basisannahme dabei ist, dass das ermittelte Optimurierzaeparater
Modelle nicht zwingend bei dem gleichen Eigenschaftswert (x)egtriDas
globale Optimum Uber beide Modell kann, muss aber nicht deim@ptder

Einzelmodelle entsprechen.

Mit Hilfe der Modulation des bestehenden Deckungsbeitrag®riaufes
durch den Ansatz der verteilten Optimierung tritt sowohl das globale als
auch das Optimum der autarken Modelle bei dem selben Eigschaftswert

(x) auf. Das bedeutet, dass zur Bestimmung des globalen Optimums nicht
mehr beide Modelle in ein zentrales Modell zusammengefuhrtenardissen,

sondern beide Einzelmodelle separat das globale Optimumhemeic

Dies ermdglicht den an einer verteilten Optimierung teilnegttar Modellen

eine Bestimmung des globalen Optimums hinsichtlich der betrachteten
Variable ohne das Modell des anderen an der Optimierung teigreten
Partners zu kennen. Jedes Modell bleibt autark.

Es ist nachfolgend mathematisch nachzuweisen, dass im Falléokiden
Optimums in den beteiligten Einzelmodellen die betrachtete Hibafisunter
Anwendung des Ansatzes der verteilten Optimierung den gleichen Wert

annimmt wie im globalen Optimum.

Abbildung 7 und Abbildung 8 zeigen beispielhaft den nachfolgenden
mathematisch funktionalen Zusammenhang, der im Anschluss hexpeled

erlautert wird.
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375

DB Raff. A, Raff. B [Mio.€]
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725
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715

71

35
0.8
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Raff. A [f(x) = x3- 6x2 + 11x + 30]
—— Raff. B [f(x) =-1.5 x3 + 6.6x2- 7.9x + 38.4]

1.8 23
Eigenschaft (x)

70.5

Summe (DB Raff.A + Raff.B) [Mio.€]

Raff. A+ Raff. B
Abbildung 7 —  Beispielhafte Darstellung des mathematisch funitiem
ZusammenhangshneAnwendung des Ansatzes der verteilten
Optimierung
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Abbildung 8 — Beispielhafte Darstellung des mathematisch fonkien

Zusammenhangsit Anwendung des Ansatzes der verteilten

Optimierung
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Erlauterung zu Abbildung 7 und Abbildung 8:

Die Deckungsbeitrage der beteiligten Raffinerient rustausch der betrachteten
Komponente in Abh&ngigkeit der entsprechenden Karapteneigenschaft sind wie

folgt dargestellt:

Raffinerie A + B (dieser Gesamtdagkbeitrag wirde berechnet
werden, wenn beide Einzelmodelle irinem Gesamtmodell

zusammengefasst werden wirden)

Raffinerie A ohne Anwendung des Ansatzes des verteilten

Optimierung

Raffinerie A mit Anwendung des Ansatzes des verteilten

Optimierung

Raffinerie B ohne Anwendung des Ansatzes des verteilten

Optimierung

Raffinerie B mit Anwendung des Ansatzes des verteilten

Optimierung

Mathematische Beweisfihrung:

Der Deckungsbeitrag zweier isolierter Raffinerignh und B wird ohne

Austausch der Komponenten als konstant angenommen:

fA1 fB = const. (4)
Es wird jeweils nur eine Eigenschaft, Uber die optimiertdwoetrachtet. Als

Definitionsbereich gilt :
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D(fa) =P (fs) =R' - R (5)

Kommt es zu einer Wechselwirkung zwischen den beiden betriligte

Raffinerien und damit zwischen den beteiligten Funktionengsdtién:
(), B : R - R (6)
Dabei hangen beide Funktionen von folgenden Gré3en ab:

() = F (fa va(3), D (vi)) 7)

analog gs () = F ( fa, e(x), D () 8)

Es sindvA(ﬁ, \18(7) als modellspezifische Parametervariationen der betmligt
Raffinerien zu verstehen. Die Teildefinitionsbereifhév,) und D (vg) sind
durch sich selbst definiert und ein Teil vdd (ga)= R' bzw.D (gg)= R,
d.h.:

D (va) = [Va(UJ; va(0)] 9)
D (ve) = [Va(W); v&(0)] mit G undgd als Grenzen (10)

Bericksichtigt man diese Intervallgrenzen bei den oben gezdigtedionen,

so ist eine Fallunterscheidung einzuftihren.

fa=const. 7 X7 D (Va) (11)
da (;5:
fa + VA()6 DK()D D (VA)
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fs = const. 7 X7 D () (12)

OB (;52
fg+ve(X) XD (V)

Fur die Wechselwirkung zwischen den Funktionen der Raffinerieieubet

das, dass nur innerhalb des sich aus dem Raffineriemodell edefiden
DefinitionsbereichesD (va) bzw. D (vg) eine entsprechende gegenseitige
Einflussnahme der Funktionega (Y) und gs (Y) erfolgt (siehe dazu auch die
Gleichung 4 und 5). In der Praxis kdnnen technische oder logistische

Restriktionen als Unter- und Obergrenze der Definitionsbergiehen.

Um ein globales Optimum Uber die Summe der Deckungsbeitrdge leider
dem Produktaustausch beteiligten Raffinerien zu finden, isthegrdtisch
denkbar, dass die FunktiondR, fs, ga (7) und gs (72) in ein zentrales
Planungsmodell zusammengefasst werden, um dann dieses hinsichslich de
Gesamtdeckungsbeitrages mit Hilfe eines Algorithmus zu ogtEmi
Allerdings ist, wie eingangs schon beschrieben, in der Praxim kain
Unternehmen bereit, zwecks Bestimmung des globalen Optimumsmseine
Verhandlungspartner sein Modell als Abbild der gesamten Produktion zu

Uberlassen.

Gibt allerdings jedes der an dieser Wechselwirkung betkgten
Unternehmen zumindest das DeIta{gA(;) - fa] bzw. [gB(;Z) - fg] an den
Verhandlungspartner weiter und implementiert dieser addtiv das Delta in
seine Zielfunktion, so finden beide Algorithmen getrennhvoneinander ein

X, bei dem ebenfalls ein globales Optimum zu finden ist.

ha() = Ga(X) + [98(9) - fa] (13)

he() = GB(X) + [9a09) — f] (14)
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Wie in Abbildung 7 und Abbildung 8 zu erkennen ist, tellen die
Funktionen hA(x_)) und hB(;) eine Translation der SummenfunktiongA(Y) +
gB(>_<)) in y-Richtung dar. Das bedeutet, dass zu zeigen bIeiMasshA&) und
hB(Y) ebenfalls durch Translation in y-Richtung ineinander Ukergehen.
Das wiederum muss bedeuten, dass das Delta dieser beideunktionen

konstant ist.

Es muss demnach gelten:

ha(X) — he(X) = const. (15)

Dies bedeutet:

haGQ) — he(X) = Ga(X) + Gs(X) - fs - Ge(X) - Ga(X) + fa = fa— fa = const.
g.e.d (16)

Es konnte somit gezeigt werden, dass sowohl die Funktion der Heteilig
Raffinerien als auch die globale Funktion nach Anwendung des Assd¢ze
verteilten Optimierung an der gleichen Stelle das Optimumioken. Das
bedeutet, dass der im globalen Sinne optimale Wert der beteachtet
Eigenschaft gleich dem Wert der optimalen Eigenschaft der vievtgn
Planungssysteme ist.
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7.1.2 Struktur verbundener Planungssysteme im Hinblick auf die

Implementierung eines verteilt optimierenden Gesamtsystms

In den vorangegangenen Kapiteln wurde auf die Voraussetzungen fur ein
System der verteilten Optimierung eingegangen. Aufgrund datljest
Pramissen wurde die Verknupfung zweier LP-gestltzter Planungasysie
geeignet definiert. Auch der mathematische Ansatz derikent@®ptimierung
wurde dargestellt. In diesem Kapitel sollen nun der Aufbau und tdikt6&r,

d.h. die Architektur eines verteilt optimierenden Gesanggsystdargestellt und

erortert werden.

In den bisher angefuhrten Beispielen und Erlauterungen wird von der
Verknupfung zweier Planungssegmente ausgegangen. Generell Anhsiddz
der verteilten Optimierung, was noch nachzuweisen ist, aufTeilmahme
einer beliebigen Anzahl an Planungssegmenten erweiterbar. gsend
Erweiterungsgedanken Rechnung zu tragen, soll auf eine netzférmig

aufgebaute Verbindung verzichtet werden (siehe dabildung 9.

[ ] [ ]

netzférmig verbundene Planungssystems mit

Planungssystems zentraler Plattform

Abbildung 9 — Strukturen zur Verbindung von Planungssegmenten
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Vielmehr soll durch die Einrichtung einer zentralen PlattformMidglichkeit
geschaffen werden, eine Information méglichst vielen Teilrghrparallel zur
Verfligung zu stellen. Bei netzférmig verbundenen Planungssegmeiitde
eine nicht mehr handhabbare Anzahl an Knoten entstehen. Die eentral
Plattform ist im Rahmen dieser Arbeit als Datenbank zu efeest die

netzwerktechnisch eingebunden ist.

Die Phase der Verbindung zwischen Planungssystemen und Plattfaken in

verteilten Optimierung ist in drei Phasen zu gliedern:

1. die Kontaktphase,

2. die Iterationsphase und schlief3lich

3. die Abschlussphase.

Im Falle einer zentralen Plattform kann das Planungssysiees Segmentes
eine Anfrage oder ein Angebot (im Weiteren mit ,Call* beha&t) zum
Austausch eines Produktes zentral auf der Plattform hinégrleghne mit
einem anderen definierten Planungssegment direkt in Verbindungetem. tr
Liegt nun auf der zentralen Plattform ein Call vor, so missen dime Reihe
von Daten bezlglich des betreffenden Produktes zusatzlich adflat&iorm

hinterlegt werden.

Diese zu spezifizierenden Daten lassen sich in zwei Gruppeiiezintsuf der
einen Seite sind die fixen GroéRen, wie Produktanforderungen und
Spezifikationen usw. zu hinterlegen, auf der anderen Seite éstzdi
optimierende Variable zu definieren. Wie in der Beschreibung de
mathematischen Herleitung erlautert, haben verschiedeneabl&ari eines
Produktes einen unterschiedlichen Wert fiir das jeweiligeuRigssegment. So
kann die Einhaltung eines Eigenschaftswertes in einem Planungsseg
hohere Kosten verursachen als in einem anderen. Dies hamgtden
technischen und marktwirtschaftlichen Mdglichkeiten der Planuggssete

ab.
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Um so wichtiger ist es, entsprechende Produktspezifikatiometewdig und
ausreichend zu definieren. Bei der Verwendung von technischen Paraiseter
es wichtig auf die metrische Einheit und die Analysemethodechien.
Ebenfalls ist es sinnvoll, Informationen zu logistischen Bestwden
anzufiihren. Die Gesamtheit dieser produktbezogenen Informationen sind vo
Beginn der eigentlichen Optimierung auf der zentralen Platttorimnterlegen

und auszutauschen bzw. vor jeder neuen Optimierung wieder zu sikteai

Ist nun mit den beiden genannten Informationsgruppen der Call auf der
zentralen Plattform hinreichend definiert, so kénnen alle mit Rlattform
verbundenen Teilnehmer in ihrem Planungssegment prifen, ob prinzipiell e
Austausch des vakanten Produktes produktionstechnisch und logistisch
moglich ist. Erst dann kann der Call mit einer Antwort - hies Recall
definiert - beantwortet werden. Ist ein positiver Recall gtfoind somit ein
technisch und logistisch realistischer Partner gefunden, éstPtiase der
Kontaktaufnahme abgeschlossen. Der im Rahmen dieser Arbeiiclezites

und in Kapitel 7.2.1 vorgestellte Algorithmus kann mit der Iteregphase

zwischen den beiden Planungssegmenten beginnen.

Ist in der Iterationsphase eine optimale Losung gefunden worddbt, édeden
beteiligten Produktionssystemen vorbehalten, ob die so ermittéseng
akzeptiert wird oder ob eine erneute Kontaktphase zu einem wegeséiven
Recall aufgebaut werden soll. Theoretisch ist es mdglitth eangegangenen
Recalls abzuarbeiten, um diese abschlieBend zu vergleichen.déBe
Abarbeitung mehrer Recalls ist allerdings die notwendige Reehlienn
beachten und individuell zu beurteilen. Mit Beendigung der lteratiosspha
wird im Rahmen der Abschlussphase ein Protokoll zwischen deilidten
Planungssegmenten ausgetauscht, um sicherzustellen, dass tell@gt&e
abschlie3end die gleichen Informationen besitzen. Die Optimidrangglich

des Austausches der betrachteten Komponente ist damit abgssohlos
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Definiert man eine Struktur zur verteilten Optimierung in umigedlichen
Planungssegmenten, so bleibt neben der prinzipiellen Anordnung von
Planungssegment und zentraler Plattform auch die Frage, arewStefie der

in dieser Arbeit erarbeitete Algorithmus implementiert ve@rchuss.

Wie in Abbildung 10 dargestellt, sollte der Algorithmus direktdias LP-
Modell des jeweiligen Planungssystems implementiert werDén.zentrale
Plattform dient lediglich zur Speicherung und Verwaltung der amfdén
Daten. Der Grund fur die direkte Implementierung des Algorithmuas LP-
System ergibt sich aus der Notwendigkeit unmittelbar in deatib@sprozess
des LP-Systems eingreifen zu kénnen. Ein wesentlicher darauserender

Vorteil ist, dass die zentrale Plattform systemunabhangig ist

Planungssystem | Planungssystem I

LP-Modell LP-Modell
der . der
Produktions- Zentrale Produki
planung Plattform roduktions-
planung

= Algorithmus der verteilten Optimierung

Abbildung 10 — Implementierung des Algorithmus zur verteilten @pérung in die

Planungssegmente
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Das bedeutet, dass jedes System Daten auf der zentratdar®l hinterlegen
und abrufen kann, wenn definierte Regeln an die Form der ausgetauschte
Daten eingehalten werden. So kann z.B. die LP-gestitzte Produksionsgl
des einen Planungssegmentes mit der LP-gestlitzten Simulatemzsveiten
Planungssegmentes  zusammengefiihrt  werden. Aus  Grunden  der
Vereinfachung soll jedoch weiterhin von der Verknipfung zweier Byster

Produktionsplanung ausgegangen werden.

Bei der beschriebenen Anordnung von unterschiedlichen Planungssegmenten
mit einer unabhangigen zentralen Plattform ist eine Eeweiy auf eine
groBere Anzahl an verknUpften Planungssegmenten denkbar. Auch wenn in
dieser Arbeit nur beispielhaft das Testsystem mit zwei Plas@ggnenten und

einer zentralen Plattform betrieben wurde, so kénnen prinzipielrere
Planungssegmente ein Angebot auf der zentralen Plattform hgaterl&in
nachfragendes Planungssystem kénnte dann seriell alle verfughagebote
prifen, ggf. den Prozess der verteilten Optimierung startedliaretrechneten

Ergebnisse vergleichen.

VergroRert man die Anzahl der teiinehmenden Systeme, kann m@ier iveeiter
expandierendes Optimierungsnetzwerk entstehen. Die Optimierungeiiber
solches Netzwerk an Planungssystemen verhalt sich dabeichahidim
Nachfrage- und Angebotsschema, d.h. den Marktmechanismem, fegien
Marktwirtschaft. Von volkswirtschaftlicher Bedeutung ist, ssla sich
hinsichtlich einer auszutauschenden Komponente nicht nur ein globales
Optimum zwischen den zwei beteiligten Systemen einstellt, sormties Uber

alle Teilnehmer des Optimierungsnetzwerks geschieht.

Diese Form der verteilten Optimierung soll wegen ihrer Kompiéxiicht
Gegenstand der weiteren Betrachtung sein. Eine derartigacElmg wird

lediglich im Ausblick dieser Arbeit nochmals kurz aufgefgnit
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7.2 Umsetzung der Grundidee der verteilten Optimierung inForm eines
Algorithmus

7.2.1 Darstellung der Funktionsweise des Algorithmus zur vertdien
Optimierung und der Implementierung in ein bestehends LP-
Modell

Wie im Rahmen der Beschreibung der Architektur in Kapitel 7eta2beitet,
ist der Algorithmus der verteilten Optimierung in ein besteheh&eSystem
zu implementieren, um in den interaktiven Optimierungsprozesghensden
Iterationen eingreifen zu kénnen. Da die Darstellung der Funktiossvies
Algorithmus der verteilten Optimierung sich inhaltlich nur schwen der
Beschreibung der Implementierung in ein LP-System trennen Edbtin
diesem Kapitel der Gesamtvorgang einer Optimierung, d.hSysfem und
verteilte Optimierung, anhand eines idealisierten Ablaufes;Hseben werden
(siehe dazu Abbildung 11).

Zur Optimierung eines Produktionsplanes werden die abgebildeten
Restriktionen und Mdglichkeiten, wie in Kapitel 4.3 beschriebats
Nebenbedingungen formuliert. Der im Rahmen des LP-Systemsesmdei
Optimieralgorithmus (z.B. Downhill-Simplex) bendtigt als Grundladje
Daten in Form einer Matrix, so dass ein systemeigenes Rioyrdie

Vorgabedaten in die entsprechende Matrix umbrechen muss.

Neben den Daten des LP-Systems wird entsprechend des Algorittenus
verteilten Optimierung noch vor der ersten Rekursion ein Datéfsatz
bestehend aus Konstanten und Variablen, von der zentralen Plattfalim in

Dateien des betrachteten LP-Systems transferiert.
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LP-SYSTEM 1 ZENTRALE PLATTFORM LP-SYSTEM 2
Startwerte [€--"""""""-77ooooo-d > Startwerte [¢--""""TTooooooo » Startwerte
Aufbau der Aufbau der

Matrix Matrix

Zentrale

Daten
zur
Interface | <--»| verteilten |¢--»| Interface

Ist
Zielfunktion
max.

ist
Zielfunktion
max.

p f Optimier 5
1 Rekursion ung 1 Rekursion
nein / K X
nein
Ja Ja
Report Report Report

Abbildung 11 —Idealisierter Ablauf nach Implementierung der vidiea

Optimierung

Das heil3t wiederum, sollen im Rahmen der Optimierung eines
Planungssegmentes Daten Uber eine zentrale Plattform im &nmverteilten
Optimierung ausgetauscht und so Uber den global optimalen Austausch eine
Ware optimiert werden, dann kann dies aus zwei Griinden erfolgeneiziem

kann ein Planungssegment einen Datensatz neu auf der zentratéorn®la
hinterlegen, zum anderen kann es auf einen bereits vorhandenen Qatensa
antworten. Es ist dabei unabhangig, ob die Ware gekauft odexufewerden

soll. Der Datensatz kann sowohl zu einem Angebot als auch zm &esuch

“¢ Der Inhalt des kopierten Datensatzes wird im nelgehden Kapitel ausfiihrlich
beschrieben.
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einer Ware hinterlegt werden. Wichtig ist bezuglich des Hedeen
Datensatzes, dass die Konstanten der betreffenden Ware mjndefimiert
werden (z.B. als Spezifikation) und entsprechend die zu optimierende
Eigenschaft als Variable mit den geltenden minimalen adeximalen

Grenzen versehen wird.

Im Weiteren soll folgender Fall betrachtet werden, das&R-System Il einen
Datensatz uUber ein Warenangebot auf der zentralen Plattfotenlégt hat und
dessen gezeigte Konstanten einschliellich der Grenzen und der zu
optimierenden Variablen aus Sicht des LP-Systems | almigch moglich

eingestuft wird (siehe auch Anhang 1).

Der Begriff des Transferierens soll nachfolgend im Sinne algemeinen
technischen Ubermittlung von Datensétzen verwandt werden. Dabgt die
Form des Datentransfers stark von derjenigen der zentralefofatb. Im
nachfolgend betrachteten Fall reicht ein Kopierbefehl aus:t ldegzentrale
Plattform in Form einer Datenbank vor, so sind lediglich dissgrechenden

Routinen zum Abfragen und Hinterlegen von Datensétzen zu iestall

Sind sowohl die urspringlichen Basisdaten des LP-Modells, alsd@i€raten
von der zentralen Plattform transferiert worden, werden diesdia zur

Optimierung notwendigen Matrix umgewandelt.

Der Optimieralgorithmus des LP-Systems | versucht nun den gehiins
Extremwert der Zielfunktion zu ermitteln. Dies geschieht dief in Kapitel
4.3.2 beschriebene Weise, bis die erste Rekursion abgesahliss. Bei der
darauf folgenden Rekursion wird der Optimieralgorithmus versuchen, das
Ergebnis der Optimierung hinsichtlich der Zielfunktion zu verbessern.
Zwischen diesen beiden Rekursionen findet allerdings eine Besomndalte

die in gangigen LP-Systemen sehr verbreitet ist: Eigeftechalie sich nicht
linear abbilden lassen, werden nach jeder Rekursion lber ein songena

,Simulating-Interface’ in einen externen Programmteil Ubertmadeerechnet
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und in die Matrix zurickgegeben, um wieder in die néchste Rekursion der

Optimierung einzuflielBen.

An genau dieser Stelle setzt der Algorithmus der verteilfgim@®erung wieder

an: Es wird der fir die Kommunikation mit der zentralen Plattfoatwendige
Datensatz, der auch vor der ersten Rekursion transferiert wuielder zur
zentralen Plattform zurtickgegeben. Der Inhalt dieses Datessat#spricht

nun nicht mehr dem urspringlichen, sondern dem eines im LP-Systam | i
Rahmen einer Rekursion optimierten Datensatzes. Nach erfolgtem
Datentransfer zur Plattform wird der Optimieralgorithmus desSystems |
solange gestoppt, bis ein neuer, vom LP-System Il modigziddatensatz

zurucktransferiert wird.

Wahrend so das LP-System | nach Durchlauf einer Rekursion und nach de
Transfer eines optimierten Datensatzes in einer Warteposigrbleibt, prift
das LP-System Il, welches den urspriinglichen Datensatz in atitrale
Plattform gestellt hat, ob der veroffentlichte Datensatk sgrandert hat. Ist
dies im Rahmen der Optimierung des LP-Systems | erfolgirkennt das LP-
System Il diese Verdnderung durch periodische Abfrage eiriggefs. Das
LP-System Il kann sich nun in zwei méglichen Zustéanden befindemweter

ist der Optimieralgorithmus des LP-Systems Il noch nichiagees$ oder dieser
befindet sich wie die Optimierung des LP-Systems | zwischeri zw
Rekursionen. Im ersten Fall wird der aus der zentralen Platti@nsferierte
Datensatz noch in die Basisdaten des LP-Modells implementiarglann in
eine zu optimierende Matrix umgewandelt zu werden. Im zweitknviFd der
Datensatz mit Hilfe des Simulating-Interface von der z&@rirRlattform direkt

in die Matrix des LP-Systems Il transferiert. Dabeidist direkte Transfer der
Daten in die Matrix wichtig, d.h. diese wird wahrend eingsti@ierung
bewusst verandert, da zwischen den einzelnen Rekursionen kein erneute

Umsetzung der Daten in die notwendige Matrixform erfolgt.
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Als Anmerkung lasst sich formulieren, dass entsprechende Ted&ahmen
dieser Arbeit gezeigt haben, dass die betrachteten Variabtkar Matrix beim
Start nie einen Wert haben dirfen, allen Konstanten hingegearigimWert

zugeordnet sein muss.

Ist nun dieser Datentransfer in die Matrix des LP-Systdnabdeschlossen,
erfolgt eine Rekursion im LP-System I, d.h. eine Optiomer der Matrix mit
veranderten Daten. Danach findet der gerade beschriebarati@asfer in
umgekehrter Richtung statt. Mit dem Eintreffen des Datersatzdas in der
Optimierung gestoppte LP-System | kann somit eine erneute $tekur
erfolgen. Daraus ergibt sich ein wechselseitiger Optinoegss sowohl
innerhalb als auch zwischen den beiden beteiligten LP-Sgate§omit wird
die globale Optimierung Uber die betrachtete betrachteten Elgghsmter
Beteiligung beider LP-Systeme durchgefiihrt; es kommt zur gewigmscht

verteilten Optimierung.

Eine Wiederholung der beschriebenen Rekursion findet solange statliebi
Zielfunktion in ausreichendem Mal3e erfullt worden ist. Das bedeldass im
Algorithmus der beteiligten LP-Systeme ein Kriterium zum Abbrwter
beschriebenen Rekursionen definiert werden muss. Dieses Kritdunm
zweierlei Form haben: Zum einen kann die Optimierung nach einemalan
Anzahl an Rekursionen beendet werden (in der Praxis sind sshemi 20 und

50 Rekursionen), zum anderen kann aber auch eine Toleranz hinsichtlich de
Gleichheit zwischen den Ergebnissen zweier aufeinanderfolgender
Rekursionen definiert werden. Sind die Anderungen des in der Zielfurstion
optimierenden Parameters zwischen zwei aufeinanderfolgendensikaleur
klein genug, wird davon ausgegangen, dass das LP-System gegesutate
Ldsung konvergiert. Die Optimierung ist damit beendet. Abweidhe®n dem
Abbruchkriterium bei autarken Systemen ist es wichtig, des©dtimierung

der beteiligten LP-Systeme so beginnt, dass mit Vollendung edgen
Rekursion des einen LP-Systems unmittelbar die erste Optimgedes

zweiten LP-Systems beginnt. Ferner ist bei verteilt optiemiden Systemen
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darauf zu achten, dass die Anzahl der Rekursionen zuvor defwveerder
Optimierung beiden beteiligten Systemen bekannt wird und die Ardeahl
Rekursionen bei beiden Systemen gleich ist. Der Grund fur diese
Ubereinstimmung ist, dass ein Datenaustausch zwischen den ainzelne
Rekursionen zwischen den beteiligten LP-Systemen stattfindeét. die
Optimierung des einen LP-Systems friher abgeschlossen alegli@nderen,

fehlt der ,Gegenspieler* in diesem Optimierprozess.

Aus Sicht der beiden beteiligten LP-Systeme und des Alganghmer
verteilten Optimierung stellt die zwischen den Systemen zimwgrende
Variable eine Gleichung dar, deren Veranderung einer Deckurmggfseit
anderung gegenubersteht. Das heifl3t, die Zielfunktion stellt eatieematische

Funktion in Abhangigkeit der zu optimierenden Variablen dar.

Die absolute Veranderung des Deckungsbeitrages wird in der ltegrtei
Optimierung zwischen den Systemen ausgeglichen. Damit urg@istlsich
diese Variable nicht von den originalen Variablen, die aus den
Nebenbedingungen des LP-Systems resultieren. Aus Sicht des
Optimieralgorithmus des LP-Systems ist auf Grund der Tatsaldss der
Algorithmus wéhrend der externen Optimierung unterbrochen wird, kein
Unterschied zwischen den internen und den aus der verteilten Enpingi
resultierenden Gleichungen zu erkennen. Allein diese Tatsaotiglaht es

dem LP-System eigenen Algorithmus, dass es einen systenaxte
funktionalen Zusammenhang als einen systeminternen erscheirstnuméis

diesen Uber alle Funktionen gleichermalf3en optimiert.

Ein wesentlicher Aspekt, der die Funktionsweise der vemei@ptimierung
charakterisiert, ist die Bedeutung von Variablen und Konstanten in den

beteiligten Matrizen. Nachfolgend soll kurz darauf eingegangerden.

Wie bereits beschrieben, setzen sich die Gleichungen und timghgien eines

LP-Systems u.a. aus Variablen und Konstanten zusammen. DiabMa
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konnen dabei im Rahmen der Optimierung zum Erreichen der Ziabbankt
verandert werden. Die Konstanten dagegen bleiben wéahrend des
Optimieralgorithmus des LP-Systems unverédndert und sind vor detnd8sa
Optimiervorganges zu definieren. Das wiederum bedeutet,imlaks Matrix,

die vor jeder Optimierung erzeugt wird, sowohl variable alshakonstante
Elemente enthalten sind. In der beschrieben Funktionsweise desti#igus

der verteilten Optimierung ist es allerdings notwendig, dasd\ert in der
Matrix, der in der Einzeloptimierung als Konstante definieorden ist, mit
demjenigen der Variable des zweiten LP-Systems UberschriebgnDaraus
ergibt sich, dass ein zuvor wahrend des Optimierungsprozesses
unbeeinflussbarer Wert im Rahmen der verteilten Optimierungchen den

einzelnen Rekursionen gelesen und tberschrieben wird.

Als Beispiel dafir soll die Optimierung des Schwefelgebadimes zwischen
zwei Systemen auszutauschenden Zwischenproduktes dienen. Eine iskennt
die sich durch Testlaufe im Rahmen dieser Arbeit ergebenshatlass die in
der Optimierung zu bestimmende Eigenschaft einen Startwedtzdresnul3.
Betrag und Vorzeichen des Startwertes haben auf das Endergeimes k
Einfluss, lediglich die Anzahl der zur Optimierung notwendigen Rékues
kann mit dem Startwert variieren. Mit diesem Startwiariesem Fall der des
Schwefelgehalts, wird die daflir vorgesehene Konstante des l@h8ystems
noch vor der Umsetzung in die Matrix mit dem Startwert bel@egt.Grund fur

den Einsatz einer Konstante ist, dass das erste LP-Systtiglich die
Auswirkungen auf die Zielfunktion — hier den Deckungsbeitrag — berechnet
nicht aber den Schwefelgehalt des zugekauften Zwischenproduktes verander
Diese Aufgabe obliegt lediglich dem zweiten verkaufenden LRe8ysNach
Erzeugen der Matrix und der ersten Rekursion wird der Schwefatitedem
ermittelten Delta des Deckungsbeitrages (Delta DB) an wa#ez LP-System
Ubermittelt. Im zweiten, dem verkaufenden LP-System &t loetrachtete
Schwefelwert allerdings als Variable definiert und kann uniabdziehung
des Delta-DB’s des ersten Systems und der eigenen Zielfunk#orert

werden. Testreihen haben ergeben, dass diese Variablerwin keinen
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Startwert haben darf, sondern vom Optimieralgorithmus des eawéiP-
Systems selbstandig bestimmt werden muss. Der Kkorrigietevedelwert
inklusive des entsprechenden Delta-DB’s des zweiten Systemsnibereits
beschriebener Weise Uber das Simulating-Interface Uber dialeeRtattform

an das erste LP-System transferiert. In die Matrix deterrLP-Systems geht
dieser neue Schwefelwert allerdings wieder als Konstantendider das erste
LP-System abermals die damit verbundene Deckungsbeitragsanderung
berechnet.

Die Werte von Konstanten in einer Matrix zwischen zwei Rekursiandesen
und zu Uberschreiben ist somit Grundvoraussetzung bei der Umsetzung der
verteilten Optimierung. Eine schematische Darstellung des ledschriebenen

Datenaustausches ist dem Anhang 1 zu entnehmen.

7.2.2 Entwicklung des Algorithmus zur verteilten Optimierung

Aufbauend auf die im vorangegangenen Kapitel beschriebene Funktiomsweis
und basierend auf dem dargestellten Ablauf der verteilggimi@rung soll nun

der eigentliche Algorithmus schrittweise beschrieben werden.

Um die in Kapitel 8 beschriebenen empirischen Untersuchungen durchfihren
zu konnen, wurde der nachfolgend beschriebene Algorithmus im Rahmen
dieser Arbeit in VISUAL BASIC umgesetzt. Diese Form démsetzung
resultierte daraus, dass die Daten zum LP-Modell in Ekabeéllen vorlagen

und sowohl diese Tabellen als auch das LP-Systems selbst u@ieOBOFT
betrieben wurden. Allerdings soll die Beschreibung des Algorithmus
unabhangig von der Programmiersprache in einem Pseudocode erfidgen,
zum einen der Schwerpunkt dieser Arbeit nicht auf der Programmiemmeg
Algorithmus liegt und zum anderen sollte der Algorithmus unabhangig von

einer spezifischen Programmiersprache formuliert werden.
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Der Algorithmus soll nachfolgend auf Basis des in Anhang 1 gereig
Ablaufs exemplarisch dargestellt werden.

Es seien zwei LP-Systeme aus dem Bereich der Produktionsplanung von
Raffinerien gegeben. Sowohl das LP-System 1 als auch das Lét¥Syst
verwenden das LP-System PIKMSZur Vereinfachung werden die beiden
Planungssysteme mit PIMS 1 und PIMS 2 bezeichnet. PIMS 1 ist im
nachfolgenden Beispiel als kaufendes, PIMS 2 als verkaufendsenByu

verstehen.

So weist PIMS 2 ein Zwischen- oder Hauptprodukt aus, welchesldtir
Verkauf geeignet und ausreichend innerhalb der beteiligten Playsterse
spezifiziert ist. Das bedeutet, dass im LP-Modell geegm@atenmaterial
vorliegt, um die Produkteigenschaften des zu verkaufenden Prodgdigmet

zu beschreiben. In der Praxis liegen beim Verkauf von Halb- und
Fertigfabrikaten detaillierte Produktspezifikationen vor, dieerirHandel
moglich machen, ohne das betreffende Produkt zuvor verarbeltabea. Die
Produktspezifikation enthélt Grenzwerte von definierten Produkteigaftsoh
inklusive der Angabe zu den entsprechenden Prifmethoden. Beispielhaft
konnen Eigenschaften wie Dichte, Siedebereich, Aromateanzd- und

Schwefelgehalt genannt werden.

Es ist darauf hinzuweisen, dass die Auswahl des Produktes weder
Planungssystem noch mittels des Algorithmus der verteilten @pting
automatisch erfolgen kann. Mit Hilfe eines LP-Systems kidnlesliglich
Zwischen- oder Hauptprodukte ermittelt werden, die sich fir derkavé
eignen, in dem Sinne, dass das betreffende Produkt nicht odertaumdam

vermuteten Marktwert produziert und ggf. weiterverarbeiied.w

Vor dem Austausch von Datensatzen mit der zentralen Plattform i

Verbindung mit dem Algorithmus der verteilten Optimierung ist

47 PIMS von der Firma ASPENTECH - Houston, USA
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sicherzustellen, dass beide LP-Systeme eine vollstandgémierung
durchlaufen haben. Dies ist aus zwei Grinden wichtig: Einerstianhand

des Ergebnisreports ein Zwischen- oder Fertigprodukt erkennbachesel
ausgetauscht werden kann und andererseits ist ein Basis-Decktragsheh.

ohne Austausch von Produkten notwendig. Mit jeder Rekursion in dem
Algorithmus der verteilten Optimierung kann so die entsprechendeveela
Deckungsbeitragsanderung, die zur Ermittlung des globalen Optimums

notwendig ist, bestimmt werden.

Im nachfolgenden Beispiel eines Algorithmus zur verteilten Optinnig stellt
der Preis des Produkteslie Variable dar. Die zu maximierende Zielfunktion
ist der Gesamtdeckungsbeitrag Uber die beteiligten LP-SyseaePIMS 2
bildet das verkaufende und PIMS 1 das kaufende LP-System ab:

Der erste Schritt nach Auswahl déoduktes i ist das Kopieren der
Produktspezifikation i vom PIMS 2 in die zentrale Plattform.

Copy (Produktspezifikation i) von (PIMS 2) nach
(zentrale Plattform)

Gleichzeitig wird ein Trigger auf der zentralen Plattforaf den Betrag [1]
gesetzt, um kenntlich zu machen, dass der Datensatz noch memkeeiteren
System verandert wurde. Solange dieser Trigger den Betrdwm{lYerbleibt
PIMS 2 in einer Warteschleife (hierbreaktime). Im Rahmen der
durchgefuhrten Tests wurde die zentrale Plattform durch einel-Eabelle

realisiert. Im Gegensatz zu einer Datenbank kann eine Exatx@H€ nicht von
zwei Usern gleichzeitig gelesen und gespeichert werden. Befgidh die
zentrale Plattform im Eingriff vom PIMS 1, kann PIMS 2 niciit vollen

Umfang - inklusive der Fahigkeit zu speichern - auf die aéntPlattform

zugreifen. Es ist zu prufen, ob die zentrale Plattform veritigha
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Far PIMS 2 gilt:

Setze trigger=1

While trigger=1 or (zentrale Plattform) nicht
verfligbar
Do wait breaktime

In dem kaufenden Planungssystem, welches von dem LP-Systei®@ PIM
optimiert wird, ist analog zum Planungssystems 2 das in deralmmtr
Plattform zu suchende Produkt zu definieren. Ahnlich dem PIMS$a kaim

PIMS 1 die autarke Optimierungsrechnung dem Planer Aufschlussiabrt d

des gesuchten Produktes geben. Aus der Definition des zu suchenden

Produktes ist eine damit verbundene Mindestspezifikation abzuleite

Ist die auf der zentralen Plattform hinterlegte Produktfigation innerhalb

der im PIMS 1 definierten Mindestanforderungen, so wird der vom
Planungssystem 2 hinterlegte Datensatz von der zentraleforffain die
Tabelle des LP-Systems 1 transferiert, vom Simulatingfade gelesen und in

die Matrix des PIMS 1 gebracht. Ist dieser Datentransfegsaiidpssen, wird

der Optimieralgorithmus des LP-Systems 1 gestartet. DidiéSnach dem
geeigneten Produkt und den damit verbundenen Datensatz in der zentralen
Plattform ist nun beendet, d.h. die Phase der verteilptimi2rung beginnt.

Far PIMS 1 gilt:

i=1
while i <> NIL ori<>0do
begin
Copy (Produktspezifikation i) von (zentrale
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Plattform) nach (PIMS1)
if  (Produktspezifikation i) innerhalb
(Mindestanforderung)

then begin
copy (datensatz i) von (zentrale
Plattform) nach (PIMS 1)
start LP-Optimierung
exit
end
else i:=i+1

end

Nach der ersten Rekursion wird das Simulating-Interface (Sijeaufien.
Damit werden Excel-Tabellen gestartet, in denen wiederum ben deffnen
selbstaktivierende Makros aktiviert werden, die den in der vegarmgenen
Rekursion berechneten Wert der Eigenschaft ,Preis’ aus demndles PIMS1
herauslesen und in eine Tabelle mit dem Namen OUTPUT_DAT _Zkilsehr
Das Kopieren von Daten aus der Matrix des LP-Systems inTainelle ist mit
den ublichen Makrobefehlen eines Tabellenkalkulations-Programmscmdgli
wenn die Matrixadressen der auszulesenden Daten bekannt undrtsfird.
Die fur den Austausch relevanten Daten bestehen aus dem aterter zu
optimierenden Eigenschaft (ITEM_PIMS) und aus der Deckungsbeitrags
anderung (DELTA _DB1), die sich aus der abgeschlossenen Rekergibh

Die Tabelle OUTPUT_DAT_1 muss schlie3lich aus Griinden der ttiigteit
in die Tabelle TRANSFER_DAT und diese wiederum zur zentralatifédm
kopiert werden. Ist dieser Vorgang abgeschlossen, wird dggérriin der
zentralen Plattform auf den Wert O (,Null*) gesetzt, um daneiten LP-

System PIM 2 zu signalisieren, dass ein verandert@mBatz existiert.

Die entsprechende Umsetzung in Form eines Algorithmus lassifigicdas

PIMS 1 wie folgt formulieren:
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when open Sl-File
do begin
schreibe (ITEM_PIMS, DELTA_DB1)
von (MATRIX_1) nach (OUTPUT_DAT_1)
copy (OUT_DAT_1) nach (TRANSFER_DAT)
copy (TRANSFER_DAT) nach (zentrale
Plattform)
setze Trigger =0
end

Die erste Rekursion im System der verteilten Optimierung sisinit
abgeschlossen. Das LP-System 1 verbleibt in einer Wartdechbés der
Trigger wieder den Wert [1] annimmt und damit signalisierssddie Daten
der Datei INPUT_DAT auf der zentralen Plattform verandeniden.

Far PIMS 1 gilt:

While trigger = 0 or (zentrale Plattform) nicht
verfligbar
Do wait breaktime

Das LP-System 2 ist wahrend der zuvor beschriebenen RekursiobPdes
Systems 1 in einer Warteschleife verblieben. Erst dammnvsich die Datei
INPUT-DAT auf der zentralen Plattform nicht mehr im Eingdés PIMS 1
befindet und der Trigger den Wert O (,null*) hat, wird die DaMiPUT_DAT

in das LP_System 2 kopiert.
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Far PIMS 2 gilt:

While trigger = 1 or (zentrale Plattform) nicht
verfligbar
Do wait breaktime

Copy (TRANSFER_DAT) nach (INPUT_DAT_2)

Analog zum PIMS 1 wird nach Beendigung des Kopiervorganges der
Optimiervorgang des PIMS 2 gestartet. Ebenso wie beMSP1 wird auch
beim PIMS 2 nach einer abgeschlossenen Rekursion das Simuteirfgee
gestartet. Wiederum werden in bekannter Weise die ermittéfterte fur die

zu optimierende Eigenschaft ITEM_PIMS und die nach der abgesehks
Rekursion zu ermittelnde Deckungsbeitragsanderung DELTA_DB2 zwischen
der letzten Rekursion gh und der vorletzten Rekursiong(nl) aus der
MATRIX_2 in die Tabelle OUTPUT-DAT _2 geschrieben. Diese ébatird
wieder in das Format der auszutauschenden Datei TRANSFERDAT DA
gebracht und in die zentrale Plattform kopiert. Auch hier wird nach
abgeschlossenem Kopiervorgang der Trigger abermals auf derd\W{eull®)

gesetzt.

Start LP-Optimierung
when open Sl-File
do begin
schreibe (ITEM_PIMS, DELTA_DB?2)
von (MATRIX_2) nach (OUTPUT_DAT_2)
copy (OUTPUT_DAT_2) nach (TRANFER_DAT)
copy (TRANFER _DAT) nach (zentrale
Plattform)
setze Trigger =0
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end

Das LP-System 2 verbleibt wieder in bekannter Wartegehlei

While trigger =1 or (zentrale Plattform) nicht
verflgbar
Do wait breaktime

Bei der nachsten Abfrage des Triggers von PIMS 1 beginnt waitere

Rekursion in beschriebener Weise.

Die Abbruchbedingung fir den beschriebenen rekursiven Algorithmus der
verteilten Optimierung ist vor der Optimierung und fur beide iligtien LP-
System gleich vorzugebena(s ng). Zwar besteht generell in LP-Systemen die
Mdoglichkeit den Abbruch der Optimierung so zu definieren, dass hkei de
Unterschreitung einer vorgegebenen Deckungsbeitragsanderung zwiseten zw
aufeinanderfolgenden Rekursionen und bei Erfullung aller formulierten
Gleichungen die Optimierung beendet wird. Optimieren jedoch im Ratleren
verteilten Optimierung zwei LP-Systeme wechselseitigessnotwendig, dass
beide LP-Systeme die gleiche Anzahl an Rekursionen durchzufiihren haben,
um auszuschlieBen, dass eines der beiden LP-Systeme die @Qpigridereits
beendet hat, bevor das zweite zu einer Losung gekommen ist.déoAszahl

der Rekursionen fest vorzugeben. Wichtig ist eine GréRenordnung zenwahl
die beiden LP-Systemen eine realistische Mdglichkeit gilg, @ptimum zu
erreichen. Allerdings sollte die Anzahl der Rekursionen aucht g hoch
sein, da die Rechenzeit sich je nach Umfang der beteillgtatelle und der
Leistungsfahigkeit der eingesetzten Rechner um ein VielfaoteefRekursion
erhéhen kann. Im Rahmen der empirischen Untersuchungen mit thlteer
Optimierung haben sich 50 Rekursionen als sinnvoll erwiesen.aEsid¢h

gezeigt, dass sich aufgrund des asymptotischen Charakters ggdmiErnur
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marginal andert, wenn das endgultige Ergebnis bereits deutlibkrfals bei

der 50. Rekursion gefunden wurde. Eine Optimierung tGber 50 Rekursionen ist
in keinem der untersuchten Falle notwendig gewesen, daysiesBe, die bis

zur 50. Rekursion ermitteln konnten, auch mit einer hoheren Anzahl a

Rekursionen zu keiner Losung gekommen wéren.

Die gezeigte Form des Algorithmus der verteilten Optimierdrente als
Anhalt zur praktischen Umsetzung. Auf die Beschreibung der Uorsgtzird
im Kapitel 8 naher eingegangen. Ferner werden in den nachfolg&aghiteln
die Ergebnisse empirischer Tests darstellt und die daraus tedtenit
Mdoglichkeiten und Grenzen des aufgezeigten Algorithmus in der Praxis

beschrieben.



83

8 Ergebnisse empirischer Untersuchungen bei Umsetzungedverteilten

Optimierung und daraus resultierende Moglichkeiten und Genzen

8.1 Darstellung der Untersuchungsergebnisse in Bezug auf den
praktischen Einsatz der entwickelten Software-L6sung

In den vorangegangenen Kapiteln wurde der Grundgedanke der verteilten
Optimierung vorgestellt; es wurde die Architektur, der Aufleenes Systems
der verteilten Optimierung erortert und schlief3lich ein Algorithrerarbeitet,

der als Vorlage zur Umsetzung des erarbeiteten Ansatzd@s die

Nachfolgend wird die praktischen Umsetzung der in Kapitel 2tgbeiteten
Algorithmusvorlage dokumentiert und ausgewertet. Die Ergebnisse de
empirischen Untersuchungen mit dem System der verteilten @pting
hinsichtlich der Mdglichkeiten und Grenzen werden abschlieRend réndmi

zusammengefasst.

Zur Umsetzung der in Kapitel 7.1.2 beschriebenen systemseitigendigen
Architektur wurden zwei LP-Systeme der Firma ASPENTECH oaer
Bezeichnung PIMS inklusive eines entsprechenden LP-Modells ndeeAls
zentrale Plattform diente eine auf einem Server hintierlétxcel-Tabelle.
Beide PIMS-Systeme wurden auf zwei getrennten Rechnernlierstand
Uber ein LAN-Netzwerk mit dem Server und der dort gespeichedrtralen
Plattform verbunden. Die auf Excel-Tabellen basierenden FByt$eme
wurden um den im vorherigen Kapitel beschriebenen Algorithmus enveit
Die Umsetzung des Algorithmus erfolgte in Visual-Basic, une @roblemlose
Handhabung der PIMS-internen Excel-Tabellen gewahrleisten zu kohaen.
Griinden der Homogenitét und zur Vereinfachung wurde die zentratfofPhat
ebenfalls als Excel-Tabelle angelegt. Der Einsatz ddag¢enbank als zentrale

Plattform ist fur einen Einsatz in der Praxis aufgrund degriffazeiten und
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des bei vielen Systembenutzern hohen Datenaufkommens generell zu
empfehlen. Fir den Testfall stellte sich allerdings elixeel-Tabelle als
ausreichend dar. Der Aufwand zur Programmierung einer Datenistekden
Nutzen nicht gerechtfertigt, da die Ergebnisse durch den Eiesetz simplen

Excel-Tabelle unverandert bleiben.

Wie bereits beschrieben besteht ein LP-System im Wedweniliaus zwei
Teilen. Einerseits ist ein Solver inklusive verschiedeA&orithmen zur
Optimierung der Matrix eingebettet in eine Bedieneroberflaubisvendig,
andererseits ist ein Modell als Abbild des zu optimierenden Pngble

erforderlich.

Fur die empirischen Untersuchungen wurde ein Modell der Erdol-Radfine
Emsland GmbH (Deutsche BP AG Lingen) als Ausgangsmodell gewaéhlt.
Dieses Ausgangsmodell wurde in zwei spezifische Modelle unmgiaita
Beide sind in der abgebildeten Raffineriestruktur gleich, Anisnahme des
Anlagenteils ,Cyclohexan-Anlage“. Ohne naher auf den techniséldéipau

einer solchen Anlage einzugehen, ist in diesem Zusammenharyiicledi
wichtig, dass in dem untersuchten Modell die Cyclohexan-Anlaged® zu
Cyclohexan umwandelt unter Einbeziehung von Energie und Wasserstff. Da
Modell des LP-Systems | stellt die Versorgung der Cyclohéx@dage zu
einem Teil aus eigenproduziertem Benzol und zu einem zweitenatisil
zugekauftem Benzol dar. Die maximale Einsatzkapazitat detoldcan-
Anlage wurde mit 20 Tonnen pro Stunde (= t/h) definiert. Es wurde keine
Mindestauslastung der Anlage angenommen. Die Eigenbenzolmenge wurde
mit der unteren Grenze von 7 t/h und einer oberen Grenze von 10 t/h
angegeben. Die Zukaufsmenge konnte zwischen 0 t/h und 13 t/h vaiideren.
Cyclohexan-Preis wurde als konstant und nicht mengenabhéangig gestaffelt

festgelegt.

Das Modell des LP-Systems Il entspricht mit Aushnahme dedoGgxan-

Anlage und dem Preis-Erlés-Szenario dem Modell des LP-SysteDis Im
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LP-System 1l modellierte Cyclohexan-Anlage kaausschlief3lichaus dem
Eigenbenzol versorgt werden, ein Zukauf ist nicht mdoglich. Die
Anlagenkapazitaten wurden mit O t/h bis 10 t/h gewéhlt. Das eigenjecdeuz
Benzol kann innerhalb der Anlagengrenzen zum Verkauf zur Verfliigung

gestellt werden.

Fasst man die LP-Systeme | und Il zusammen, so kann Benzol ReBydtem

Il an | verkauft werden, um unter Ricknahme der Produktion im L$e8yll
die Cyclohexan-Anlage des LP-Systems | Gber das Mal3 dampgmpuzierten
Benzolmengen hinaus auszulasten. Als Aufgabe soll somit dieefde b.P-
Systeme in der Summe deckungsbeitragsoptimale Verarbeitungsmenge
Benzol ermittelt werden. Das System der verteilten Optinmig kann den Ort
(wo das Cylohexan produziert werden soll) und die Menge (wie vielean

jeweiligen Standorten produziert werden soll) frei optimieren.

Unter dem Ausdruck ,Preis-Erl6s-Szenario* sollen im FolgendenPdiése

aller im Modell zugekauften Produkte sowie die Erlose aller irodéM
verkauften Produkte zusammengefasst werden. Das Preis-Ediariozder
beiden an den empirischen Untersuchungen beteiligten LP-Systerde von

einem gemeinsamen Szenario abgeleitet und dann um 0-5% nach dem
Zufallsprinzip einmalig verandert, um zwei &hnliche, abertrgtéiche Preis-
Erlés-Szenarien zu erzeugen. Die so konstruierten Szenariearbleb allen
Untersuchungen gleich. Grundséatzlich kann der Algorithmus deeikent
Optimierung auch bei Gleichheit der verwendeten Preis-Erléaesien
angewandt werden. Jedoch sind die Untersuchungsergebnisse nur wenig
aussagekréftig, da eine Interaktion zwischen den beteiligtenlMoadecht auf
direkte wirtschaftliche Vorteile, sondern allenfalls auinee technisch
gunstigere Verarbeitungsmadglichkeit abzielt. Grade der diffarde Wert
verschiedener Komponenteneigenschaft in einem Planungssystem (
weiteren: innerer Wert) soll in den nachfolgend beschriebenen

Untersuchungsergebnissen herausgearbeitet werden.
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Um die Funktionsfahigkeit des Ansatzes der verteilten Optimgrunter

Berlcksichtigung des in Kapitel 7.2.2 dargestellten Algorithmus z

untersuchen, wurden im Rahmen dieser Arbeit praktische Unterswrhung

durchgefuhrt. Diese Untersuchungen wurden in 4 Phasen unterteilt:

Phase I:

Phase II:

Phase IlI:

Phase IV:

Testen der Funktionsféhigkeit der beteiligten LPeBystals
autark optimierende Systeme ohne Einbindung in die

Architektur der verteilten Optimierung.

Verifizieren des korrekten Datenaustausches zwiscles
beteiligten LP-Systemen und der zentralen Plattform ohne

Durchfiihrung von Optimierungungsrechnungen.

Testen des grundsatzlichen korrekten Ablaufs einer
vollstandigen Optimierung (wie in Kapitel 7.2.1 beschrieben)
unter der speziellen Beachtung der im Algorithmus genannten

Start- und Abbruchbedingungen.

Verhalten der beiden beteiligten Solver im Rahmen d
verteilten Optimierung im Hinblick auf verschiedene
Funktionsverlaufe und Ermittlung der sich daraus ergebenden
Moglichkeiten und vor allem der Grenzen des in dieser Arbeit

erarbeiteten Ansatzes.

Sieht man das System der verteilten Optimierung als Gegsteitg so kann

im Rahmen von empirischen Untersuchungen die Startsituation, deeh

eingesetzten LP-Modelle, Mengen, Produktqualitdten, Preis-Edésarien

usw., untersucht und systematisch variiert werden. Die durcOpmtienierung

ermittelten Ergebnisse werden anschlieRend analysiert und itintpi2a die

beschriebene  Architektur des Optimierungssystems aus mehreren

Komponenten (Planungssysteme, zentrale Plattform, implemtentie

Algorithmen usw.) besteht, wurden zunéchst die Einzelkomponenten und dann
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das Gesamtsystem analysiert. Zur Umsetzung dieser komponeigenw
Betrachtung wurden zwei Objekte in die bereits in Abbildung 9 gezei
Systemarchitektur implementiert (siehe dazu Abbildung 12). édste ist ein
auf der Programmiersprache VISUAL BASIC basierender \iigwer die
Betrage  ausgewadhlter  Variablen zwischen den abgeschlossenen
Rekursionsschritten darstellt. Die Programmierung des Viegadts dazu bis
in den Algorithmus der verteilten Optimierung hinein. Das zweite
Testzwecken installierte Objekt ist ein auf einer Excdbdlle basierender
Testsimulator. Mit Hilfe dieses Simulators kann das Verhaliges
Planungssystems Il kontrolliert simuliert werden. Das bedeuta$s das
Planungssystem Il von der zentralen Plattform getrennt undedgsifulator
eingeftigt wird. Inhaltlich wird der Testsimulator bei der nalgdnden

Beschreibung der Testphase IV ndher erlautert.

Planungssystem | Planungssystem I
LP-Modell
(Fj)erd i LP-Modell
roduktions-
planung der Produkt-
Zentrale tionsplanung
Plattform

Viewer

Testsimulator

= Algorithmus der verteilten Optimierung

Abbildung 12 — Implementierung eines Viewers und eines Testsimulators zur

komponentenweisen Austestung
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Zu Phase | - Testen der Funktionsfahigkeit der beteigiten LP-Systeme:

Bevor die LP-Systeme in die Architektur der verteilten Opinmg sinnvoll
eingebunden werden konnen, ist sicherzustellen, dass didighete LP-
Modelle im autarken Fall zu einer lokal optimalen, feasiblen Logongmen.

Dazu sollten folgende Faktoren erflillt sein:

- Die autarke Optimierung kommt innerhalb von maximal 20 Iterationen
zur Losung. Eine hohere Anzahl an lterationen wuirde bei den
verbreiteten Modellen auf einen zu kleinen Losungsraum schlie3en
lassen. Dieser kleine Losungsraum wirde im Rahmen der ligartei
Optimierung nochmals eingeschrankt, so dass die Anzahl der zur
Losung des Systems notwendigen Iterationen nicht mehr rezdistis
handhabbar sind.

- Die Zielfunktion der in dieser Arbeit betrachteten Modellenltste
immer den zu maximierenden Gesamtdeckungsbeitrag dar. In der
autarken LOsung der beteiligten Modelle sollten die Ergebnisse (hi
Deckungsbeitrage oder DB) in einem realistischen Rahmen Sein.
kann es durch die ungiinstige Wahl der in das Modell einflieRenden
Parameter der Fall sein, dass Gleichungen entstehen,ndie siark
nichtlinearen Charakter aufweisen. Auch ausgereifte Solveneoin
diesem Fall ein lokales Optimum als Losung ausweisen. Dexa&i
eines derartigen LP-Modells in die Architektur der verteilten
Optimierung kann zu stark verfalschten Ergebnissen fiihren. In den
durchgefuhrten Tests zeigte sich in einem derartigen Fa§ adufgrund
der veranderten Startlésung im Falle der verteilten Optimiekey
lokales Optimum mehr auftrat. So wurde der verteilt optimiEat
grundsatzlich deutlich besser, als der autarke Fall, zuagroben
Fehlern bei der Berechnung des ,Delta-DBs" fuhrte. Eine korrekte
Berechnung des zum Basisfall wirtschaftlich sinnvollen Austmssc

der optimierten Komponente kann nicht erfolgen.
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- Aus den Tests mit den zunachst autark optimierenden LP-Modellen
zeigte sich ebenfalls, dass die Variablen, die im Rahmeredteilten
Optimierung variiert werdéfi nicht nur modelltheoretisch, sondern
auch praktisch alle Werte innerhalb des gesamten Definitiozishes
annehmen koénnen. Das bedeutet, dass in den beteiligten Modellen i
autarken Optimierungen die als minimal bzw. maximal definierte
Cyclohexan-Produktion zu Testzwecken erzwungen werden muss. Es
ist sicherzustellen, dass diese Grenzen technisch, wenn aumh unt
EinbuBen hinsichtlich des Gesamtdeckungsbeitrages, von der
betreffenden Variablen des Modells angenommen werden kann.
Gleiches gilt bei den Mengenvariablen Benzolzukauf, Benzol-
Eigenproduktion und Benzolverkauf. Beispielhaft zeigte sich in den
durchgefuhrten Tests, dass sowohl im autarken wie im verteilt
optimierten Fall trotz augenscheinlich wirtschaftlicher Vdetén dem
betrachteten Modell die rechnerisch Zu produzierende
Cyclohexanmenge immer den Wert der unteren Grenze annahm. Die
Ursache lag jedoch an dem fehlenden Wasserstoff, der fur die
Cyclohexanherstellung notwendig ist. Eine grol3ere Menge als die
Mindestmenge konnte technisch nicht realisiert und das wirttichaft
erwinschte Optimum nicht erzielt werden. Das Ergebnis der
unveranderten Cyclohexan-Produktion hatte ohne den o.g. Test nicht als
Problem eines einzelnen LP-Modells erkannt werden kdnnen, sondern
waére im ungunstigsten Fall als Ergebnis der verteilten Ogtimg

ausgewiesen worden.

So kann als Ergebnis formuliert werden, dass die fur die kertei
Optimierung relevanten Variablen hinsichtlich der modellseitig

abgebildeten Grenzen in den autarken LP-Modellen systematisch

“8im dargestellten Beispiel folgende Mengen: Cyci@meProduktion, Benzolzukauf, Benzol-
Eigenproduktion und Benzolverkauf
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auszutesten sind. Es empfiehlt sich eine entsprechende Maitrix

erstellen, wie sie Abbildung 13 zeigt.

Menge in [t/h] PIMS | PIMS I
Cyclohexan- min 0 0
produktion max 20 10
Benzol- min 0 j///////////////
zukauf max 13 %///////////%
Sizgﬁ)al;oduktion ::':x 170 150
\?(Srlzﬂ; :i:x 170 150

Abbildung 13 —Grenzen fir die verteilte Optimierung relevanten

Variablen

Die Werte in Abbildung 13 zeigen die modellseitig formulierten zund
Beginn dieses Kapitels erwéhnten Grenzen. Fur die durchzufiihrenden
Tests bedeutet das, dass bei dem LP-System PIMS | irkaut&eise

die zu produzierende Cyclohexanmenge in einem ersten Schritt mit O
t/h und in einem zweiten mit 20 t/h fix vorgegeben wird. Wit
darauf zu achten, dass die Variablen Benzolzukauf,
Benzoleigenproduktion und Benzolverkauf die in Abbildung 13
vorgegebenen Grenzen auch entsprechend annehmen kénnen. Sollten
sowohl die minimalen als auch die maximalen Grenzen der
Cyclohexan-Produktion vom LP-Modell sinnvoll realisierbar sein,
werden in gleicher Weise alle relevanten Variablen geteStebleibt
darauf hinzuweisen, dass jeweils nur eine der o.g. Variablen fi
vorgegeben werden darf, da sonst schnell ein Uberbestimmtés, nic

mehr lI6sbares System erzeugt wird.
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Zu den Tests der Phase | zahlt auch die Betrachtung der nenimadl
maximalen Preise bzw. Erldse fir das zuzukaufende (PIMS 1) izw.
verkaufende Benzol (PIMS II). Fir ein Zustandekommen eines
Austausches von Komponenten im Rahmen der verteilten Optimierung
ist es u.a. notwendig, dass die Preisspanne des Zukaufsbeoatstsi

der Preisspanne des Verkaufsbenzols in Teilen Giberschneidet:

Es soll gelten:

PVerkauf-max> PZukauf-min (17)

und

PZukauf—max> I:\/erkauf—min (1&

mit:

Pverkauf-min = minimaler Verkaufserlos
Perkaut-max = maximaler Verkaufserlos
Pzukauf-min = minimaler Zukaufspreis
Pzukauf-max = maximaler Zukaufspreis

Die Grenzen fir die genannten Erlose kdnnen zwar modellseitig
vorgegeben werdemissen aber nicht zwingend mit den vom LP-
System realisierbaren Grenzen lbereinstimmenDas bedeutet, dass
z.B. modellseitig ein maximaler Zukaufpreis vorgegeben wurdsedi
allerdings vom LP-System niemals ausgenutzt wird, da dierUnte
lassensalternative, d.h. das Benzol nicht in dem betreffiebdefang
zuzukaufen, wirtschaftlich sinnvoller und/oder technisch nicht anders
realisierbar ist. Es ist somit bei den beteiligten autarkkdellen

unbedingt folgendes auszutesten:
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PIMS I:

Wo liegt der maximale Zukaufspreis von Benzol, bei dem das LP-

System kein Benzol mehr zukauft ?

PIMS II:
Wo liegt der minimale Verkaufspreis von Benzol, bei dem das L

System kein Benzol mehr verkauft ?

Die aus den beiden genannten Testzustanden resultierenden

Deckungsbeitrage der autarken LP-Systeme kdnnen von denen der frei

optimierten Deckungsbeitrdge der einzelnen LP-System stark

abweichen.

Bei der Durchfiihrung der aufgezeigten genannten Tests lagsendis

Ergebnisse eines einzelnen Testlaufes anhand des nach Beendigung der

Optimierung standardmalflig erstellten Reports beurteilen. Eeka@lierdings
nur die im Endergebnis erzielten und im Report dargestellten \derte
relevanten Variablen geprift werden. Im Rahmen dieser Aebeies es sich
als sinnvoll, das vorhandene autark arbeitende LP-System unhienals

Viewer definierte Eigenentwicklung zu erweitern.

Der im Rahmen dieser Arbeit entwickelte Viewer hat af Ida-System und
auf die damit verbundene Optimierung keinen Einfluss. Der Vieduent
lediglich dazu, die Werte definierter Variablen nach jeldleration wahrend
der Optimierung zu erfassen und zu archivieren. Realisiert wdisge mit
Hilfe eines auf der Programmiersprache VISUAL BASHasierenden
Programms, welches in das LP-Modell implementiert wurde undvédhsend

der Optimierung nach jeder Iteration aufgerufen wird. Das betjaldss bei

den durchgefuhrten Tests nicht nur das Endergebnis selbst, sonderneauch di

Qualitat dieses Ergebnisses beurteilt werden kann. Als Quadines
Ergebnisses sind in diesem Zusammenhang die Stabilitdt und diergenxe

der ausgewiesenen Wertereihen der betrachteten Variablemstahen. So ist
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Voraussetzung fur die verteilte Optimierung, dass die Ergebnigse
durchgefuhrten Tests der autarken LP-Systeme einen konvergierentiauf Ve
zeigen. Ein schwingendes System, d.h. eine periodische \éeuiugd der
Ergebnisse, ist als nicht stabil einzustufen und Indiz dafir, dexssSolver
nicht die gewunschte Zielfunktion optimal berechnen konnte. Moderne LP-
Systeme versuchen zwar eine derartig unerwiinschte Lésung dedsvadel
vermeiden, sind andererseits aber auch getrieben eisléd d6sung zu
ermitteln. Aufgrund des im Rahmen dieser Arbeit eingesetziewers lasst
sich die Empfehlung formulieren, die Wertereihen der Vanablm
Gesamtzusammenhang der Optimierung zu prtfen, bevor ein LP-Systém i

System der verteilten Optimierung implementiert wird.

Zusammenfassend lasst sich formulieren, dass bei den an deiltarert
Optimierung beteiligten LP-Systeme auf autarker Basis

» die Anzahl der Iterationen,

¢ die H6he des Deckungsbeitrages,

» die definierten Grenzen der betrachteten Variablen

¢ und das Lésungsverhalten hinsichtlich Konvergenz

unter Einsatz eines entwickelten Viewers zu priufen sind.

Zu Phase Il — Verifizieren des korrekten Datenaustausclse

Nachdem die an der verteilten Optimierung beteiligten LReBys im
autarken Betrieb in der Phase | getestet wurden, sollen iRhdese Il die im
Rahmen dieser Arbeit durchgefuhrten Untersuchungen und die daraus
gewonnenen Ergebnisse hinsichtlich des korrekten Datenaustausches

dargestellt werden.

Im Speziellen wurde der Datenaustausch zwischen den beteiligte

Komponenten einer verteilten Optimierung betrachtet. Mit Veswauf
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Abbildung 10 und Abbildung 11 lassen sich folgende Schnittstellen definieren,
die einen zu prifenden Datenaustausch aufweisen:

= Tabellen mit den Eingangsdaten PIMS | bzw. PIMS I
* PIMS | bzw. PIMS I - zentrale Plattform
= PIMS | bzw. PIMS I - Report

Als hilfreich hat sich bei den durchgefuhrten Tests der Eindas bereits in
Phase | beschriebenen Viewers erwiesen. Mit Hilfe de=w¥fis, der die
errechneten Werte relevanter Variablen zwischen den eimzéfemtionen
ausweist, lasst sich nach einer Optimierung verifizieren,eiob korrekter
Datenaustausch mit dem Modell stattgefunden hat. Alle anderedeilan
Optimierung beteiligten Komponenten (Eingangstabellen, zeniaform
und der Report) sind im Gegensatz zum LP-Modell unmittelbar eiasebie

Form der durchgefiihrten Tests wird nachfolgend beschrieben.

Der Transfer der Modelleingangsdaten in die beiden LP-Modelle&SRIMhd

PIMS II erfolgte in den untersuchten Modellen vom Standardafgous der
LP-Modelle. Es wurden lediglich die in einer Tabellenfouorliegenden
Daten in die notwendige Matrixstruktur umgebrochen. Dieser Datesfdra
gilt als Routine des LP-Systems und wird in diesem Zusarharg als
unkritisch angesehen. Es war lediglich zu prufen, ob die Eindategssich in
der korrekten Weise im Modell wiederfinden und damit sowohl der \Alsrt

auch die Variablenbezeichnung korrekt ibernommen wurden.

Hauptaugenmerk in der Phase Il der Tests sollte auf dieiafeniing des
korrekten Datenaustausches zwischen den LP-Modellen und dealeentr
Plattform gelegt werden. Als LP-Modell ist in diesem Zus@nhang das um
den in Kapitel 7.2.2 beschriebenen Algorithmus erweiterte Rystel
verstehen. Es wurden folgende Test durchgefihrt:
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= Wie bereits beschrieben, ist fur das Zustandekommen eineziltesrt
Optimierung von einem der beteiligten LP-Systeme ein Dateasétder
zentralen Plattform zu hinterlegen. Zu diesem Zwecke ist diteilte
Optimierung in einem LP-System zu starten - das zweite st wird
deaktiviert. Das hat zur Folge, dass das aktivierte LRe8ygoch vor der
ersten Optimierung den Startdatensatz in die zentrale Plattfopiert, den
Trigger auf den Wert 1 setzt und in eine Warteschleife gelange der
Trigger nicht den Wert 0 annimmt. Aufgrund des deaktivierten tewei
LP-Systems ist nun ausreichend Zeit, die zentrale Plat#arigffnen und

die ausgetauschten Daten zu Uberprufen.

= |st der Eingangsdatensatz verifiziert, so kann bei weitektideatem
PIMS II der Trigger in der zentralen Plattform manuell auh déert 0
gesetzt werden. Es wird so der zum zweiten LP-System dielige
Kontakt simuliert. Das hat zur Folge, dass das erste LE8yam Ende
einer Warteschleife erkennt, dass der Datensatz gedndertrwistde.h.
die néchste Iteration der Optimierung vom LP-System durchgefiiinde.
Der nach erfolgter Iteration in der zentralen Plattform hiegte Datensatz
kann wiederum manuell aufgerufen und gepruft werden. Paralleldsnd
Werte der zentralen Plattform mit den Werten aus dem Viexer
vergleichen. Nur so kann geprift werden, ob die wahrend datidte im
Modell berechneten Werte auch korrekt in die zentrale Plattésportiert
wurden. Es ist zu priifen, ob die richtigen Datensatze ausgetauscen
sind und ob die ausgetauschten Datensétze vollstdndig und korrekt sind.
Diese zuletzt beschriebenen Schritte des Tests haben sicldebei
empirischen Untersuchungen als sehr sinnvoll flr einen korrekten £insat
der verteilten Optimierung herausgestellt, da ein FehleDatentransfer
ggf. nur unauffallige Veranderungen des Ergebnisses zur Folge haben kann

und nur schwer zu identifizieren ist.

Schliel3lich wurde in der Testphase Il die Zugriffszeit udmModell auf

die zentrale Plattform untersucht. Die maximale Zugrdits sollte nicht
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langer als 10 Sekunden betragen. Unter Zugriffszeit ist dab&ledi vom
Offnen der zentralen Plattform bis zur Vollendung des SchlieBens
inklusive des notwendigen Speicherns zu verstehen. Eine langere
Zugriffszeit sollte Uberdacht werden, da eine Erh6hung zuléhgerung
der Gesamtlaufzeit fuhrt. Es ist zu bertcksichtigen, das¥ilangerung
der Zugriffszeit bei jedem Datentransfer zur zentraletti®rm mit der

Anzahl der zur Optimierung notwendigen Iterationen zu multipkzniest.

Die letzte betrachtete Schnittstelle zwischen LP-Model Report ist
ahnlich der zu Beginn beschriebenen Schnittstelle zwischen Ebsdgtieg
und LP-System eine Routine des LP-Systems und wurde hinsichileh e
fehlerhaften Datentransfers als unkritisch eingestuft. Es wigdiglich
Uberprift, ob die im Viewer aus der letzten lteration gespe@méVerte

betrachteter Variablen auch im erzeugten Report ausgewiesdan.

Zusammenfassend lasst sich festhalten, dass der Datestraarsf drei

wesentlichen Schnittstellen hinsichtlich

der korrekten Ubernahme der Eingangsdaten in die Matrix,

des Hinterlegens des ersten Datensatzes auf der zeftlatdorm

sowie des korrekten Datenaustausches mit der zentralen Plattform
zwischen den lIterationen unter Einhaltung der definierten maximale
Zugriffszeiten und

des Erzeugens eines korrekten Reports

unter Einsatz eines Viewers verifiziert wurde.

Zu Phase Il — Testen des korrekten Ablaufes einer voliandigen

Optimierung:

In der dritten Phase des Testablaufes wurde der korrekte Abiaef

vollstandigen Optimierung (wie in Kapitel 7.2.1 beschrieben) umter
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speziellen Beachtung der im Algorithmus genannten Start- und

Abbruchbedingungen untersucht.

Basis dieser Testphase waren die zu Beginn dieses Kamtslsriebenen LP-

Systeme. Auf das definierte Preis-Erl6s-Szenario wurdefalseaingegangen.

Zur Durchfuihrung des Tests wurde das LP-System | mit dem Modéb PI
auf einem der mit dem LAN-Netzwerk verbundenen Rechner gestantdbg

des Algorithmus zur verteilten Optimierung sollte im Test Hilfe des

Viewers verfolgt werden, wie der erste Datensatz aufzdatralen Plattform
hinterlegt wird. Die inhaltliche Prifung des hinterlegten Datizesawurde in
den vorhergehenden Testphasen absolviert und war an dieser Stelimeic
notig, so dass sich diese Phase des Tests ausschlieRlicmaefram Ablauf
konzentrierte.

Wurde der erste Datensatz auf der zentralen Plattform leigiteso war in
einem nachsten Schritt zu prifen, ob und wann das LP-System Hdemit
Modell PIMS 1l den Datensatz von der zentralen Plattform inLd&System
kopieren wirde. Bei den durchgefihrten Tests zeigte sich dafliireiter

zentralen Plattform programmierte Routine als hilfreich.sBiauf VISUAL

BASIC programmierte Routine schrieb bei jedem Offnen dertrailen

Plattform die Zeit (Datum und Uhrzeit) sekundengenau in einelEalsSo
konnte der zeitliche Verlauf der Zugriffe auf die zentralattRirm nach

Beendigung der verteilten Optimierung nachvollzogen werden.

Ferner galt zu sicherzustellen, dass das LP-Systesmdh wenn noch kein zu
kopierender Datensatz auf der zentralen Plattform hinterlagtey den
beschriebenen Algorithmus weiterverfolgt, indem es die Wadteise
fortsetzt. Ein weiterer auf Auswirkungen zu prifender Fall earzeitgleiche
Zugriff beider LP-Systeme auf die zentrale Plattform.agZwvurde dieser
Aspekt in dem Algorithmus zur verteilten Optimierung bericksichtigtrte

allerdings in der Praxis in wenigen Fallen zum unkontrollierten Abbdash
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Systems. Aus dieser Erfahrung heraus lasst sich die Empfehineg e
datenbankgestiitzten zentralen Plattform wiederholen.

Hat das LP-System Il den auf der zentralen Plattform hégfien Datensatz
korrekt ins LP-Modell 1l kopiert, bleibt zu untersuchen, ob das y8te$n I
mit der ersten Rekursion der Optimierung beginnt und nach Abschluss dies
das notwendige Simulating Interface startet, welches daggarskines neuen
Datensatzes aus der Matrix und das anschlieRende Kopieren inntlialeze
Plattform zur Folge hat. Der Verlauf der Rekursionen wird aum d/lonitor
wéhrend der Optimierung dargestellt. Wie bereits beschrieterden die an
der verteilten Optimierung beteiligten LP-Systeme aufegeiren Computern
mit LAN-Verbindung betrieben. Fir diese Testphase zeigtsieb als
zweckmaRig, die Monitore der beiden Computer nebeneinander zueansiall
Bei gleichzeitiger Betrachtung beider Monitore konnte so dash¥éspiel
der LP-Systeme an den Iterations-Report in Echtzeit wgrigérden.

Sind die beschriebenen Kriterien fur die Beendigung der verteilten
Optimierung erflllt, ist sicherzustellen, dass beide LRe®ys die
Optimierung nach der Durchfihrung direkt aufeinanderfolgender Rekursionen
beenden und jeweils einen korrekten Report erstellen. Es w@péxziellen zu
prufen, ob die verknlipften LP-Systeme zu einem kontrollierten Abschkrs
Optimierung kommen, auch wenn eines der beiden Systeme niclyeregat
arbeitete. Darunter waren z.B. Systemausfall eines dererbe@bmputer,
Unterbrechung der LAN-Verbindung, Ausfall der zentralen Plattfenmadl
unvorhergesehener Abbruch der Optimierung durch eine Stérung im LP-
Modell zu verstehen.

Zusammenfassend lassen sich folgende in der Testphase Il zundertfe

Elemente aufzeigen:

= Hinterlegen eines ersten vollstandigen Datensatzes auf diealeentr
Plattform unter Einsatz eines Viewers.

= Verfolgen der wechselseitigen Rekursion der LP-Systeme
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= Sicherstellen der korrekten Umsetzung der definierten
Abbruchbedingungen

= Erstellen zweier inhaltlich und formal korrekter Reports

= Reaktion der LP-Systeme bei technischen Problemen wahrend der

Optimierung.

Zur Phase IV — Verhalten der beteiligten Solver:

In der vierten Phase der Testreihen standen die Untersuchungededt®éhs
der beteiligten Solver im Rahmen der verteilten Optimieruagies die
Ermittlung und Darstellung der sich daraus ergebenden Méglichkete vor

allem Grenzen des in dieser Arbeit erarbeiteten Ansatzésittelpunkt.

Die Notwendigkeit zur Untersuchung des Zusammenspiels zwischen den

beteiligten Solvern lasst sich wie folgt begriinden:

Wie in Kapitel 2 erortert, ist in dem beschriebenen AnwendungsiialLP-
Modell ein abstrahiertes Abbild der zu optimierenden Realitat. fliedas
Optimierproblem relevanten Mdglichkeiten und Grenzen werden in Form v
Gleichungen mit entsprechenden Variablen und Konstanten formuligetzde
optimierende Eigenschaft wird im Allgemeinen in einer eigerdigen
Gleichung dargestellt. Diese Gleichung findet im Modell in der jeder
Gesamtoptimierung erzeugten Matrix eine definierten Koordin&las
bedeutet, jeder modellierten Eigenschaft steht ein Eintmagler Matrix
gegenuber. Die Eintrdge in der Matrix kdnnen sowohl Variablenaath
Konstanten sein. Die Variablen werden wahrend der Optimierung eine
autarken LP-Modells zum Zweck der Maximierung der Zielfunktierimdert,
die Konstanten nicht. Die Funktionsverlaufe der abgebildeten Eigafteich

entsprechen den bereits beschriebenen Anforderung eines LMdvode

Diese Anforderungen an die Gleichungen eines LP-Modells lasdebeiider

verteilten Optimierung nur stark eingeschrankt einhalten. Entspnee
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Probleme ergeben sich bei dem Einsatz des systeminternenrsSohues
diesem Grund steht eine Testreine zum Verhalten des Solvers bei

unterschiedlichen Funktionsverlaufen im Mittelpunkt der letztestghase.

Bevor der Inhalt der Testphase IV ndher beschrieben wird, sdierstend

theoretisch auf das Problem naher eingegangen werden.

Aus der Sicht des LP-Systems | wird bei Einsatz der veteDptimierung

die Zielfunktion mit Hilfe des Solvers auf Extremstellendiasem Fall auf ein
Maximum) untersucht. Soll Giber eine Eigenschaft, wie z.BSdawefelgehalt

der ausgetauschten Komponente, optimiert werden, so zeigte irsich
durchgefuhrten Tests, dass der funktionale Zusammenhang zwischen
Eigenschaft und Deckungsbeitragsédnderung in den seltensten Figlanidi.
Vielmehr ergab eine nahere Betrachtung der Deckungsbeitragsfyrdieam
Rahmen dieser Arbeit bei einem stark simplifizierten LP-Nlodetersucht
wurde, dass die Funktion des Gesamtdeckungsbeitrages in Abhangigkeit de
variierten Eigenschaften als Uberlagerung mehrerer Einzeifunekt definiert
werden kann. Die Einzelfunktionen werden durch Intervallgrenzen
voneinander getrennt. Bezieht sich dieser Zusammenhang nur aufakeaut
LP-Modell, sind die standardmafBig in den LP-Systemen impleentani
Solver ausreichend, um einen derartigen funktionalen Zusammenhang

verarbeiten und die gewlnschte Extremstelle ermitteln zu kénnen.

Bei einer verteilten Optimierung hingegen wird die Deckungslysitoaktion
des LP-Systems Il in Abh&ngigkeit einer Eigenschaft in ilgesamten
Komplexitét zu einer einzigen Eigenschaft und damit nur auf esieaigen
Eintrag in der Matrix des LP-Systems | reduziert (Adhinilg 14).

Die Ubrigen funktionalen Beziehungen der Eigenschaften im L@yt
bleiben bestehen, so dass die zuvor in autarkem Zustand vom Belare

Funktion in der verteilten Optimierung nur noch bedingt I6sbar ist.
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LP-System 1 LP-System 2
Eigenschaft
/
Finenschaft Eigenschaft
‘ /\ |
Elqenschaft Eigenschaft
n p)
Eiaensch Eigenschatft

Abbildung 14 — Zusammenfassung mehrerer Eigenschaften im LP-Syiimumh
einenEintrag in der Matrix des LP-Systems |

Da die Mdglichkeiten eines gangigen Solvers wesentlichenusmfauf die
Umsetzbarkeit des Ansatzes haben, ist es wichtig, Kenntriibse das
Verhalten des Solvers beim Einsatz unterschiedlicher Funktidasferzu
erlangen. Die Madoglichkeiten und Grenzen des Solvers haben welsentl
Einfluss auf die Méglichkeiten und Grenzen der verteilten Optimipr Aus
diesem Grund wurden im Rahmen dieser Arbeit Tests zu den Méglehkeit
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und Grenzen des Solvers durchgefuhrt. Der eingesetzte Sol¥eilises LP-
Systems PIMS der Firma ASPENTECH

Als Hilfsmittel wurde dazu im Rahmen dieser Arbeit ein vsfehter
Testsimulator entwickelt, der mit dem Hinweis auf Abbilddrignachfolgend

kurz erortert werden soll.

Ziel des entwickelten Testsimulators ist es, komplexe Funktoliave
resultierend aus dem LP-Systems Il zu simulieren und das UEBASY
wahrend der Tests zu ersetzen. Das bedeutet, dass UbentdelenePlattform
zwischen den einzelnen Rekursionen nicht die Daten mit dem LBASy6t

ausgetauscht werden, sondern mit dem Testsimulator.

Fir den technischen Aufbau des Testsimulators bedeutet dasleddss| des
entwickelten Algorithmus zur verteilten Optimierung, der d&System II
betrifft, auf den Testsimulator angepasst wird. So wird deil des
Algorithmus modifiziert, der den Datenaustausch zwischen datraten
Plattform und dem LP-System Il red@lt Anstelle der LP-typischen
Rekursionen tritt schlieB3lich die zu testende Funktion, jedoch obkerston,
lediglich als Zusammenhang zwischen der untersuchten Eigenschafteund
Deckungsbeitragsveranderung. Wie bei dem entwickelten Viewgiezgch in
diesem Teil der Testphase IV ebenfalls eine Visualisieruder
Zwischenergebnisse zwischen den durchgefihrten Rekursionen des LP-
Systems | als hilfreich. Reaktionen des Solvers auf vedehe
Funktionsverlaufe lieBen sich so grafisch darstellen. Fir digergpa
Auswertung der Versuche, wurden die Zwischenergebnisse im niaktsor

Uber den gesamten Versuchsverlauf gespeichert.

Die Funktionsverlaufe, die den Zusammenhang zwischen der im Rathene
verteilten Optimierung betrachteten Eigenschaft und der

Deckungsbeitragsveranderung darstellten, waren somit nicht medult&

“9 siehe dazu nochmals Anhang 1
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eines komplexen LP-Systems. Vielmehr konnten mittels des Tedsors
mathematische Funktionen vorgegeben und zuvor manuell auf Extiemstel
untersucht werden. Die Vorgehensweise gliederte sich in folgecidette: In
einem ersten Schritt wurden Funktionsverlaufe von unterschiedlicher
Komplexitat erstellt und auf Extremstellen untersucht. Im rt@ch$chritt
wurden diese Funktionen in den Testsimulator implementiert, dayters |1
durch den Testsimulator ersetzt und der Algorithmus der verieilt

Optimierung angewandt.

Die durchgefuhrten Tests zeigten hinsichtlich der Auswertbarkieit
eingesetzten Funktionsverldufe kein zufriedenstellendes Ergebnsache
dafiir war die Uberlagerung der eingebrachten Funktionsverlaufedenit
bestehenden Funktionen des LP-Systems |. Zwar konnte in der Regel e
maximale Extremstelle in der Gesamtzielfunktion des LP-Systémom
Solver gefunden werden, allerdings war es nicht moglich Rucksehtizsauf
zu ziehen, ob das zuvor errechnete Maximum der Funktion im Megasor

auch wirklich vom Solver des LP-Systems | korrekt geldst wurde.

Die Frage, ob der eingesetzte Solver geeignet war komiexd&tionen

korrekt auf Extremstellen zu untersuchen, blieb somit unbeaieiv

Der in Abbildung 12 dargestellte Testaufbau musste nochmaésnfaerht
werden. Zu diesem Zweck wurden die Funktionen des LP-Systesishke (
dazu auch Abbildung 14) durch die einzige Funktion

f(g) =K mit D (e) /R und e= Eigenschaften im LP-System

wobei K =const.  mitD (K) IR’
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ersetzt (Abbildung 15). Somit hat eine Veranderung der EigensohaftLP-
System | keinen Einfluss auf die Zielfunktion — der zu maximierende
Deckungsbeitrag im LP-System | bleibt im autarken Betri@ber gleich.

LP-System 1 LP-System 2
A L
Eiaenschaft
D
o D
Eiaenschaft
Eiaenschaft
D D \
T -
Eiaenschaft Eiaenschaft

Abbildung 15 —zu Testzwecken reduzierte Form der Abbildung 14

Wird nun im Rahmen der Testphase IV wie zuvor eine vertejitin@erung

unter Bericksichtigung des beschriebenen Testsimulators durchgefihrt,
kénnen nur die Funktionsverlaufe des Testsimulators Einfluss auf delsnisg

der verteilten Optimierung nehmen. Mit Hilfe des errechnetgelihisses der

Gesamtoptimierung lassen sich die notwendigen Rickschlisse auf die
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Funktionsweise des eingesetzten Solvers ziehen, d.h. darauf, olbeund
welchen Funktionen die korrekte maximale Extremstelle ermitieltden

konnte.

Die Funktionen fir den Testsimulator lassen sich in zwei Grupglen.t&um

einen in die Gruppe der Funktionen ohne Intervallgrenzen und zum zweiten i
die Gruppe der Funktionen aus zusammengesetzten Funktionen mit

Intervallgrenzen zwischen den Einzelfunktionen.

Bei den Funktionen ohne Intervallgrenzen wurden folgende Funktionstypen

untersucht;

Ganzrationale Funktionen 1. Grades

Allgemeine Funktionf(x) = agx + b mitaz0 undi=0

Ganzrationale Funktionen 2. Grades

Allgemeine Funktionf(x) = a;x? + agx + b mitaZ0 undi=0,1

Ganzrationale Funktionen 3. Grades

Allgemeine Funktionf(x) = apx3 + ax2+ax+b mita=z0 undi=0, 1, 2

Exponentialfunktionen

Um den Ursache-Wirkungs-Zusammenhang moglichst transparent zn, halte

wurden im ersten Schritt einfache mathematische Funktionenvedisige

Als Beispiel einer ganzrationalen Funktion 1. Grades dienteeridig

Funktion:

f(x) = 5x + 10 fur x 7[1,;5]



106

Bei der Implementierung dieser Funktion in beschriebener Weidersdtz fir
das LP-System Il konnte die korrekte Extremstelle sicher volveGermittelt
werden (sieh@bbildung 19.

X 20
15
10 - ¢ =vom Solver
ermittelte maximale
5 | Extremstelle
0 ;
0 1 2 3 4 5 6

Abbildung 16 —Beispiel einer ganzrationalen Funktionen 1. Grades

Als Beispiel einer ganzrationalen Funktion 2. Grades wurderidg&unktion

verwendet:

f(x) = (x-3)2+1 fur x 7[1,5;5]

Vor dem Starten des Solvers muss die Eigenschaft einetw&tabesitzen.

Der in diesem Beispiel definierten Eigenschaft (x) mussfalie ein Startwert
manuell vorgegeben werden. Als ein wesentliches Ergebnis aus den
Untersuchungen ergab sich, dass die Wahl des Startwertes emdsesspiel
einen wesentlichen Einfluss auf das Ergebnis hat. Unter Eidsat Viewers

lie3 sich Folgendes erkennen (siehe Abbildung 17):
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* Wenn der Startwers:der Eigenschaft kleiner alsxy, ist, entspricht
das vom Solver ermittelte Maximum fon (X) der unteren

Intervallgrenzd(x,).

d.h.:wenn %t < Xmin dann gilt §pt(Xx) = f(x)

* Wenn der Startwentstder Eigenschaft groRer alsimi, ist, entspricht

das vom Solver ermittelte Maximurfy, () der oberen Intervallgrenze
f(x0)-

d.h.:wenn %> Xmin dann gilt pt(X) = f(x0)

f(x) = (x-3)2 + 1
5 | fopt = f(Xo)

fopt = f(Xu)

f(x)
w

¢ =vom Solver
14 ermittelte maximale
Extremstellen

| : - :
Xy 2 3~mn 4 5Xo 6

X

Abbildung 17 - Beispiel A einer ganzrationalen Funktion 2. G=ad

Legt man bei den Tests hingegen folgendes Beispiel einer ganatan en
Funktion 2. Grades zugrunde, kann die maximale Extremstelle vonerSolv

korrekt bestatigt werden (siehe Abbildung 18):

f(x) = -(x-3)2+5 furx /7 [1,5;5]
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Das bedeutet:of; (X) = f(Xmax-

F(x) = -(x-3)2 + £ Fopt = T0Xoma)

f(x)

¢ =vom Solver
14 ermittelte maximale
Extremstelle

0 : |

Abbildung 18 — Beispiel B einer ganzrationalen Funktionen Zades

Hinsichtlich der ganzrationalen en Funktionen 2. lasst sicht stami Ergebnis
formulieren, dass die Bestimmung der maximalen Extremsthileh den
Solver bei einer ganzrationalen en Funktion 2. Grades nur korrektterfolg
wenn der Funktionswert der Extremstelle gro3er ist als beide Boawierte
der Intervallgrenzen. Dies stellt eine wesentliche Resin im Einsatz der

verteilten Optimierung dar.

Bei der Uberprufung des Solververhaltens im Rahmen der Bestimmer
maximalen Extremstelle bei ganzrationalen Funktionen 3. Gradgte z¢ch
ein Ergebnis, welches im Wesentlichen dem der Tests &ezrationalen

Funktionen 2. Grades entsprach. Die Beispielfunktion lautete:

f(X) =x3-6x2+ 11x-5 far x 5[0,8,314]
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Das Testergebnis fir diese Funktion lasst sich wie folgt zusafassen
(siehe dazu
Abbildung19):

* Wenn der Startwen,cder Eigenschaft kleiner alscmi, ist, entspricht
das vom Solver ermittelte Maximurfy, () einem lokalen, aber nicht
dem globalem Optimum.

d.h.:wenn X%t < Xmin dann gilt §pt(X) = f(Xokal opy)

* Wenn der Startwebtsarder Eigenschaft groRer almin ist, entspricht

das vom Solver ermittelte Maximurfgy: (X) der oberen Intervallgrenze

f(Xo)-

d.h.:wenn %rt> Xmin dann gilt §pt(X) = f(X0)
25

fopt = (o)

2 i

15 . fopt (Xiokal op)
=

1 i

051 4 =vom Solver ermittelte
maximale Extremstellen
0 ‘ | | ‘ ‘ ‘ ‘
0 0,5 1 1,5 2 25 3 35 4
X

Abbildung 19 - Beispiel B einer ganzrationalen Funktionen 3. Gsade
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Somit lasst sich wie schon bei den ganzrationalen Funktionen 2le$ra
formuliert auch bei den ganzrationalen Funktion 3. Grades erkennandidas
Bestimmung der maximalen Extremstelle durch den Solver nur karkekgt,
wenn der Funktionswert der Extremstelle grof3er ist als beide Buskiterte
der Intervallgrenzen. Daruber hinaus ist anzumerken, dassleRastlegung
des Startwertes bei den ganzrationalen Funktionen 3. Gradeseinliehem
Maf3e das Problem der lokalen Optima deutlich wird. Die Praidiendes
Solververhaltens bei lokalen Optima und mdoglichen Lésungsansaiizseder

aktuellen Literatur wird in Kapitel 9 nochmals aufgriffen.
Zur Vervollstandigung wurde schlie3lich das Solververhalten bei
Exponentialfunktionen untersucht. Als Beispielfunktion diente daphési

Abbildung20):

f(x) =3*+5 fur x /7[0,5;3,5]

60

50

40 -

f(x)

30

20 A

10 - 4 =vom Solver ermittelte

maximale Extremstelle
0 ‘ ‘ | | ‘ |
0 0,5 1 15 2 25 3 35 4

Abbildung 20- Beispiel einer Exponentialfunktion
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Die korrekte Extremstelle im definierten Intervall der Expuisfunktion
konnte vom eingesetzten Solver bestimmt werden. Das SolhemHaf sich
aufgrund des fehlenden lokalen Optimums mit dem Lésungsverhaltetebei

Anwendung bei ganzrationalen Funktionen 1. Grades vergleichen.

Wie bei der Beschreibung der Abbildung 14 erortert, zeigte sahder
naheren Betrachtung des funktionalen Gesamtzusammenhangs - als
Uberlagerung der Einzelfunktionen des LP-Systems Il — diese alsteine
Funktion entsprechend der vorgestellten Beispielfunktionen | bi¥iBfmehr
konnte ein komplexer Verlauf beobachtet werden, der eher denmakidrar

einer zusammengesetzten Funktion entsprach.

So wurden in einem zweiten Schritt zur Steigerung der Komplekdtiée der
vier genannten Funktionstypen intervallweise zu Gesamtfunktionen

zusammengesetzt und getestet.

Nachfolgend werden reprasentativ aus den durchgefiihrten Untersuchungen
drei charakteristische Funktionen dargestellt, die sich aufswaktionen | bis
IV zusammensetzen. Entsprechend wird das gezeigte Losungiseardes im

Rahmen der verteilten Optimierung eingesetzten Solvers dokiement

Testfunktion Typ 1.

Die erste von drei zusammengesetzten Funktionen setzt sich aus dr
ganzrationalen Funktionen 2. Grades intervallweise zusammense Die
Funktionsform zeichnet sich im Wesentlichen durch das Auftreteroldow
einer lokalen als auch einer globalen Extremstelle aus.

Eine den Tests zugrunde gelegte Beispielfunktion des Typs 1 war:

-3(x-3)2+ 7 fur x /7[1,5;4]
f(x)= 3(x-5)2+1 fur x [7[4;6]
-1,2(x-8)2+ 9 fur x [7[6;8,5]
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Die grafische Darstellung ist wie folgt:

10
9 |
8 |
7
6
4
3|
21 4 =vom Solver ermittelte
1 maximale Extremstellen
N . N
0 1 2 3 4 5 6 7 8 9 10
X

Abbildung 21 —Zusammengesetzte Funktion Typ 1

Bei den mittels Testsimulator durchgefihrten Tests der Funktisniyges 1
zeigte sich, dass je nach Startwert sowohl das absoluteu@isdas lokale

Maximum als maximale Extremstelle vom Solver ausgewiesedey

Eine sichere Bestimmung des absoluten Maximums war im Zusamngenha

der verteilten Optimierung nicht méglich.

Testfunktion Typ 2:

Die zweite der drei zusammengesetzten Testfunktionen satkteaus einer
ganzrationalen Funktionen 0. Grades sowie aus zwei ganzrationai&tioh
1. Grades zusammen. Diese Funktionsform zeichnet sich durchFonki
tionsabschnitte mit der Steigung 0 aus, wie sie bei der funktioiestellung

von anndhernd sprungfixen Eigenschaften auftritt.
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Eine beispielhafte Funktion des Typs 2 lautet:
2x+1 fur x /7[1;3]
f(x)= 7 fur x [7[3;6]
5x - 23 fur x /7[6;9]

Die grafische Darstellung ist wie folgt:

25

20

15

f(x)

10 -

5 4
/ 4 =vom Solver ermittelte

maximale Extremstellen
0 ‘ ‘ | 1 ‘ | }
0 1 2 3 4 5 6 7 8 9 10

X

Abbildung 22 - Zusammengesetzte Funktion Typ 2

Bei den Tests auf Basis der zusammengesetzten Funktion de Tgjgen
sich zwei unterschiedliche Verhaltensweisen des Solvers. cle Startwert
zeigte sich entweder ein sogenanntes schwingendes Losungsvenhalthes
zwischen den beiden Endpunkten der Funktion mit der Steigung 0 hin- und

herpendelte oder aber die korrekte Ermittlung der maximalenrastiede.

Ahnlich der Funktion des Typs 1 konnte im Rahmen der Tests bei Boekti
des Typs 2 die globale, maximale Extremstelle nicht veitéisdestimmt

werden.
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Testfunktion Typ 3:

Die dritte von drei zusammengesetzten Funktionen setzt sich aels zw
ganzrationalen Funktionen 2. Grades sowie aus einer ganzratidnal&tion
0. Grades zusammen. Diese Funktionsform zeichnet sich wieud&tionstyp
2 ebenfalls durch einen Funktionsabschnitt mit der Steigung O aersliradls

entspricht die maximale Extremstelle nicht der Intervatigee

Eine beispielhafte Funktion des Typs 3 lautet:

-0,5(x-4)2 + 5 fur x [7[1,5;4]
f(x)= 5 fur x [7[4,;6]
-(x-8)2+9 fur x [7[6;9]

Die grafische Darstellung ist wie folgt:

10
9
8 .
7 |
6 |
4
3|
2] 4 =vom Solver ermittelte
14 maximale Extremstellen
0 ‘ | 1
0 2 4 6 8 10

X

Abbildung 23 - Zusammengesetzte Funktion T3p

Ahnlich dem Solververhalten bei der Testfunktion 2 lasst siclildreGruppe

der Testfunktionen des Typs 3 formulieren, dass je nach Starsigh



115

entweder ein schwingendes Ldsungsverhalten zeigt, welchsshen den
beiden Endpunkten der Funktion mit der Steigung 0 hin- und herpendelte oder
aber der Solver die maximale Extremstelle ermittelia. sicheres Ermitteln
der globalen, maximalen Extremstelle war auch bei diesamkti®nstyp nicht

erkennbar.

Ergebnis:

Basierend auf den durchgeflihrten Tests lasst sich hinsichtlickibgerdas
Simulating Interface eingetragenen mathematischen Funktionen und der
moglichen Untersuchung dieser Funktionen auf Extremstellen m8teiser

folgendes Ergebnis formulieren.

Fur die aus dem LP-System Il in das LP-System | eingetiay Funktionen
missen folgende Bedingungen gelten, um eine korrekte Bestimmung de
maximalen Extremstelle im Rahmen der verteilten Optimierung

ermoglichen:

1. Die Steigung der Funktion sollte nicht in mehr als einem Punkt
gleich dem Wert O sein.

2. Lokale Optima sind zu vermeiden (siehe Abbildung 21)

3. Entspricht die maximale Extremstelle der Gesamtfunktion nicht
einem der beiden Intervallgrenzen, muss der Funktionswert der
maximalen Extremstelle gro3er sein als der Funktionswert

mindestens einer Intervallgrenze (siehe Abbildung 17)




116

Konsequenz:

Fasst man die in den vorigen beschriebenen Testphasen gewonkemarits

zusammen, so lasst sich Folgendes feststellen:

Die Zielfunktion eines praxisnahen Modells, welches sich durchplexe,
Uberlagerte und mathematisch nur schwer beschreibbare Funktionen

auszeichnet, enthalt Intervalle mit der Steigung 0 sowie IdRptena.

Dieses durch Tests untermauerte Ergebnis lasst dent8ass zu, dass der
erarbeitete Algorithmus zur Verknipfung mathematischer Modelle mit
dem Ziel der verteilten Optimierung fur den praktischen Einsatz mit dem

getesteten Solver nur eingeschréankt geeignet ist.

Eine Verbesserung in der praktischen Umsetzung kann unter Umstandbn d
die Weiterentwicklung der eingesetzten Solver erfolgen, wanfitKapitel 9

dieser Arbeit, dem Ausblick, verwiesen werden soll.

8.2 Aufwandsabschatzung hinsichtlich der praktischen Umsetzug des

Ansatzes der verteilten Optimierung

Im vorangegangenen Kapitel wurde der in dieser Arbeit entweckeisatz der
verteilten Optimierung auf Madoglichkeiten und Grenzen hindidintldes
praktischen Einsatzes untersucht. In diesem Kapitel soll erabe

Aufwandsabschatzung der Installierung dieses Ansatzes erfolgen.

Zur Abschatzung des Aufwandes einer Systemimplementierung gyibt aer
Literatur eine Reihe von Ansétze. Beispielhaft seien hien hitke® folgende

Methode angefuhrt:

50| itke, H.-D., 2004, S. 111
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- Analogiemethode

- Relationenmethode

- Multiplikatormethode

- Gewichtungsmethode

- Parametrische Schéatzungsgleichung

- Prozentsatzmethode

Aber auch komplexere Ansatze, wie das Function-Point-Verfahoeler auch
die COCOMO-Method¥® dienen der Aufwandabschatzung.

Im Hinblick auf die Implementierung des Systems der vegtei®ptimierung
ist der Aufwand als Uberschaubar anzusehen, so dass keinesndentga
Methoden zur Anwendung kommen soll. Es wird lediglich eine grobe
Abschatzung tber den Umfang gemacht, sowie betroffene Bereifdezaigt.
Heinrict?® bietet dazu einen hilfreichen Ansatz. Nach Heinrich umfasst die
Installierung eines Informatik-Projektes nicht nur die reinehrimche
Implementierung einer Softwarelésung. Vielmehr ist die Iregtiah als

Ganzes im Sinne von Mensch, Aufgabe und Technik/System zu sehen.

Bei der Betrachtung der Umsetzung des Algorithmus der veneilte
Optimierung wurde der Ansatz nach Heinrich angepasst und die Betrgc

der Praxiseinflihrung in folgende Bereiche unterteilt:

1. den hardwaretechnischen Bereich
2. den softwaretechnischen Bereich

3. und den organisatorischen Bereich.

5 poensen, B., Bock, B., 2005
52 Boehm, B., 1995
53 Heinrich, L.J., 1994, S. 352
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Die hardwaretechnischen Voraussetzungen fir den Einsatz eirieiltee
Optimierung bestehen im Wesentlichen aus drei Komponenten: Zwen&ec

ein Netzwerk sowie eine zentraler Server.

Die erste Komponente stellen zwei Rechner im Sinne von PCawfadenen
je ein autarkes LP-System betrieben werden kann. Die tebbknisc
Mindestvoraussetzungen dieser PCs hdngen von der Art der LP-@ottac
vor allem vom Umfang des Modells ab und sind sinnvollerweiseéasiutark
zu optimierende Problem abzustimmen. Generell gilt: In den zerdigbeit
durchgefuhrten praktischen Tests zeigte sich, dass der Vorgangrtkslten
Optimierung im Vergleich zum bestehenden LP-Modell nur vernactiiss
geringe Systemressourcen beansprucht. So kann an dieserustelistellt
werden, dass ein System, welches ausreichend fir das Betediies LP-
Systems ist, auch ohne das Schaffen zusatzlicher Ressour&ahmen einer

verteilter Optimierung betrieben werden kann.

Lediglich ein Netzanschluss ist fur den Austausch von Datedenitentralen
Plattform notwendig. Die Form dieses Netzanschlusses hanggmia davon
ab, wie die zentrale Datenbank zum Austausch der Daten zwishée

einzelnen LP-Systemen definiert und eingerichtet wird.

Prinzipiell sind zwei verschiedene Formen zur Anbindung an eineakentr

Plattform denkbar und sinnvoll:

1. Einbindung uber das Internet

2. Datenaustausch tber ein lokales Netzwerk

Im ersten Fall erfolgt der Datenaustausch zwischen den optimiien LP-
Systemen Uber das Internet. Das bedeutet, dass ein engsplecizentraler
Internetserver als Plattform dient. Dieser kann von den Medéltrern
kontaktiert werden. Nach der Einwahl eines LP-Systems wurdedgem

Hinblick auf einen derartigen Internetbetrieb an den Anfang dgeri#timus
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zur verteilten Optimierung die Phase der Kontaktaufnahme ge(si¢tte
Kaptitel 7.2.2). In dieser Phase wird vom einen ,Optimierungseg
suchenden System wie beschrieben ein Trigger auf den Sesetrtge erst bei
erfolgreicher Kontaktaufnahme eines zweiten LP-Systems wird migger in

der Weise verandert, dass die eigentliche Optimierung begikaen. Der
Abstand zwischen dem ersten Einwahlen und dem Finden eines gaeignete
Optimierpartners ist zunachst zeitlich nicht begrenzt. Ahnlidhens
Marktplatz kann ein LP-System seinen Trigger auf dem Serweerlassen

und ohne temporare Limitierung auf ein Kontaktangebot eines andéren

Systems warten.

Wichtig ist, dass eine moglichst schnelle und vor allembilsta
Internetverbindung installiert werden kann, um einen reibungsloserlButc

des in Kapitel 7.2.2 darstellten Algorithmus gewdéhrleistekénnen.

Auf etwaige Risiken durch Ubertragung von Viren im Zuge des
Datenaustausches Uber das Internet soll hier nicht eingagaveyden, da in
ausreichendem Maf3e Standardsoftware zur Losung dieses Problavierlktm

verflgbar ist.

Bei einem Datenaustausch Uber ein lokales Netzwerk, weinhésr Regel
einem LAN-Netzwerk entspricht, gelten im Wesentlichen djeichen
Voraussetzungen wie bei einer reinen Internetanwendung. Diasitbe dass
auch bei einem lokalen Netzwerk ein Rechner als zentratgota dient und
jeweils zwei oder mehrere LP-Rechner lUber das Netzwerklenit zentralen
Rechner kommunizieren. Anders als bei einer Internetanbindung habtge
LAN-Netzwerke i.d.R. eine hohere Ubertragungsrate als herkigimen
Internetverbindungen. Grade bei einer grol3en Anzahl an Iteratioritm
kann dies von Vorteil sein. Auch das Risiko der Ubertragung von Viren ka
als gering angesehen, jedoch auch nicht ganz ausgeschlossdan.we
Insgesamt sind beide Netzformen in reiner, aber auch genrisEbten

maoglich; z.B. ist es denkbar, dass einer der beiden Optingspartner und
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der Rechner mit der zentralen Plattform in einem LANzWetrk betrieben
werden, diese aber wiederum mit einem dritten Rechner Ulseinternet
verbunden sind. Es sei an dieser Stelle auf die in Kapitel éhielsene

Abgrenzung verschiedener Systeme der verteilten Optimierungesemnv

Zu Versuchen bezuglich verteilt optimierender Systeme tbgtd, wie im
Rahmen dieser Arbeit durchgefuhrt, zur Vereinfachung des Versiichgau
(beschrieben in Kapitel 8.1) das LAN-Netzwerk an. In der Pileatis die Idee

der verteilten Optimierung und der damit einhergehenden Ermitthamg
systemselbstandig ermittelten Handelspreisen bzw. —erlosedirade nur im
Internet in vollem Umfang ausgenutzt werden, da im Internbtreaturgemaf

ein freier Handel von unternehmensunabhangigen Systemen ohne grofe
Probleme beteiligen und damit das System der Verteilten Gyoting erst mit

Leben fullen kann.

Nachfolgend wird der Umfang des softwaretechnischen Aufvsarze
Umsetzung eines Systems der verteilten Optimierung kurz deligesm

Wesentlichen sind dabei zwei Softwarekomponenten notwendig:

1. Das LP-Programm inkl. der Implementierung des Algorithmus der
verteilten Optimierung.

2. Das Datenbanksystem als zentrale Plattform

Geht man davon aus, dass ein vollstandiges, lokal optimierend8yst®&m
installiert ist, dann muss wie beschrieben und in der Abbildung Destailt,
das Simulating Interface des jeweiligen LP-Systems aktivierden. Wie in
Kapitel 7.2.1 beschrieben, werden Eigenschaften, die sith oline weiteres
linear berechnen lassen, nach jeder Rekursion lUber diesesBiguiterface
in einem externen Programmteil berechnet und in die Matrix zuriekgeg
um wieder in die nachste Rekursion der Optimierung einzuflieBerse
Anpassung des Simulating Interface auch im Hinblick des in dikdmeit

entwickelten Algorithmus ist bei der praktischen Umsetzung =z
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berticksichtigen und kann in Abh&ngigkeit des jeweiligen LP-Systeank st
hinsichtlich des Aufwands schwanken.

Mit der Einrichtung einer zentralen Plattform soll, wie in Kapi7.1.2
dargestellt, die Moglichkeit geschaffen werden, eine In&bion moglichst
vielen Teilnehmern parallel zur Verfigung zu stellen. DieragmPlattform ist

im Rahmen dieser Arbeit als Datenbank zu verstehen, dier zwa
netzwerktechnisch  eingebunden, aber auf von Planungssegmenten

unabhangigen Rechnern lokalisiert ist.

Zwar wurde bei den im Rahmen dieser Arbeit durchgefihrten Zigst
Vereinfachung eine Exceltabelle als zentrale Plattform aahem
unabhangigen Computer eingesetzt, allerdings ist flr einen isediest
Praxiseinsatz eines Systems zur verteilten Optimierung denjeFall eine

Datenbank notwendig.

Der Begriff Datenbank soll hierbei im Sinne eines elektrdr@acSystems zur
Speicherung und Verwaltung umfangreicher Datenmengen verstandemwerde
wobei nachfolgend nur wesentliche Elemente aus dem Bereich der
Datenbanken ertrtert werden. So sei u.a. an dieser Stdlelie weiter-
filhrende Literatur von Kemper/Eick?ér Silberschatz/Korth/Sudarshan

und Ramakrishnan/GehrReverwiesen.

Allgemein besteht eine Datenbank aus der Datenbasis, in der die
Datenbestande zentral i.d.R. auf Magnetplattenspeichern gehedtrden und
einem Datenbankmanagementsystem (kurz DBMS), das den Zugfriffia
Daten verwaltet. Zentrale ldee von DBMS ist die Trennung nie éagische

und eine physikalische Beschreibung von Dteddber das DBMS kann die

> Kemper A./Eickler A.(2004)

% Silberschatz A.,Korth H.F., Sudarshan S. (2001)
%6 Ramakrishnan R., Gehrke J. (2002)

" Pernul G., Unlaud R. (2003), S. 21 ff.
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Datenbasis mit Hilfe von Abfragesprachen (englisch query lag®ua

erschlossen werden.

Hinsichtlich des Verbreitungsgrades spielen relationale Daté&eba eine
zentrale Rolle. Relationale Datenbanken bestehen aus @eeh&rungs- und
einer Verwaltungskomponente. Die Speicherungskomponente dient dazu,
sowohl Daten als auch Beziehungen zwischen diesen Elemenkemlag in
Tabellen abzulegen. Die Verwaltungskomponente enthalt als wikgttigs
Bestandteil eine relationale Datendefinitions- und Datenmanipoati
sprache® Objektorientierte Datenbanken, welche definierten Regeln und
Grundséatzen der Objektorientierung und Datenhaltung- bzw. Nutzung

unterliegen, erweitern diesen Ansatz

Als wesentliche Kriterien fur die Auswahl der Datenbank zums&rz als
zentrale Plattform sind folgende Punkte zu nennen, die nachfolgener weit

ausgefuhrt werden:

» schnelle Zugriffszeiten
e unkompliziertes Lesen und Schreiben von Datensétzen

» Kompatibilitat zu den verknipften LP-Systemen

Bei der Auswahl einer fur eine zentrale Plattform im Rahmenverteilten
Optimierung geeigneten Datenbank hat die Zeitspanne zur Kontaditanén
des anschlieBenden Datenaustausches eine grof3e Bedeutung. Dédxei spie
neben den Ubertragungszeiten der Daten vor allem die Zugriffszedten
Datenbanken eine wesentliche Rolle im Hinblick auf die Laufemes
Optimierungsverlaufes. Als Zugriffszeit ist dabei deitid®m zu verstehen,
den ein LP-System nach erfolgreicher Verbindung mit der dentRlattform

braucht, um einen Datensatz auf diesem zentralen Rechnertetdgen oder

8 Meier, A. (2004), S. 7 ff.
%9 Meier, A.; Wiist T., (2000), S. 5
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zu lesen. Form und Art der Datenbank haben je nach Aufbau und Sgktema

unterschiedliche Zugriffszeiten.

Ein anderes Kriterium bei der Auswahl einer geeigneten Daté&fidran ist die
bendtige Form des Datensatzes, der in der Datenbank hintededgn kann.

Diese von unterschiedlichsten LP-Systemen gesendeten und gelesenen
Datensétze sollten mit moglichst vielen LP-Systemen kompadiia. Nur

dann kann ein unkompliziertes und damit schnelles Schreiben und Lesen von
Datensatzen auf die zentrale Plattform gewdhrleistetdemerMuss zu ihrer
Anpassung zwischen dem LP-Systemen und der zentralen Plattfolneimoc
Zwischenschritt zur Normierung der transferierten Datensatpdéementiert
werden, erhéht sich gerade bei Optimierungen mit hoher Iteratidndiea

Laufzeit der Gesamtoptimierung erheblich.

Erstrebenswert ist die Schaffung eines Standards zur DefirdéonForm
auszutauschender Datensatze, um die Auswahl der Datenbankfordne fur
zentrale Plattform zu vereinfachen. Damit empfiehlt i@ Auswahl einer
Datenbankform mit einer hohen Kompatibilitdt zu den beteiligte?

Systemen, um unnétige Datenanpassungsroutinen zu vermeiden.

Bei der Aufwandsabschéatzung zur praktischen Umsetzung des Syatems
verteilten Optimierung lasst sich im Hinblick auf den softwegknischen
Aufwand  zusammenfassen, dass beide betrachteten  Elemente
(Modellanpassung und Datenbankauswabhl/-installation) wesentlichénoss

auf die Systemzuverlassigkeit haben. Eine entsprechend #gegfal
Abarbeitung dieser beiden Punkte ist damit Grundvoraussetzung fir die

Funktionalitat dieses Systems.

In einem letzten Punkt zur Beschreibung des Aufwandes zur praktischen
Umsetzung des Systems der verteilten Optimierung sollen die

organisatorischen Elemente naher betrachtet werden.
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Dazu zahlen:

e Schulung der Mitarbeiter
¢ Identifizieren eines Partners mit passender LP-Struktur

e Abgleich von Produktspezifikationen

Durch die Verknipfung verteilt optimierender Systeme wird in besgiddh
klassische Optimierungssysteme (siehe dazu Kapitel 3hBbkrh und in
umfangreichem Male eingegriffen. Dieses stellt nicht nue earhdhte
Anforderung an die technischen Systeme, sondern auch an die Beheses
Neuentwicklung. Im Gegensatz zu den zuvor oftmals lokal optimienende
Systemen findet hier nun eine Verknupfung von Optimierungsbereichien mi

unterschiedlichen Zielfunktionen statt.

So ist bei der Schulung der mit dem System der verteilten @pting
betrauten Mitarbeiter auf zwei verschiedenen Ebenen zuweagi&rstens ist
dies die Ebene des unmittelbaren , technischen Wissens, zurnerardier
Ebene des vernetzten Denkens. Im ersteren, technischen TeSickelung
sollte nach Madglichkeit vor Einfihrung des Systems ein Schulungsplan
aufgestellt werden, der Personenkreis festgelegt und wiekentleile des
Systems geschult sein, um nicht die Akzeptanz und damit auch die
Funktionalitat zu gefahrden. Der zweite Teil der Schulungessdihlie3lich die
Anforderungen an ein vernetztes Denken im Rahmen eines Optimeensyst
abdecken. Aus personlicher Erfahrung heraus ist festzuhaltengidass Tell

der Schulung den bis dahin lokal optimierenden Mitarbeitern schwerSal
stellen sich in der Praxis schnell Fragen betreffend des $Viote Produkten

im eigenen und im fremden System.

Auch eine Schulung Uber das eigene System hinaus kann fiir dagzteerne
Denken sinnvoll sein. Beispielsweise kann es nutzlich sein, das

Optimierungssystem des Optimierungspartners im Wesentlichekeznen,
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um potentielle Produkte, die sich fur den Austausch eignen, beim
Optimierungspartner zu identifizieren. Denn beim System wmteilten
Optimierung kann zwar — wie mehrfach beschrieben — das globale u@ptim
einer zuvor definierten Eigenschaft Uber die beteiligten Systetmiert
werden, allerdings muss zuvor vom Bediener des Systems aaksikPr
ausgewahlt werden. Dazu ist das Wissen um den Nutzen der eliskuti
Komponenten sowohl im eigenen als auch in den an der Optimierung noch

beteiligten Systeme unerlasslich.

Ein  weiterer wesentlicher organisatorischer Teil, der beder
Aufwandsabschatzung einer praktischen Umsetzung erwéhnt werdenishuss,

das ldentifizieren eines Partners mit passender LP-Struktur.

Dazu ist zundchst zu erdrtern, was genau eine passendstrul®ur
kennzeichnet. In Kapitel 5 wurden so genannte Mindestanforderungen an
Optimierverfahren zur Implementierung des Systems der \erteil
Optimierung definiert, welche an dieser Stelle nicht nochraafgegriffen
werden sollen. Lediglich soll darauf hingewiesen werden, didisse

Mindestanforderungen an alle beteiligten Systeme gestetitane

Sollen es nun Uber die beschriebene zentrale Plattform zu di@etiven
Datenaustausch kommen, ist zuvor ein entsprechender Optimierungsgar
suchen und auf die beschriebenen Mindestanforderungen zu prifen. Denn nur
ein reibungsloser und damit effizienter Datenaustausch lber digalee
Plattform bildet die Voraussetzung fur das Funktionieren des Systiem

verteilten Optimierung.

Auf der Grundlage der praktischen Untersuchungen im Rahmen dids&t Ar
ist nachdricklich darauf hinzuweisen, die technischen systegeseiti
Voraussetzungen zu prifen. Ein Fehler wahrend des rekursiven Qjatirfas
zwischen den beteiligten Systemen findet in der anschlieRenden Bhnaes

unmittelbare Beteiligung des Anwenders, nur im Dialog zwischen de
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verknupften Optimierungssystemen statt. Ob und inwieweit dechmete
globale Optimum realistisch ist, kann der einzelnen Anwender rwesc
einschatzen, da ihm der Inhalt des beteiligten Optimierungssgsin den
meisten Fallen unzugénglich bleibt. Um so mehr muss er sicbhfdemdassen,
dass die an der Optimierung beteiligten Systeme abgestimmt uBohima der

Anwender arbeiten.

Der letzte Parameter der organisatorischen Malinahmetebéibschatzung
des Aufwandes zur praktischen Umsetzung ist der Abgleich der
Produktparameter. Als Produktparameter sollen hier alle Elenvenstanden
werden, die zur eindeutigen Definition des Produktes und den damit

verbundenen Eigenschaften gehoren.

Wenn ein globales Optimum Uber eine Produkteigenschaft im Rualui@e
verteilten Optimierung ermittelt werden soll, ist diesgdgischaft in Form von
Wert, Dimension, Messmethode oder Ahnliches in der Weise zniaten,
dass eine Eindeutigkeit der betrachteten Eigenschaft zwisohenan der
Optimierung teilnehmenden Partnern vorhanden ist. Soll z.B. ein
einzustellender Schwefelgehalt eines bekannten Produktes Uberranehre
Systeme optimiert werden, so ist die Dimension (z.B. ppm) und/dee
Eigenschaft (z.B. welcher Schwefel) sowie die MeBmethad®. OIN) zu

definieren.

Bei den im Rahmen dieser Arbeit durchgefiihrten Praxistesitezsich, dass

es sinnvoll ist, auf der zentralen Plattform eine Stoffidbank mit
standardisiertem Aufbau anzulegen. Eine derartige Stoffdatk enthalt
wesentliche Produktparameter zu der an der Optimierung bedriligt
Produktkomponenten und sollte als Datensatz zur Verfigung steheer Dies
sollte von den an der verteilten Optimierung beteiligten L&teSyen vor
Beginn der Optimierung von der zentralen Plattform heruntedgelbzw. auf

die zentrale Plattform zum Herunterladen abgelegt werden. Sdukann

gewahrleistet werden, dass vor Beginn der Optimierung afe8ystemen der
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gleiche Datensatz zur Verfligung steht. Es hat sich dalseisiainvoll
herausgestellt, in den Namen des Produktes das letzte Anderungstd
dazugehdrigen Datensatzes zu implementieren. Beispielhdfiese Alkylat-
2004-07-01“ genannt, d.h. dieser Datensatz wurde am O01. Juli 2004

aktualisiert.

Die Definition des Datensatzes ist deshalb Grundvoraussetzimgpirie
korrekte Optimierung, da auch bei eindeutigem Namen eines betecht
Produktes zwar Uber eine korrekt definierte Eigenschaft (z.B. Paiditd in
kg/m3) optimiert wird, allerdings hinsichtlich einer als konsta
anzunehmenden Produkteigenschaft die beteiligten LP-Systeme von

unterschiedlichen Werten ausgehen kénnen, was vermieden wanden m

In Bezug auf die in Kaptitel 7.1.2 beschriebene Kontaktphase bedkese
dass bei Hinterlegen eines so definierten Angebotes mit ddrdefigerteilten
Optimierung Uber eine Eigenschaft zu dem betreffenden Produkt imimer
aktueller Datensatz mit allen relevanten Daten auf der aentrPlattform
hinterlegt ist. Diese Verdoffentlichung der Produkteigenschaésn aus Sicht
des Datenschutzes ein Problem darstellen. Fur den Fallkeiasgollstandiger
Datensatz Uber die Produkteigenschaften ausgetauscht werdereklréid

Basis fur den Einsatz der verteilten Optimierung.

Bei der Betrachtung der organisatorischen Maflinahmen soll an Giesle
nicht auf vertragsrechtliche Aspekte, wie sie beim Austausoh3iitern in der

allgemeinen Warenwirtschaft tblich sind, eingegangen werden.

Insgesamt zeigte sich bei dem testweisen Einsatz désn®yzur verteilten
Optimierung, dass sowohl die software- als auch die hardwaretelcbn
Implementierung einen umfassenden, aber begrenzten Umfandlesrsiie
Elemente des organisatorischen Bereiches hingegen bediurfen einer
permanenten Pflege und Anpassung auf die aktuellen

Optimierungsbedingungen und stellen somit hinsichtlich des Aufwands zur
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praktischen Umsetzung des Ansatzes zur verteilten Optimierneg richt zu

unterschéatzenden Aspekt dar.

8.3 Zusammenfassung definierter Testmerkmale und der damit

verbundenen Erfahrungen bei der Umsetzung

Bei der Umsetzung des Algorithmus der verteilten Optimierungl@n wie in
den vorangegangenen Kapiteln beschrieben, definierte Merkmaktegetan
einen fehlerfreien Ablauf der Gesamtoptimierung gewéhrleistek6nnen.
Diese Merkmale, die eingesetzten Hilfsprogramme und die gewenne

Erkenntnisse werden nachfolgend nochmals kurz zusammengefasst.

Sollen zwei LP-Systeme uber eine zentrale Plattform zumecK einer
verteilten Optimierung verbunden werden, so ist sicherzustetlass die
beteiligten LP-Systeme auch autark — ohne Anbindung an die zentrale
Plattform — in einer begrenzten Anzahl an Iterationen, stabil aimue
Schwingef’ zu einer Lésung kommen. Es stellte sich im Rahmen von autark
optimierenden Systemen unter Einsatz eines Viewers die Ubemgriif

folgender Parameter als sinnvoll heraus:

» die Anzahl der bendtigten Iterationen zur Optimierung
» die Hohe des Deckungsbeitrages sowie

+ die definierten Grenzen der betrachteten Variablen.

Denn nur, wenn alle an einer verteilten Optimierung teilnehmeSgsteme
diese Anforderungen im autarken Betrieb erfillen, ist disiBdir eine

reibungslos verteilte Optimierung geschaffen.

60 Schwingen: Wahrend der iterativen Optimierung jénuach einer asymptotischen
Annadherung die maximale Auspragung der Zielfunkamschen zwei Losungen hin und her
ohne zu einer finalen Lésung zu gelangen.
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Hinsichtlich des Datenaustausches zwischen LP-System undaleent

Plattform zeigte sich die Uberpriifung folgender Punkte als sihnvol

= die korrekte Ubernahme der Eingangsdaten in die Matrix,

= das Hinterlegen des ersten Datensatzes auf der zerRtatéform,

= die Korrektheit des Datenaustausches mit der zentraléfoRtazwischen
den lterationen unter Einhaltung der definierten maximalen Zageifien
und

= das Erzeugen eines korrekten Reports.

Ein dritter Block, der sich bei der praktischen Umsetzung dgsr#hmus zur
verteilten Optimierung als sensibel herausstellte, wartegmisch korrekte
Ablauf eines Optimierzyklus unter spezieller Beachtung der igo#thmus
genannten Start- und Abbruchbedingungen. Entsprechend sollten folgende

Elemente des Algorithmus einer Uberpriifung unterzogen werden:

= das Hinterlegen eines ersten vollstdndigen Datensatzes rautukealen
Plattform,

» das Verfolgen der wechselseitigen Rekursionen der LP-Systeme

= das Sicherstellen der korrekten Umsetzung der definierten Abbruch-
bedingungen,

= das Erstellen zweier inhaltlich und formal korrekter Reports und

= die Reaktion der LP-Systeme bei technischen Problemen wahrend der

Optimierung.

Bei der vierten und letzten Phase der durchgeflihrten Testregigie sich,
dass ein praxisnahes Modell der verteilten Optimierung, welstiobsdurch
komplexe, lUberlagerte und mathematisch nur schwer bescheeiblnaktionen
auszeichnet, nur bedingt flr ein System verknlpfter Modelle millglzr

Optimierung geeignet ist.
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Im Hinblick auf die Aufwandsabschéatzung bei der praktischen Umsetzung
lasst sich zusammenfassen, dass im Wesentlichen Adiaisg
hardwaretechnisch, softwaretechnisch und organisatorisch Htetragerden

mussen.

Im Bereich der Hardware wurden die Elemente zentraler Gerve
Modellrechner und Netzwerke betrachtet. Dieses Gebiet zeige:n hohen
Aufwandsanteil im Verhaltnis zum Gesamtprojekt zur EinflihrungSyssems
der verteilten Optimierung, weil die technischen Anforderungen eine

unerwartet hohe Komplexitat aufwiesen.

Im Bereich der Software wurde einerseits der Aufwand der maoligen
Anpassung des LP-Modells erlautert, andererseits wurde aufufeatAeiner
zentralen Datenbank als zentrale Plattform eingegangen.i Rahate die
Erkenntnis gewonnen werden, dass im Gegensatz zum Aufbau eineb&rdte
als zentrale Plattform die Anpassung des LP-Modells in Beaugdas
Simulating Interface in diesem Projekt ein hohes MalR an AkBaeikeit

erfordert.

Schlie3lich wurde der organisatorische Bereich mit den Kompamente
JAuswahl eines Optimierungspartners’, ,Schulung’ sowie der sicliRahmen
dieser Arbeit als relativ komplex herausstellende Punkt dégledchs der
Produktparameter’ betrachtet. Im Gegensatz zu den technisdbererien
(Hardware und Software) zeichnet sich der organisatorischelddrch aus,
dass der Aufwand Uber eine einmalige Leistung hinaus permari&nsaiz in

Form von Schulung, Anpassung der Produktparameter usw. erfordert.

Um einen fehlerfreien Ablauf einer verteilten Optimierung davedsten zu
kénnen, wurden der autarke Betrieb, der Datenaustausch, dsatEides
Algorithmus sowie die Uberlagerten mathematischen Funktionencbetta
Ebenso wurde der software- und hardwaretechnische Aufwand einer

Systemeinfiihrung beschrieben.
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Die bei der Implementierung der Testversionen dargestellt@ebBisse
zeigten, dass eine Fille von Einzelbetrachtungen notwendig ist,inen e
stabilen Betrieb des Systems zu gewahrleisten. DiederSgsbilitat ist vor
allem vor dem Hintergrund einer WAN-Netz basierten Anwendung igicim
Gegensatz zu eng gekoppelten Parallelrechnern ist bei lose ge&oppel
Systemen eine hohe Stabilitat trotz steigender Anzahl annSystéen die

Grundvoraussetzung.

Ein weitere Grundvoraussetzung in diesem Zusammenhang stellt die
Kompatibilitdt der beteiligten Systeme dar. Nimmt man deall einer
Implementierung im Rahmen einer WAN-Verbindung an, was in deisPira

den meisten Féallen einer Internetverbindung entspricht, so mussiawan
ausgehen, dass unterschiedliche LP-Systeme sich an dem Rlerzesgeilten
Optimierung beteiligen. Die Umschreibung dieser unterschiedli@ysteme

ist dabei in zweierlei Hinsicht zu verstehen. Einerseits kdnmée bereits
erwdhnt, LP-Systeme unterschiedlicher Anbieter zur Anwendung kormm
anderseits ist auch jedes LP-Modell in Struktur und Aufbau andersxdgh
muss der Ansatzes der verteilten Optimierung derart umgesetden, dass
eine hohe Systemverfugbarkeit in Verbindung mit einer hohen Komgétibil
erreicht werden kann. Denn nur so kann eine mdglichst hohe Anzahl an
beteiligten Systemen ermdéglicht und im martktechnische Sinnelaalgs
Optimum erreicht werden. Weiterfuhrend sei an dieser Std#edimgs auf

Kapitel 9 verwiesen.
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9 Ansatze zur Bestimmung des globalen Optimums in der Litatur zur

verbesserten Umsetzung des Ansatzes der verteilten iDpierung

Bei den durchgefiihrten Praxistests wurde in Kapitel 8.1 destedung
formuliert, dass ein praxisnahes Modell aufgrund der Komplexit&t de
mathematischen Funktionen nur eingeschrankt fir das System dattesert
Optimierung geeignet ist. Als Grund fur die nicht ausreichende
Extremstellenbestimmung im Rahmen der verteilten Optimierang sich
das eingeschrankte Ldsungsverhalten des Simplex Algorithmusdédrei
Bestimmung der maximalen Extremstelle der Zielfunktion. dieker Arbeit
soll nicht sein, den von ASPENTECH erstellten Solver zu vedias
Vielmehr soll nachfolgend auf Entwicklungen in der Literatur hingsene
werden, die einen Lésungsansatz zur Bestimmung des globalen Optimums
bieten, um so eine Realisierung des Algorithmus der verte@ytimierung

ermoglichen zu kdnnen.

Wie in der Einleitung dieser Arbeit erwahnt, gilt es hies dbebale Optimum
als maximalen Gesamtdeckungsbeitrag unter Variation einer radarerer
Eigenschaften Uber zwei Planungsmodelle hinweg zu bestimmen.dgeaffB
des globalen Maximums soll nachfolgend wie bei Muts Funktionswert
eines Punktes verstanden werden, der im Vergleich gréRalsistile anderen

Punkte aus dessen lokaler Umgebung.

Liegen alle beteiligten Funktionen ieinem Planungsmodell vor, tber das
optimiert werden kann, gibt es in der Literatur ausreichend L&sunsétze zur
Bestimmung des globalen Optimums. Beispielhaft seien hiee di

Untersuchungen von R&fzRatsche® und Toérn/zilinsk&" genannt. Alle drei

1 Mautz R., 2000, S. 11

52 Ratz D., 1992

53 Ratschek, H., 1988, S. 18
54 Torn/zilinska, 1989, S. 23
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Untersuchungen legen zu Grunde, dass Uber die Betrachtung mashberati
Sachverhalte hinaus Optimierungsprobleme aus der Praxis aufgegrif
werden. Dabei wird ein wesentlicher Schritt weg von theatstis
Formulierungen hin zu Funktionsverlaufen als Abbild alltaglicher
Zusammenhéange gemacht. Die mit der Praxisndhe einhergehenteneande
Komplexitat stellt sich dabei schon beim Modellieren einfachster

Zusammenhéange ein.

So weisen die drei genannten Autoren eindringlich darauf hin, dass mi
zunehmender Komplexitat der mathematischen Funktionen sich dies Dieht
untersuchten Punkte und damit auch die Komplexitdt der Modellfunktionen
stark erhéht und damit die Laufzeiten zur Losung so genannter YiRerdd-
Probleme®, wie sie Ratz nennt, exponentiell ansteigen. Abemdgedie
Abbildung und Modellierung von praxisbezogenen Aufgabenstellungen stellt
eine zentrale Rolle dar, da die Verflugbarkeit von Prozessdatedel

Vergangenheit stark angestiegen ist.

Ein wesentlicher Grund fur das steigende Datenvolumen in vielesicBen ist

die zunehmende elektronische Unterstitzung der Sammlung, Arcinigiend
Auswertung von Daten. Fir die Industrie sei hier beispielhafEdtevicklung

im Bereich der Mess- und Regeltechnik erwahnt. Durch die signifga
Verbesserungen bei der Datenaufnahme (Onlineanalytik, s3maeameter,
Positionsmessungen usw.) kdnnen Daten exakter und mit héherer Frequenz
aufgenommen werden. Auch die Datentbermittiung, die Entwicklungen w
Breitbandtechnik oder Lichtfaserkabel hervorgebracht hat, wurdedenf
Transfer von entsprechend hohen Datenmengen ausgebaut. Hier ist die
Entwicklung im Bereich der Datenbanken als zentral im Hinblick dief
steigende Komplexitat von Funktionen basierend auf ,Real World Probteme

zu nennen. Erst das systematische Speichern und Verwalten vogra@én
Datenmengen macht eine mathematische Analyse und Auswertubpider
moglich, um entsprechend wirtschaftlich nutzbare Informationenusdara

ableiten zu kénnen.
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Aus diesem Grunde bieten sowohl ASPENTECH als auch HAVERLY
inzwischen Datenbank basiert LP-Systeme an. Dazu kdnnen sowohl
Eingangsdaten aus Datenbanken entnommen werden als auch die Ergebnisse
vor dem né&chsten Weiterverarbeitungsschritt, wie z.B. Scimgdul
bedarfsgerecht gespeichert werden. Wie von ®Raimzd Ratschék erwahnt,
nimmt die Komplexitdt mathematischer Modelle und den damhliuwetenen
LP-Systemen stark Uberproportional zu, wenn die technischen Entwicklung
hinsichtlich des steigenden Datenvolumens genutzt wird. Um seenadiger

wird die Anforderung an den Solver zur Ermittlung der gewinschten
Extremstelle der Zielfunktion. Im Rahmen dieser Arbeit standkemplexes
Raffineriemodell mit umfangreicher Datenstruktur in Verbindungliméaren
sowie nichtlinearen Funktionen zur Verfiigung. Steht ein derarfifedell

nicht zur Verfigung, sollte in der Testphase auf mathematische

Grundfunktionen zurtickgegriffen werden.

In der Literatur wird im Rahmen von vergleichenden Systemtdstsals auf
Levy-Funktionen zurtckgegriffen. Diese zeichnen sich im Wesentlidiech
ihre Komplexitat bei gleichzeitig einfacher mathematsdbarstellbarkeit des

mathematischen Zusammenhangs, aus.

Auf Basis derartiger Levy-Funktionen kann die Effizienz bestehender
Algorithmen zur Lésung von mehrdimensionalen Funktionen mit lokalen
Optima bestimmt und verbessert werden. Auch der Algorithmusertgilten

Optimierung konnte ausgehend von Levy-Funktionen hinsichtlich der
Verbesserung des Losungsverhaltens von ,Real-World-Problemen®

weiterentwickelt werden.

Eine Alternative zu den Levy-Funktionen stellen Funktionen dar, die im

Bereich der Simulationstechnik in Raffinerien Anwendung finden undnder

% Ratz D., 1992
% Ratschek, H., 1988, S. 18
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Ursprung unter anderem in Ableitungen statistischer Methoden hersust.

An dieser Stelle sei die stark voranschreitende Entwicklung deomaen
Netzwerktechnik genannt. Bei diesem Ansatz werden aus der RrBxisn
einem industriellen Prozess eine Fille von zundchst unabhangigemdifza

Uber die gleiche Zeitachse aufgenommen. In einem zweitenttSeird nach
Korrelationen zwischen den Datenreihen gesucht. Mehrdimensionale
Zusammenhéange konnen so identifiziert und in  mathematischem
Zusammenhang formuliert werden. Der Vorteil neuronaler Nég¢z¢ in der
Madoglichkeit, innerhalb kurzer Zeit ein mathematisches Mazilekrstellen. Bei
Vorhandensein komplexer Strukturen, bei denen lineare oder einfache
funktionelle Ansatze fur eine Erklarung der Zusammenhénge nicldictuesn,

ist mit der neuronalen Netzwerktechnik haufig eine Verbessemeg
Prognosequalitéat zu erreichen. Neuronale Netze werden enBareichen der
Wissenschaft untersucht. Ohne detailliert auf neuronalezeNeh der
Wissenschaft einzugehen, soll hier lediglich auf die entspreehkeiteratur

verwiesen werden; siehe daZ§®°% 707!

Speziell in einem LP-Modell, welches der wirtschaftlichepti@ierung einer
Raffineriefahrweise dient, spielt das beschriebene Blengingkomponenten

zu Endprodukten eine wesentliche Rolle. Eine Reihe von Eigengchusdte
Blendingkomponenten lassen sich linear berechnen. Dazu zahleBicltie

und Viskositdt. Eigenschaften wie Dampfdruck oder Cetanzahl einer
Komponente werden in der Regel indirekt dber einen Index
(Dampfdruckindex, Cetanzahlindex) bestimmt. Dieser ist algslinur ein

Mal3 dieser Einheit — stellt aber nicht die Einheit selbst dar. Abbildung

eines direkten funktionalen Zusammenhangs stol3t man ohne neuronale

Netzwerktechnik schnell an die mathematischen Grenzen.

57'M. Baret, 2000, S.55 ff

%8 B. Chaudhuri, J.M. Modak (1998), S. 19

% E M. Cortez, S.C. Park S. Kim (1995), S. 31 u. 789
%3, Jin, K.M. Ye, K. Shimizu, J. Nikawa (1996),83.
17.C.Lin(1996),S.10u.S. 21
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Die Verdffentlichung von Yin, Luo und Zh&tizeigt Losungsansétze, in denen
mathematische Formulierungen des Blendingproblems durch die neuronale
Netzwerktechnik im Bereich des Kohleblendings realisiert wurdBei
systematischem Vergleich zwischen dem Blenden von Kohle und dem v
Mineralblprodukten zeigt sich, dass in Anlehnung an die veroffatelidrbeit

eine  Anwendung der neuronalen Netzwerktechnik im Bereich des
petrochemischen Blendings technisch mdglich und sinnvoll ist. Eine
entsprechende Veroffentlichung konnte im Rahmen der Literaturcdeher

nicht gefunden werden.

Die Uberfilhrung der erwéhnten ,Real-World-Probleme® in formeln&iRig
Zusammenhange mittels der neuronalen Netzwerktechnik bietet einee héhe
Ubereinstimmung zwischen Realitat und mathematischer Funkticerdiiys
kénnen die auf diese Weise bestimmten Funktionen von hoher Komplexitat
sein, was neben den Problemen bestehender Solver mit demz Atesat
verteilten Optimierung auch Verbesserungspotential bei Einsddr

Funktionen aus der neuronalen Netzwerktechnik aufzeigen wirde.

Wie eingangs dieses Kapitels erklart, sollen Ansatze auws Lderatur
aufgezeigt werden, mit denen ausgehend von den zuvor beschriebenen
Funktionen eine Bestimmung des globalen Optimums moglich ist.eBieng
einen Ausblick, in welcher Weise eine Weiterentwicklungidedieser Arbeit

an die Grenzen gelangten Solvers denkbar ware, um eine vollgéndig

Umsetzung des in dieser Arbeit entwickelten Algorithmuernudglichen.

Zur Verbesserung der Lésungsalgorithmen in den Solvern betracht&ter
Systeme, zeichnet sich in der Literatur ein Losungsansaizealdie Verein-
fachung der Funktionsverlaufe vor Einsetzen der Losungsalgorithmeneind di
damit einhergehende Reduzierung der Laufzeiten zum Ziel hadr lntdratur
gibt es diesbeztiglich eine Reihe von Ausarbeitungen. Beispiskidhier ein

in der Praxis erfolgreicher Ansatz einer heuristischen Glatwogsdur zur

2C.G. Yin, Z.Y. Luo, Z.H. Zhou, K.F. Cen (2000), B ff.
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Vermeidung von lokalen Optima von Hildiffggenannt. In der von ihm
dargestellten ,Heuristic smoothing procedure’ (HSP) kommt es zur
sequenziellen Ldsung von Optimierungsproblemen. Im Gegensatz zum
Downhill-Simplex-Algorithmus als direktem Optimierungsverfahsetzt HSP

auf Gradientenverfahren, wie sie bereits in Kapitel 4.gefellt wurden. Als
klassisches Gradientenverfahren wurden die indirekt optimierendefitz&ns
,Newton-Raphson-Verfahren” und ,Gaul3-Newton-Verfahren’ erortert.
Hinsichtlich des Einsatzes beider Verfahren im Bereich der
Produktionsplanung und in der verteilten Optimierung liel3 sich fdststelass

das Newton-Raphson-Verfahren inklusive seiner Erweiterung durch
Levenberd® in der Lage ist, auch héherdimensionale Probleme zu I6sen und
die gewiinschte Extremstelle der Zielfunktion zu ermittelnerdlihgs nimmt

die Rechenzeit bei komplizierten, realitditsnahen Funktionemem Mal3e zu,
dass sich diese Form der Gradientenverfahren nicht fir den Einsder
industriellen Produktionsplanung eignet (siehe dazu Kapitel 4.2.)end
Gardientenverfahren weisen deutlich verbesserte Rechenzeiten aus.
Beispielhaft seien hier das SQP (sequential quadratic prograghmbn
Bazara& und der geschilderte Ansatz MMA (method of moving asymptotes)
von Svanberff genannt. Verbindet man diese verbesserten Ansatze der
Gradientenverfahren mit der Methodik der heuristischen Glattuomsgar
nach Hilding, so kann die Zielfunktion durch Glattung vereinfacht undtdam
die Optimierzeiten minimiert werden, ohne Einschrankungen beim
Losungsraum einraumen zu mussen. Unter Berlcksichtigung der aktuell
Entwicklung bei Gradientenverfahren kann dies nach Hilding zu einer

Alternative des bei Solvern sehr verbreiteten Simplex-Adgmus fuhren.

Ein weiterer Ansatz zur Ermittlung des globalen Optimums hitdinearen
Funktionsverlaufen mit lokalen Optima wird von Williathsaufgezeigt.

Williams geht wie Hilding davon aus, dass optimale Lésungen mamieden

3D. Hilding, 2000, S. 29-36
K. Levenberg, 1944

® M.S. Bazaraa, 1993

"8 K. Svanberg, 1987, S. 359 ff.
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Grenzen des Feasibilitatsbereiches liegen. Sind jedoch nicht-lineare
Funktionen im Modell enthalten, konnen auch die Grenzen des
Feasibilitatsbereiches nicht-linear sein (siehe dazu Abbil@#)gIn diesem
Fall besteht die Gefahr der Ermittlung eines lokalen OptimamsStelle der

gewinschten absoluten Extremstelle.

4
f(xﬁ f(x)

/

= Feasibilitatsbereich

/ AN

= Feasibilitatsbereich
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Abbildung 24 —Feasibilitdtsbereiche mit linearen und nicht-limea6Grenzen

Das Implementieren von nicht-linearen Funktionen in das ModaliesBasis
der so genannten Nicht-linearen-Programmierung (Non-linear-pnogiray
[NLP]). Die durch das Verknipfen linearer Modelle im Rahmeseatiérbeit
entstandenen Modelle verlassen den Bereich der LinearitéMddelle
werden zu NLP-Modell€fi, dieser Zusammenhang wurde in den in Kapitel 8.1

dokumentierten Tests ausfuhrlich beschrieben.

Das in Kapitel 8.3 formulierte Ergebnis entspricht exakt Diarstellung von
Williams: Sind unmodifizierte Simplex Algorithmen bei konvexen nicht
linearen Modellen noch in der Lage, das absolute, globale Optimwm
ermitteln, so ist dies bei nicht konvexen Modellen nicht mehnesiaind

reproduzierbar maglich.

T H. Williams, 1993

"® |In bestehenden LP-Modellen sind z.B. durch die &lgetung von nicht-linearen
Blendingeigenschaften bei der Berechnung des Damngfds durch den Doppellogarithmus
der Waltherformel nicht lineare Elemente enthalten.
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Zur Ermittlung des globalen Optimums bei nicht konvexen Funktionen im
Zusammenhang eines NLP-Modells untersucht Williams in einenenrers
Schritt den Ansatz der separablen Funktionen. Eine Funktion kann dsbei a
separabel definiert werden, wenn diese durch Approximation als Swamme
Elnzelfunktionen dargestellt werden kann. Zur Verdeutlichung wird in
Abbildung 25 die stiickweise lineare Approximation anhand der folgenden
nicht-linearen Funktion beispielhaft dargestellt.

Beispielfunktion: y = 5%— 14X + 11x

Abbildung 25 — Stiickweise Approximation der Funktion y =>5x14X + 11x nach
Williams™

®H, Williams, 1993, S. 229
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Wird der Ansatz der separablen Funktionen bei nicht-konvexen NLP-
Modellen eingesetzt, so kommt Williams zu der Erkenntnis, dasdamur das
korrekt globale Optimum ermittelt wird, wenn zwischen Startwmd dem
globalen Optimum kein lokales Optimum liegt. Dies entspricht den
Erfahrungen im Rahmen dieser Arbeit mit den bestehenden Sobke&muird

von Williams empfohlen mehrere Rechnungen mit unterschiedliche na
dem Zufallsprinzip ermittelten Startwerten durchzufiihren, um dann das
maximale der ermittelten Ergebnisse als globales Optimum fmieten. Da

die so ermittelte Extremstelle nur zufallig dem globalen Qutirentspricht,
wird dieser Ansatz von ihm erweitert. Williams konvertiern dénsatz der
separablen Funktion zu einem Modell der Integer Programmiemaemi er

den Branch-and-Bound-Algorithmus eins&tztwodurch die Ermittlung des

globalen Optimums bei NLP-Modellen sichergestellt werdema

Unterstellt man eine Adaption bestehender LP-Solver in derhbelenen
Weise, ist eine praxisnahe Realisierung des Ansatzes ddeilteer

Optimierung im Sinne meiner Ausfiihrungen maoglich.

Analog zu den ermittelten Testergebnissen hinsichtlich des seingakten
Losungsverhaltens betrachteter Solver (siehe Kaptitel Bekiedl Abbildung

21) kommt Rat? unter anderem am Beispiel der 1-dimensionalen Shubert-
Funktiorf® ebenfalls zu dem Schluss, dass trotz zahlreicher Theorietreauf
Gebiet der linearen und nicht linearen Optimierung eine Bestimgndes
globalen Optimums bei so genannten real-world-Problemen nicht assigrl
moglich ist.

Aufbauend auf die Definition von Téth nach der globale

Optimierungsverfahren bei einer stetigen Funktion f nur dann gegen da

8 H. wiliams, 1993, S. 235
81 Weiterfiihrende Literatur zum Branch-and-Bound Aijonus siehe:
R.S. Garfinkel, 1979, M. Jeffreys, 1974 , enfHwang, 1984, P. Brucker 1994
8D, Ratz, 1992, S. 9
83 Die 1-dimensionale Shubert-Funktion hat 20 lokatximal Extremstellen, von denen drei
zu den globalen Lésungen zéhlen.
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globale Optimum konvergieren, wenn die Folge der durch den Algorithmus
generierten Testpunkte Uberall dicht im kompakten Minimierungsiberei
liegen, zeigt Ratz, dass die Intervallrechnung ein Hilfeiizur Ermittlung
globaler Extremstellen Uber Teilbereiche des Optimierungstgbidarstellt.
Dabei kdnnen in einer einzigen intervallarithmetischen Funktionsatigvy

fur alle Punkte innerhalb eines Intervalls Aussagen (ber die Ildmge
Funktionswerte gemacht werden. Die Intervallauswertung erssimit

(unendlich) viele reelle Funktionsauswertungen.

Die von Ratz unter dem Thema der globalen Optimierung bebehege
Intervallrechnungen griinden wie bei Williams auf dem Algorithnoes
Branch-and-Bound. Nachdem bereits 1974 Skéfbdie Branch-and-Bound
Methodik mit der Intervallarithmetik fiir die globale Optimierung \Woore®
kombinierte, gingen Anfang der Neunziger die Forschungsaktivitaténehe

in die Verbesserung der Effizienz.

Zusammenfassend lasst sich formulieren, dass Systemermiitllhg des
globalen Optimums in der Literatur umfassend vorgestellt wersnassen

sich neben den Ansatzen zur Optimierung eines einzelnen Modells ohne
lokales Optimum ebenfalls Ausfuhrungen zur Untersuchung von
Zielfunktionen mit einer oder mehrer Extremstellen in der in Ild&ratur

finden. Exemplarisch wurden drei Ansatze vorgestellt.

Im ersten Verfahren zur Bestimmung des globalen Optimums wurde e
heuristische Glattungsprozedur zur Vermeidung von lokalen Optima
dargestellt. In Verbindung mit Gradientenverfahren wie HSPufisiéc
smoothing procedure), SQP (sequential quadratic programming) und MMA
(method of moving asymptotes) kann durch die Methodik der heuristischen

Glattung das globale Optimum in realistischer Rechengmmaittelt werden.

84 A. Torn, 1989; S. 30-38
85 3. Skelboe, 1974
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In einem zweiten vorgestellten Ansatz werden die separidftarktionen
konvertiert und durch die Implementierung des Branch-and-Bound
Algorithmus zu einem Modell der Integer-Programmierung erwgeitedurch
eine Ermittlung des globalen Optimums bei NLP-Modellen vedsesgerden

kann.

Auch der dritte vorgestellte Ansatz geht vom Algorithmus desn@r-and-
Bound aus, findet seinen Schwerpunkt allerdings in der Intervallatiikhm
verbunden mit Verfahren wie Cut-Off-, Monotonie- und Konkavitatstest

Effizienzsteigerung.

Aus Grunden der Vollstandigkeit sei abschlieRend noch die von Mitra,
Levkovitz und Tami¥’ dargestellte Methode IPM (Interior Point Method) als
Alternative zum Simplex-Algorithmus genannt. IPM ist danachbikr und
aufgrund der geringeren Anzahl an notwendigen lterationsschritiereetér

als der Simplex-Algorithmus. Anderson, Mitra und Parksiffssehen eine
derart hohe Effizienz von IPM, dass ein Einsatz von IPM im Rahder
massiven Parallelitat empfohlen wird. Aber auch die Komlnaton IPM-

und Simplex- Algorithmus wird von Bix55y als Mdéglichkeit aufgezeigt, die
Kapazitat des Simplex-Algorithmus zu erweitern und die Bestimngloizaler

Optima zu verbessern.

Alle vorgestellten Verfahren zeichnen sich durch die korrekteittng
maximaler Extremstellen bei Funktionen mit lokalen Optima ause Ei
Erweiterung des betrachteten Solvers um diese Verfahren tragt dar
Verbesserung einer praxisnahe Realisierung des Ansatzes deiltere

Optimierung im Sinne dieser Arbeit bei.

8 R.E. Moore, 1966

87 Mitra,G.; Levkovitz, R, Tamiz, M (1991)

8 AndersonJ.H.; Mitra, G; Parksinson, D. (1991)

8 Bixby, R.E.; Gregory, J.W.; Lustig, I.J; MarstefRiE.; Shanno (1991)
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10 Zusammenfassung der Ergebnisse

Wie eingangs herausgestellt ist Gegenstand dieser ArbeiErtigicklung
eines Systems der verteilten Optimierung durch die Verknipfung von
unabhéangigen mathematischen Modellen. Die verteilte Optimiestefigdabei
eine Moglichkeit zur Bestimmung des globalen Optimums im Sinne der
Ermittlung der gemeinsamen, maximalen Extremsteller abeteiligten
Modelle dar.

Einleitend wurden dazu die in der Rohdl verarbeitenden Mineralolimeust
etablierten Planungssysteme vorgestellt. In Bezug auf matische Modelle

als Hilfsmittel zur Produktionsplanung in Roholverarbeitenden Raiffine
lieRen sich die Optimierung der Bereiche Logistik und Blending sdigi&P-
basierte Optimierung der Gesamtfahrweise unter Maximierung des

Deckungsbeitrages als zentrale Anwendungen festlegen.

Zur Ermittlung eines technisch geeigneten Systems zur Implemerg des

im Rahmen dieser Arbeit entwickelten Systems der vertef@ptimierung
wurden vorgestellte Planungsformen hinsichtlich der Kompatibilitat de
Schnittstellen, des Verbreitungsgrades des Systems und nigssedizten
Optimieralgorithmus untersucht. Bei der weiterfihrenden Betaghtder
indirekten und direkten Verfahren zeigten sich alle betraat@tdirekten
Verfahren und von den betrachteten direkten Verfahren nur das Downhill-
Simplex-Verfahren als geeignet flr die Implementierung des ickeiien
Algorithmus. Aus dem Bereich der Produktionsplanung erwies sicheBtbh

die Verknipfung zweier LP-Systeme fir die Umsetzung des Ansd&es

verteilten Optimierung als geeignet.

Als Nachweis der theoretischen Richtigkeit des Ansatzes veeteilten

Optimierung konnte ein mathematischer Beweis angefuhrt weldarauf
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aufbauend wurde der Algorithmus zur verteilten Optimierung iekéit und
die Implementierung in bestehende LP-Systeme beschrieben.

Hinsichtlich der Praxiseinfihrung des Systems der verteiltptimizrung
wurden der hardwaretechnische, der softwaretechnische und der
organisatorische Bereich betrachtet. Umfang und Aufwand defitiurig

wurden erortert.

Basierend auf dem entwickelten System wurden zur Ermittlung der
Moglichkeiten und Grenzen systematische Testreihnen mit verbtefac
Beispielfunktionen durchgefiihrt. Als Ergebnis der Testreihen konnten
folgende Mindestanforderungen an die Zielfunktion formuliert werdsn,
eine bestimmungsgemale Ermittlung des globalen Optimums gewt#m|zu

kénnen:

» Die Steigung der Funktion darf nicht in mehr als einem Punkt den
Wert 0 annehmen.

¢ Lokale Optima zwischen den Intervallgrenzen der Zielfunktion sind
zu vermeiden.

» Entspricht die maximale Extremstelle der Gesamtfunktion nicht
einem der beiden Intervallgrenzen, muss der Funktionswert gré3er

sein, als der Funktionswert mindestens einer Intervallgrenze.

Bei Testreihen mit praxisnahen LP-Modellen zeigte sichs dash bei der
Verkniipfung zweier Modelle durch Uberlagerung Zielfunktionen ergetien,
die oben definierten Mindestanforderungen nicht erfillen. Eine unbaittel
Umsetzung des Systems der verteilten Optimierung zeigteatschur stark
eingeschrankt moglich. Dabei liel3 sich die begrenzte Losungaiapdes LP-

internen Solvers als begrenzender Faktor identifizieren.

Ansatze zur Verbesserung des LP-internen Solvers wurden anschlal&end

der Literatur zitiert und erdértert. Die vorgestellten Varén zur Bestimmung
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des globalen Optimums zeichnen sich durch die korrekte Ermittlungnakexi
Extremstellen bei Zielfunktionen aus, die nicht den oben genannten

Mindestanforderungen entsprechen.

Eine Erweiterung des betrachteten Solvers um eines der aufgefl
Verfahren lasst damit eine praxisnahe Realisierung des Assdgreverteilten

Optimierung im Sinne dieser Arbeit zu.

So lasst sich abschlieBend formulieren, dass im Rahmenr digseit ein
Algorithmus entwickelt wurde, der entsprechend der eingangs fiemeun
Zielsetzung die Verknupfung von mathematischen Modellen mit dendgrel

verteilten Optimierung ermdglicht.
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11 Ausblick

In nachfolgenden Ausblick soll kurz auf denkbare Entwicklungsmaoglicrkeit
des Ansatzes der verteilten Optimierung im Sinne der Ergebdisser Arbeit

eingegangen werden.

In den vorangegangenen Kapiteln wurde bewusst ein modellhafteak@¥rar

im Wesentlichen zu Testzwecken und aus Griinden der Systemteanrsga
Grunde gelegt. Bei Implementierung einer systemtechnisch unagbéng
zentralen Plattform ist eine Erweiterung auf eine groRerezall an
verknipften Planungssegmenten technisch méglich und denkbar. Auch wenn
in dieser Arbeit nur beispielhaft das Testsystem mit zuaauhgssegmenten

und einer zentralen Plattform betrieben wurde, so kénnen prinzipielereehr
Planungssegmente ein Angebot auf der zentralen Plattform hijaerl&in
nachfragendes Planungssystem kann dann seriell alle verfligbarebofgg
prufen, ggf. den Prozess der verteilten Optimierung startediareirechneten

Ergebnisse vergleichen.

VergréBert man so die Anzahl der teilnehmenden Systemen Ieam
selbstandig expandierendes Optimierungsnetzwerk gleich dem Wadle-Wi

Web entstehen.

Unterstellt man bei den beteiligten Systemen ein entsprdeleNachfrage-

und Angebotsvolumen, so wirken schlieRlich die Mechanismen dem freie
Marktwirtschaft. Von volkswirtschaftlicher Bedeutung ist, slasich
hinsichtlich der auszutauschenden Komponenten nicht nur ein globales
Optimum zwischen den zwei Systemen ergibt, sondern dass diesliger
Teilnehmer des Optimierungsnetzwerks, die an der Optimierung der
betreffenden Komponente beteiligt sind, méglich ist. Das so teiftaiglobale
Optimum stellt aus wertschopfender Sicht das wirtschaftl@pgmum dar;



147

personliche, politische Préferenzen kdnnen dabei ausgeschlossen werden.
Ferner sind den beteiligten Systemen im Netzwerk durch das ‘ésrhdes
Optimieralgorithmus alle modelltechnischen Restriktionen der

Netzwerkteilnehmer, wenn auch implizit, bekannt.

Diese Transparenz unter Ausschluss personlicher Einflussaktdrei
theoretisch unendlich erweiterbarer Anzahl an teilnehmendeergstkann
dann markwirtschaftlich das Ubergeordnete Optimum ermitteln undbzo
beitragen, Glter und Ressourcen effizient fir die Volkswirtsatnatftbar zu

machen.



Anhang 1 — Implementierung des Algorithmus der verteilten Optimgeauf die

beteiligten LP-Systeme

Rekur-
sionen

LP-System 1
(kaufend)

einzelne
Optimier-Rekursion

wenn open Sl-File do

copy
INPUT DAT->LOBSY

while trigger = 0 do
wait 120 sec.

wenn trigger = 1 do

copy
LOBSY->OUTPUT DAT

einzelne
Optimier-Rekursion

wenn open Sl-File do

copy
INPUT DAT->LOBSY

Zentrale Plattform
(LOPSY)

LP-System 2

(verkaufend)

<input dat>
(Max-Menge,
Preis1, ADB1)
-> Trigger =0

while trigger = 1

or LOBSY not
<input dat> available do
| ——
(Max-Menge, wait 120 sec.
. [—
Preis1, ADB1)
! ]
->Trigger =0 <
| E— <input dat> copy wenn trigger = 0 do
‘ .I copy
| LOBSY->INPUT DAT
_> -

einzelne

Optimier-Rekursion

wenn open Sl-File do

—p <output dat> copy
——| (IstMenge, ADB2) OUTPUT DAT->LOBSY
| E— -> Trigger = 1
‘ while trigger = 1
copy <output dat> 1 orLOBSY not
RN ] availiable do
Dl wait 120 sec.

__—

Zustand: aktiv

- inaktiv Stand-By-Modus

- optimierend
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