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1 Introduction 

1.1 Problem Analysis 

In business today, companies are being increasingly influenced by global com-
petition, always shorter product life cycle, changes of consumer habits, and 
many other impact factors. Product innovation is no longer an option for 
growth, but a requirement for survival. On the one hand, new technology or 
new combination of technologies is the driving force of product innovation 
(technology push). On the other hand, product innovation is also driven by 
market demands, which are considered as the catalyst of technological changes 
(market pull). For technology-intensive companies especially in mechanical 
engineering industry and electronic industry, technology itself has become a 
decisive factor because of its significant influence on product development and 
process optimization. It is important to identify advantages or barriers of tech-
nologies, to compare them as well as to analyze the probability of being substi-
tuted [WB02].  

Therefore, scientific researchers and decision makers in companies address the 
attention to Technology Intelligence, which is the sum of methods, processes, 
best tools used to identify sensitive information about technological develop-
ments or trends that can influence a company’s competitive position. The 
Technology Intelligence process spans across four levels: Data, Information, 
Knowledge, and Decisions. Data are symbols without meaning. Information 
is data that has been given meaning by way of relational connection. Knowl-
edge is the output of information scouting, processing and analyzing. And De-
cisions are made on the base of knowledge [DB95]. Within the framework of 
Technology Intelligence, the main task is to procure accurate information about 
performances and developments of technologies, i.e. to identify Technology 
Indicators.  

Technology Indicators are those indices or statistical data, which allow direct 
characterization and evaluation of technologies throughout their life cycles. 
“Key player”, “technology maturity”, and “technology trend” are examples of 
typical Technology Indicators.  

Technology Indicators are represented in the form of published information 
such as scientific papers, dissertations, product descriptions, technological re-
ports, press releases, etc. In order to extract the Technology Indicator, a corpus 
of published information should be collected and analyzed. There are two main 
problems that need to be solved during the process of extraction of Technology 
Indicators from technology information corpus. 
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The amount of information is too large. 

According to BROCKHAUS, there are 100,000 to 200,000 scientific periodicals 
at present, while there were only 1,000 in the middle of 19th century. The 
amount of daily scientific publications is now around 20,000; and it was only 
2,000 in 1950. Also the World Patents Index records yearly 1.5 million new 
patents [BG05], [GHK+06]. It is already well known that the amount of infor-
mation has increased tenfold or even more with the development of informa-
tion technology. 

“The new communications technologies and content services as 
well as the convergence of the Internet and the mobile phone cre-
ate freedom and possibilities as never seen before in the world.” 
[Ala99] 

People previously read documents one by one and collect key information 
manually. But nowadays, the volume of information is so high that it is no 
longer possible to evaluate or characterize technologies by reading documents. 
Even in a limited area e.g. mechatronics, the number of publications is too 
huge to be processed manually. Therefore, there is demand on computer-aided 
information procurement process, which can (semi-)automatically retrieve, 
filter, analyze, and interpret a mass of information.   

Companies lack a guideline to procure the Technology Indicators. 

As a matter of fact, there are already some methods that are contributed to 
automatic information procurement; for example Knowledge Discovery in Da-
tabases, Information Retrieval, Artificial Intelligence, Information Mining, 
Patent Analysis, etc. However, those methods have never been integrated with 
characterization and evaluation of technologies. There is no systematic ap-
proach aiming at knowledge extraction for Technology Indicators. The absence 
of that systematic guideline has caused the following discomforts for decision 
makers in companies: 

• Normally, the information corpus is collected and analyzed manually. 
Therefore, the process is time-consuming and the results are subjective. 
The limited information amount due to manual processing causes the 
risk that some aspects could be ignored.  

• Various procedures lead to waste of manpower and material resources. 
Every time when a technology needs to be analyzed and evaluated, it 
has to be thought about where to begin and how to begin.  

• Technologies change quickly. Accordingly, the information about 
Technology Indicators should be updated regularly. The same knowl-
edge extraction process should be run again with reusable and newly 
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added information. Redundant work is inevitable without standard 
guidelines.  

Based on the former discussion, it can be summarized that technology is an 
impact factor for most companies. Technological performance, development, 
and trends can be characterized and evaluated with the aid of Technology Indi-
cators. There are already methods available for knowledge extraction in the 
context of technology management. However, none of them is devoted to 
automatic identification of Technology Indicators. Furthermore, there is an 
absence of a standard process which can be used for all technologies.  

1.2 Research Objectives 

Regarding the challenges, a methodology for the (semi-) automatic identifica-
tion of Technology Indicators is urgently needed. Research work in this disser-
tation aims at developing such a methodology that can cover all the current 
problems and requirements of decision makers discussed above. 

Input of this methodology is a vast amount of information. Through the meth-
odology, information should be rapidly computer-aided analyzed and filtered. 
As the results of the methodology are the semi-automatically identified Tech-
nology Indicators and their values. In order to catch up with the up-to-date 
technology changes, the methodology also facilitates the regular update of 
technology information. 

In the methodology, intelligent methods are used instead of manual work to 
speed up the knowledge extraction and decision-making processes. Decision 
makers can procure the relevant information about targeted technology by fol-
lowing a standardized process introduced within the methodology.  

Furthermore, the methodology is integrated in the innovative Technology Da-
tabase developed by Heinz Nixdorf Institute. They work together as a central-
ized technology information warehouse that offers relevant information of 
technologies as well as innovative product and production ideas.  

1.3 Research Approach 

Based on the research objectives mentioned in section 1.2, the dissertation is 
structured as follows. The introduction in chapter 2 explores the product inno-
vation process. In the first cycle of the product innovation process, Technology 
Roadmaps are applicable. For the purpose of automatic generation of complex 
Technology Roadmaps, Heinz Nixdorf Institute has developed an innovative 
Technology Database, whose information procurement process still has to be 
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optimized. A methodology is desired. Concrete requirements are derived from 
the innovative Technology Database.  

In chapter 3 the existing methods used in information procurement are re-
viewed. The basic functions and current status of the methods are introduced. It 
is also evaluated, to what extent the methods fulfill the requirements defined in 
chapter 2. At the end of chapter 3, the call for action is educed.  

Chapter 4 shows the main creation of value of this dissertation. The method-
ology for the identification of Technology Indicators is explained in detail. 
First of all, the methodic foundation of the methodology is explicated. Then, an 
overview of the methodology is given. The methodology is divided into five 
phases. The phases are described theoretically and separately in turn. At last, 
the integration of the methodology and the innovative Technology Database is 
elucidated. 

In order to verify the methodology, a case study is demonstrated in chapter 5. 
The case study is focused on the technology MID (Molded Interconnected De-
vices). It was carried out step by step in terms of the methodology introduced 
in chapter 4. The case study of MID proves the usability and validity of the 
methodology. It also highlights the advantages of this methodology by compar-
ing the fulfillments of the requirements. More details are inside the chapter.  

Chapter 6 includes the brief summary of the research work and the discussion 
of future work.  
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2 Problem Analysis  

2.1 Product Innovation 

Due to intense competition, companies have high demands on product innova-
tion, which means decision makers in companies should choose the right busi-
ness strategies, develop new products and services that fulfill the changing us-
ers’ requirements, and constitute applicable technology plans. All the activities 
are based on regular, quick information procurement and agile reaction.  

2.1.1 The Product Innovation Process 

The product innovation process begins with the idea of a product or business 
and leads to the successful product launch. It incorporates the areas of strategic 
product planning, product development, and manufacturing process develop-
ment. The general work flow is shown in the Fig. 2-1. In practice, the product 
innovation process comprises a number of cycles. 

 

Fig. 2-1:  The product development process as a sequence of cycles [GEK01] 
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The first cycle characterizes the steps from finding the success potentials of 
the future to create the promising product design, which is the principle solu-
tion. There are four major tasks in this cycle: 

• foresight,  

• product discoverying,  

• business planning and  

• conceptual design.  

The aim of foresight is to identify the potentials for future success, as well as 
the relevant business options. The methods used here are such as the scenario 
technique, Delphi studies and trend analyses.  

The objective of product discovering is to find new product ideas. In this 
phase we apply creativity techniques such as the Lateral Thinking of de Bono 
or the well-known TRIZ on the one hand. One the other hand we utilize our 
technology planning concept. 

Business planning is the final task in the cycle of strategic product planning. It 
initially deals with the business strategy, i.e. answering the question like which 
market segments should be covered, when and how. The product strategy is 
then elaborated on this basis. It contains information about 

• setting up the product program, 

• cost-effective handling of the large number of variants required by the 
market,  

• the technologies used and 

• updating the program over the product lifecycle. 

Additionally, a business plan must be worked out to make sure an attractive 
return on investment can be achieved.  

This first cycle is also concerned with the conceptual design, although this 
area of activity is assigned to product development in the narrower sense. The 
result of the conceptual design is the principle solution. It is required to esti-
mate the manufacturing costs needed in the business plan. That is the reason 
why there is a close interaction between strategic product planning and product 
design linked by conceptual design. Conceptual de-sign is the starting point for 
the next cycle. 

The second cycle corresponds to the actual understanding of product develop-
ment according to the VDI-Guideline 2206 “Design Methodology for Mecha-
tronic Systems” [VDI04]. The work to achieve this guideline was managed by 
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the Heinz Nixdorf Institute. The essential point here is the refinement of the 
cross-domain principle solution by the experts from the domains involved, 
such as mechanical engineering, control technology, electronics and software 
engineering. The results of the domains elaborated in this cycle must be inte-
grated into an encompassing product specification. This specification has to be 
verified according to the requirements formulated in the first cycle. This is 
done in the product integration phase. 

The third and last cycle focuses on manufacturing process development and 
the optimization of the product design with respect to manufacturing. 

2.1.2 Technology Roadmap 

One of the main topics in the first cycle of strategic product planning is Product 
Innovation. Market demands change fast, innovative products are required to 
satisfy new market trends. The key point is to identify the opportunities result-
ing from technological advancement and those resulting from the development 
of markets and to balance them. Product innovation is therefore driven by both, 
Technology Push and Market Pull.   

In order to enable product innovation from both sides, the method Technology 
Roadmap is needed. A Technology Roadmap stands for a plan which shows, 
which technology can be used in which products at what time [Eve02], 
[WB02]. Fig. 2-2 shows a Technology Roadmap in a simplified form. 

Product Technologies

Materials

Manufacturing Technologies

2008 2009 2010 2011 2012 20132006

Electro-opt. 
Connector

Micro-
Terminal

Intelligent
Connector

RFID-
Connector

2007
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...
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...

 

Fig. 1-2: Example of a Technology Roadmap (simplified) [GW05] 
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In the horizontal row the relevant technologies for the enterprise are specified. 
It is indicated on the time axis, when the respective technology is mature for 
employment in a series product. Usually some technologies have to cooperate 
in order to realize a beneficial application. In Fig. 2-2 four example applica-
tions are shown. The black junctions mark the utilized technologies.  

Our experience shows that the generation of such roadmaps must be computer 
aided, on the one hand due to the high number of technologies which can be 
regarded - it can easily be more than hundred - and on the other hand the often 
high number of applications can no longer be handled any longer in a manually 
generated graphics. Such a high number of applications also require a classifi-
cation of the options for action based on the Technology Roadmap. The classi-
fication, which follows the product market matrix of ANSOFF [Ans66], is repre-
sented in Fig. 2-3.  
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Fig. 2-2: The options for the technology-referred advancement of the busi-
ness 

Afterwards it is determined whether the up-to-date operated business still car-
ries the enterprise or business innovations should be necessary. If business in-
novations are necessary, the three following classes of options for action are 
examined in the indicated order, because the uncertainty of success increases 
accordingly. 

Product improvement: this option answers the question: which technologies 
those are not in possession of the enterprise yet, can improve the cost-
performance ratio of the existing products? 
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Core competence approach: the technologies that are controlled by the enter-
prise frequently represent competences, and cannot be developed easily by 
competitors. The question arises: Which new application fields can be devel-
oped on the basis of the existing competences in order to generate benefit for 
the customer and/or to satisfy his needs? 

Departure to new shores: a completely new business is required to be estab-
lished; both the technologies and the customers are new. Naturally this comes 
along with the highest risk and therefore is usually only considered if the two 
options mentioned previously do not offer approaches for the advancement of 
the business. 

There are three requirements for using the Technology Roadmap in product 
innovation.  

• How to find out important information about technologies and their ap-
plications? The information volume is huge; an intelligent approach of 
information procurement is urgently required.  

• How to identify the interaction of technologies and applications auto-
matically? There are thousands of technologies and applications, the in-
herent connections should be identified.  

• How to generate the Technology Roadmap automatically? It is difficult 
to generate a Technology Roadmap manually when the numbers of 
technologies and applications are more than 100. Automatic visualiza-
tion of Technology Roadmap should be realized.  

For the purpose of better utilization of the Technology Roadmap in product 
innovation, a modern intelligent system is desired, which fulfills all the re-
quirements mentioned above.  

2.2 Technology Database (Heinz Nixdorf Institute)   

In this context, Heinz Nixdorf Institute has developed an intelligent technology 
management system – the innovative Technology Database. The Technology 
Database facilitates collection, storage, analysis, access, and update of technol-
ogy information. It also allows automatic generation of reports, which help 
decision makers to characterize and evaluate technologies. The innovative 
Technology Database offers computer-aided support on product innovation by 
suggesting possible combinations of technologies and applications. The struc-
ture of the innovative Technology Database is introduced in the following 
paragraphs, so as the information flow, its functions, and advantages. The con-
cept of the innovation Technology Database is shown in Fig. 2-4. 
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Fig. 2-4: Overview of the innovative Technology Database developed by 
Heinz Nixdorf Institute [GW05] 

2.2.1 Concept of the innovative Technology Database 

The core of this system is a relational Database, in which accumulated knowl-
edge and emerging information about technologies and applications are stored. 
It consists of four main interconnected entities. The close interaction of the 
four entities described below enables various queries in the Technology Data-
base and also other functions. Their relational model is illustrated in Fig. 2-5. 
[GHK+06]  

 

Fig. 2-5: Technology Database, simplified relational data model 

• Technology: Here the relevant information about a technology, e.g. de-
scriptions, publications, graphics etc., is saved in the database. In-
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stances for a technology are: electronic ink or metallic Velcro. Informa-
tion is loaded in the form of structured metadata or continuous text.  

• Application: Applications are practical solutions to problems, such as 
products or services, which are based on one or more technologies. For 
example, e-book reader is an application related to the technology elec-
tronic ink. Similar to Technology above, the necessary information 
(description, market analysis, supplier etc.) of applications is also avail-
able in the Technology Database.  

• Function: On one side, every technology performs certain functions, 
e.g. the technology electronic ink can display patterns; and on the other 
side, each application is based on a group of functions, e.g. the e-book 
reader holds the functions as read documents, save data, etc. The inno-
vative Technology Database contains a fixed list of general functions 
based on the corresponding scientific works of BIRKHOFER [Bir80] and 
LANGLOTZ [Lan00]. Every function is composed by a substantive (op-
tional from material, energy, and information), a main verb, and a cor-
responding sub verb, e.g. information – transfer – transmit, or material 
– transform – stretch. A function can be assigned to more than one 
technology or application; conversely, a technology or an application 
performs a group of functions. The relations between “Technology and 
Function” and “Application and Function” in the relational database 
are both m:n relations. When a technology or an application is newly 
added into the Technology Database, it should be linked to the corre-
sponding functions. It is noticed here, the Technology Database recog-
nizes only standardized expressions of functions, i.e. substantive – main 
verb – sub verb. Thus, technologies and applications are indirectly con-
nected with each other through functions. [GCI+07] 

• Market Segment: A market segment is a subgroup of people or or-
ganizations sharing one or more characteristics that cause them to be-
have in the same way or have similar product needs. Examples for mar-
ket segments are facility engineering, automotive industry, and so on. 
In our database market segments are described in detail and attached 
with future-orientated market scenarios [GEK01]. Those scenarios are 
descriptive reports, which present and help to understand different ways 
that future market events could unfold. Market Segment is directly 
connected to Application with an m:n relation.   

Except for the storage and management of information/knowledge about the 
four entities, the innovative Technology Database also allows various queries 
and visualization of the outputs in two essential presentation forms, which are 
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shown on the right side of Fig. 2-4: the Technology Report and the Technology 
Roadmap.  

The various retrieval queries are such as “which technologies will be applied in 
building engineering” or “which applications are realized by the technology 
metallic Velcro?” In principle, the Technology Database concerns questions in 
connection with inherent driving approaches Technology Push and Market 
Pull. For a better understanding, the function model of Technology Push and 
Market Pull is illustrated in Fig. 2-6.  
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Fig. 2-6: Technology Push and Market Pull based upon the Technology Da-
tabase [GW05] 

The Technology Push approach begins with determination of functions per-
formed by the target technologies. Similar technologies are retrieved by means 
of matching the same functions. So do the applications. All the existing and 
potential applications that depend on those technologies are discovered auto-
matically from the database through the determined functions. Then, the cur-
rent problems are analyzed, e.g. production cost is too high, or production 
process is unsafe, etc. Pointed to those problems, suitable applications are fi-
nally selected. From the other side, the Market Pull approach starts with the 
analysis of customers’ problems, i.e. demands of the market. Result is a list of 
all requirements the applications should meet. Secondly, the functions that ful-
fill the requirements are identified. However, those functions are described 
with engineer’s language. They should be translated into standard expressions, 
which match to the function list pre-defined in the database. For example, a 
lever is used to transmit force. The standard function understandable by the 
Database is defined with a substantive plus a main verb and a sub verb: “en-
ergy – transfer – transmit”. After that, the existing and potential combinations 
of applications and technologies are established through functions, which is 
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similar to Technology Push approach. The combinations are then evaluated by 
decision makers according to the realizability and other pre-determined re-
quirements. Final conclusions are drawn on the most practicable technology 
solutions.  

Both approaches are mainly supported by Technology Roadmaps, which show 
the current and potential combinations of numerous technologies and applica-
tions based on the same functions (Fig. 2-2). The innovative Technology Data-
base facilitates the automatic generation of Technology Roadmaps with nu-
merous technologies and applications, which is not possible by manual work.   

Furthermore, it is also possible to generate Technology Reports automatically 
from the Database. The Technology Report is especially attractive for re-
searchers and decision makers because it describes the technologies in detail. 
The Technology Report is constructed in a default format: 

• Summary: a presentation of the substance of the Technology Report in 
a condensed form by reducing it to its main points. The summary brings 
decision makers a brief overview including the abstracts of every part 
listed below.  

• Description: this part contains general information about the technol-
ogy, i.e. history of the development, work principle, typical applications 
and application fields, main advantages, etc.   

• State of the art: the current status of the technology’s development is 
reported here. For instance, the present technological level, the actual 
market development including accessible economic data, investment 
volume, recent important patents, technical barriers, market barriers, 
and so on.  

• Prognoses: in this part, the future development direction of the technol-
ogy is estimated. Further technological progresses are forecasted; po-
tential application fields are predicted; future investment and marketing 
activities are deduced from the tendency of market data, etc.  

• Key players: Leading suppliers, customers, and experts of the technolo-
gies constitutes key players. In the Technology Reports, the firm 
names, websites, and the current contact information (contact person, 
telephone number, email address, post address, etc.) are documented.  

• Information sources: references are listed at the end of the Technology 
Reports in order to testify the validity of the contents. Besides that, de-
cision makers can check the original documents if they need more in-
formation.  
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Information and knowledge used to construct both of the Technology Reports 
and the Technology Roadmaps are sorted directly from the innovative Tech-
nology Database. That means the related information/knowledge of technolo-
gies should be located and loaded previously in the database.  

In Fig. 2-4, the left side is reserved for the process of information procurement, 
search areas, information sources, and methods used. Since the innovative 
Technology Database is an intelligent technology management system, it is 
obvious that the information procurement process should be intelligent as well. 
In other words, the relevant information and knowledge should be systemati-
cally, automatically, and procedurally retrieved from the mass of raw informa-
tion. It is important to define the following issues: what is the information re-
quired (input for the Technology Database)? How to define the information 
procurement process? Which methods are best practicable? Which require-
ments should be met? The first and foremost issue is to analyze the challenges 
of information procurement. The next section introduces the current status of 
information procurement.  

2.2.2 Information Procurement 

Information procurement aims at the achievement of valuable or desired infor-
mation patterns from a collection of literature materials. Nowadays, the devel-
opment of information technologies and communication technologies facilitate 
storage of electronic data in different forms of warehouses, databases, and 
other information repositories. The study “How much Information?” in 2003 
has shown that over 93 percent of the information produced in 1999 was in 
digital format [LV03-ol]. Digital technology facilitates easy storage, and fast 
distribution of information. Additionally, information resources are easily 
shared by using Internet as well as other information and networking systems. 
Therefore, modern information procurement means in most cases the acquisi-
tion of relevant data and knowledge from electronic information databases or 
other shared domains.    

2.2.2.1 Process of Information Procurement 

Generally speaking, there are two performers in the information procurement 
process: client and server. The client sends a message to the server. The mes-
sage includes a request to source information about a certain object or issue. 
The server receives the message. The message is analyzed and processed by 
means of different methods used in the processing process, e.g. Information 
Retrieval, knowledge discovery from database, etc. Significant and useful in-
formation with regard to the client’s request is retrieved from a large collection 
of information resources. Then, the server responds to the client with a mes-
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sage containing information that meets the client’s requirements. Fig. 2-7 
shows the general process of information procurement. [IP06-ol] 

 

Fig. 2-7: General process of information procurement 

In terms of technology monitoring, information procurement is defined in a 
narrow sense. Client means, in this context, decision makers in organizations. 
Server refers to software solutions, or search agents, which provide a service 
on information procurement for many users. Decision makers carry out a prob-
lem analysis to identify what their current problems are and what they urgently 
need. A list of requirements on information procurement is then derived from 
decision makers based on these problems. Typical situations of decision mak-
ers in companies are summarized as follows: 

• Decision makers are roughly informed about an emerging technology, 
which has caught their interests. In order to assess the actual value of 
using the emerging technology in their own companies, they need to 
know more about it.  

• In case that decision makers develop new applications (products or ser-
vices) with the existing in-house technologies, they are eager to get the 
data on applications. First of all, decision makers put their interests to 
applications that are already released to the market: Which are those 
applications? Who are the suppliers? Are the applications produced by 
competitors? etc. Furthermore, the potential usages of the in-house 
technologies should be investigated. That means to check out which 
technologies are feasible for which application. Related information is 
therefore required by decision makers. 

• Innovation relates not only to new applications, but also in production 
processes. For the purpose of saving cost, reducing production time, in-
creasing machining precision, decreasing the complexity of producing 
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process, or improving other impact factors, decision makers usually 
have to consider various possibilities of changing the production proc-
ess using other technologies. Process innovation is commonly com-
bined with product design. The current applications can be recon-
structed regarding characteristics and functions offered by alternative 
technologies. For example, cell phones were fixed with an outer an-
tenna previously; while at present, the technology MID (Molded Inter-
connected Devices) has enabled the installation of an inner antenna 
within the cell phones. Thus, the product design is improved; and the 
corresponding manufacturing process is adjusted. It is to decide here: 
when is the right time to replace the old technology? Which technolo-
gies are the substitutes of the old ones? Are those alternative technolo-
gies ready for series production? Which substitutes should be chosen to 
replace the current one? etc. In other words, the precondition for proc-
ess innovation is to find out the explicit information about the tech-
nologies that can substitute those currently used in companies. 

• Innovation is also driven by customers’ requirements and market de-
velopment. One of the trends today is that the development of some 
consumer electronics (e.g. mp3 players, cell phones, e-book readers, 
etc.) tends to the combination of mini size and multi-functions. This 
trend has an impact on the development of smart technologies that fa-
cilitate the manufacturing of mini electronics. At the same time, those 
technologies also accelerate the construction of innovative products. 
Obviously, decision makers should constantly monitor the market de-
mand to keep their agile reaction to the dynamic changes. 

• The last decision to be made is the “make or buy”. When decision mak-
ers get into contact with some out-of-house technologies that are well 
usable for the in-house production, they usually need to draw the con-
clusions: should the technology be brought into the company’s internal 
competence to ensure the self-manufacturing of corresponding product 
parts (make strategy)? Or is it more economic to buy the usage of the 
technology or product parts manufactured by that technology from ex-
ternal suppliers (buy strategy)? With the “make or buy” strategies, the 
purchasing and production process should coordinate in such a way that 
the profit is maximized. The principle rule here is: 

"Wir machen nur das, was wir besser können als andere und vom 
Markt honoriert wird." (We make only what we can do better than 
others and is honored by the market.) [MB04] 
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Information such as investment requirements, out-of-house supplier, 
application fields of the technology, technological complexity, and con-
trollability are especially of interest for decision makers.  

To sum up the points that we have just indicated, Fig. 2-8 shows the detailed 
information related to technologies, which are required by decision makers. 

 

Fig. 2-8: Action fields of information 

Decision makers formulate the requirements on information procurement with 
respect to their problems. After that, they put search requests including their 
requirements in software agents or other solution systems. The systems accept 
the search requests and forward them to corresponding search areas. Normally, 
systems are connected to a huge information base, which can be either local or 
open source. Enormous documents, diagrams, and metadata are all available in 
the information base. Software agents and systems communicate with the in-
formation base within the requests from decision makers. Through integrated 
processes, the requests are analyzed and the desired information is extracted 
from the information base. As a result, the retrieved information is sent back to 
questioners for the purpose of supporting their decision-making processes 
through the intelligent systems.  

2.2.2.2 Challenges of Information Procurement 

Based on the understanding of the general process of information procurement, 
and the embodiment in context of technology characterization and evaluation, 
the current challenges within the whole information procurement process can 
be discussed now.  
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• Exact formulation of search requests  

Business problems are so complex that decision makers do not know 
how to form their search requests. Simply described search request can 
lead to extensive hits (search results) with a high rate of inaccuracy. 
The reason is: it is not clear what to search. Search requests include cri-
teria and limitations for information procurement, e.g. time period of 
the information, information about a certain technology, etc. Fluff in-
formation (waste information) is filtered out in the natural selection 
process of raw information by matching it to restrictions defined in 
search requests. The more conditions the request contains, the less the 
number of hits is; and hence the more concise the results are.   

• Huge amount of information 

The information amount is too huge. As mentioned previously, we are 
now in the so-called "Information Age", where the information is being 
rapidly propagated. The modern information and communication tech-
nologies have undoubtedly a profound influence on the fast global dis-
tribution of information and the increasing amount of information. The 
world produces between 1 and 2 exabytes of unique information per 
year; and people can easily get data without going outside [LV03-ol]. 
The Internet is one of the youngest and fastest growing media to trans-
fer information in today's world, whose growth is still accelerating, i.e. 
the Internet has not yet reached its highest expansion period [STI00-ol]. 
Even though, it has already caused an information expansion. We use 
World Wide Web as an example. The Web consists of approximately 
2.5 billion documents with a growth rate of 7.3 million pages per day. 
Making an average estimation, the growth rate of new information is 
0.1 terabytes per day [Wso00]. Another example is shown in Fig. 2-9. It 
demonstrates the development of GDSP (Global Disk Storage per Per-
son) over time. GDSP is defined as the amount of digital storage space 
sold in a year divided by the world population of adults. Based on the 
fact that most published information is saved digitally, the calculation 
of GDSP reveals the chronologically changing of information amount.  

To sum up the arguments above, we are facing the information explo-
sion. Such a vast amount of information makes it no longer possible to 
analyze documents and other published information manually. Decision 
makers normally search a few documents on the topic of certain tech-
nology, and read them personally. Important information is then manu-
ally collected. This process is no longer suitable to solve contemporary 
problems. First of all, small groups of publications do not represent the 
whole field; incomprehensive information base leads to information 
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loss. While on the other side, manual processing of comprehensive in-
formation base is not imaginable. A compromising solution is expected. 

 

Fig. 2-9: Global disk storage per person over time [Swe01] 

• Information overload  

As the amount of available data grows, the problem of managing the in-
formation becomes more difficult, which can lead to information over-
load. Information overload, also known as information flood, refers to 
the state of having too much information about a topic to make a deci-
sion [Tof70]. A world-wide survey [Reu96] found out that two thirds of 
managers suffer from increased tension and one third from illness be-
cause of information overload. Other effects caused by too much in-
formation include anxiety, poor decision-making, difficulties in memo-
rizing and remembering, and reduced attention span [She97]. 

• Duplication of data 

Duplication of data is also a confusing issue for information procure-
ment. It is difficult to distinguish if the data is “copied” or “original”. 
That results in information redundancy. The questions here are: what is 
the influence on information procurement? Should the duplicated in-
formation be filtered out in the pre-processing process? How to deal 
with duplicated information? 

• Accuracy of search results  

It is difficult to achieve a high accuracy of search results. As discussed 
above, unclear defined search requests and the huge amount of informa-
tion have negative effects on the accuracy rate of procured information. 
However, the correctness of search results also depends on further fac-
tors, for instance, the methods selected, the approach used, interpreta-
tion of search requests and information, etc. 
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• Evaluation of the retrieved information  

How to evaluate the procured information? We just spoke about the ac-
curacy of results within the fourth point. In order to ensure and measure 
the accuracy, an evaluation step is required.  

• A lack of standardized process 

There already exist several methods to simplify and speed up the proc-
ess of information procurement, which have also proven valid in certain 
applications. However, these methods have not been systematically 
compared with each other. It is still hard to determine, which methods 
should be chosen. Explained in detail, the following questions should 
be addressed: which methods are supplements for each other? Which 
methods are best combinable? Which methods are laborsaving? Which 
methods are reusable? etc. Every decision maker has his own methods, 
which causes redundant internal work in the companies. There is a lack 
of standardized processes of information procurement, which aims at 
searching information relevant to technology planning, production in-
novation, and also other technology issues.  

• Update 

Technologies change rapidly. So do the applications, market demands, 
and production processes. Decision makers require the up-to-date in-
formation about technologies and its related fields in order to keep their 
agile reaction to sudden changes or movements. Current update is either 
carried out without a standardized process or completely manually re-
peated, which wastes time and labor source.    

2.3 Placement of this Dissertation 

As discussed in section 2.2.1 and 2.2.2, relevant information and knowledge 
about technologies are the foundation of the innovative Technology Database. 
Therefore, an effective, intelligent information procurement process ensures 
the normal operation of the Technology Database, i.e. the generation of Tech-
nology Reports and Technology Roadmaps, and other search queries. Although 
the innovative Technology Database has proven successful in several industry 
projects, there are still some open issues in the part of information procurement 
to be addressed at the present (see the left side of Fig. 2-4).  

Setting down the search targets (search objects) 

Before the information is searched, it should be determined what the targets 
are. In the context of the Technology Database, the so-called Technology Indi-
cators that describe the characters, performances, and trends of the technolo-
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gies are firstly preferred by decision makers. It is necessary to pre-define all of 
the general Technology Indicators in order to minimize search focus.   

Defining information resources 

The large information volume exists within a complex area. Rational selection 
of information resources and limitation of search areas are the preconditions 
for the simplification of further information procurement processes. It is help-
ful to define the information resources for knowledge extraction of technolo-
gies: internal or external; internet article or papers from conference proceed-
ings; data patterns or continuous texts; etc. Also rules for pre-filtering are ex-
pected. 

Choosing intelligent methods instead of manual work 

Progresses are requested for the information procurement process in the Tech-
nology Database. The traditional approach is based on manual work, which 
causes waste of time and labor resources. Additionally, the manual work can 
no longer catch up with the changing of information. However, business does 
not wait. Methods, which are suitable to automatic processing of vast informa-
tion, are required to replace the manual work for the purpose of speeding up 
decision-making processes. 

Standardizing the process 

In order to save time, speed up decision-making process, and improve deci-
sion-making quality, decision makers urgently need a guide to extract desired 
knowledge from unstructured information. Therefore, to define a standard 
process of information procurement is one of the most important open issues 
for the innovative Technology Database. 

Simplifying the update 

The last open issue is that the information procurement process in the Technol-
ogy Database should be intelligent enough to regularly re-procure, i.e. to up-
date the information about technologies and its related objects with minimum 
efforts.  

This dissertation is placed exactly to the process of information procurement 
for the innovative Technology Database, i.e. on the right side of Fig. 2-4. The 
open issues explored above should be solved and improved with the work in 
the thesis. The corresponding concrete requirements of the expected process 
that should be developed in this dissertation are listed below.  
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2.4 List of Requirements 

As discussed before, this dissertation aims at developing an information pro-
curement process, which can be embedded into the innovative Technology 
Database, for the purpose of supporting decision makers in the characterization 
and evaluation of technologies and other related activities. To sum up the chap-
ter “Problem Analysis”, the upper-class requirements are large quantity and 
high quality. Large quantity is necessary for efficient analysis of vast informa-
tion; high quality means that the retrieved information should meet the decision 
makers’ requirements. Neither of the two requirements can be dispensed. The 
information procurement process should be enforced from both sides. Fur-
thermore, there are some detailed requirements for the information procure-
ment process, which are listed as follows: 

R1: It is capable to deal with a vast amount of information at a time. 

It is mentioned in fore-content that the information repository should be big 
enough in order to offer a comprehensive overview of the target technology. 
Therefore, the information procurement should be valid for the processing of a 
huge amount of information.  

R2: The information procurement process should facilitate the (semi-) 
automatic analysis of the information. 

An engineer needs approximately 2 hours to read a 12-page scientific article. It 
can be imagined how long he needs to read 200 scientific articles. Traditional 
way of manual work is no longer suitable to process a huge amount of informa-
tion because it is too time-consuming and leads to waste of human and material 
resources. Modern information technology facilitates computer-aided informa-
tion search. It is required to select the best practical methods as well as corre-
sponding countermeasures (e.g. to limit the search areas, to filter out the fluff 
information, etc.) for the information procurement process, which can realize 
the automatic search, process, analysis, and extraction of information. Based on 
the automatic process, the efforts needed from the side of decision makers can 
be reduced, and the process of information procurement and hence the process 
of decision-making can be accelerated. 

R3: The information procurement process should be so effective that the 
only useful information/knowledge is procured. 

Within the process, the needs of decision makers should be precisely analyzed. 
Only the information and knowledge relevant to target technologies should be 
extracted, i.e. a high rate of search accuracy is required. The results of the 
process should meet the decision makers’ requirements.    
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R4: The information procurement process should be standardized and 
suitable to all the technologies. 

Decision makers need a guide to follow within the information procurement 
process. It is important to develop a standard process that is feasible for the 
characterization and investigation of all technologies.   

R5: The information procurement process is not a one-off. It should be 
active in the whole process of technology monitoring.  

Technologies keep on developing. So do applications, markets and hence the 
decisions on business strategies, etc. Therefore, the decision makers are rather 
aggressive to grasp the up-to-date information. Therefore, the information pro-
curement process should be iterative in order to keep on monitoring the dy-
namic changes of technology information. Some assistance phases should be 
defined reusable in order to simplify the update process.  

Based on the requirements, the existing methods in the field of information 
procurement are reviewed in the next chapter, and an appropriate solution is 
proposed.  
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3 State of the Art 

Information procurement is not only important for the innovative Technology 
Database, but also for other fields of research. Generally speaking, it has been 
an interesting issue for decades. Many researchers devoted themselves to de-
veloping, or optimizing methods that can be used to solve problems in informa-
tion procurement. For instance, Expert Consultation, Information Retrieval, 
and Mining techniques are often used methods to extract knowledge from da-
tabase.  

In this chapter, the methods for extraction of knowledge from document collec-
tion, and other closely related or supporting methods are reviewed. The meth-
ods are then compared and evaluated according to the requirements determined 
in section 2.4. The options for action are derived from the evaluation of the 
methods, which are introduced below. 

3.1 Expert Consultation  

In the past, the most often used way to get relevant information was to seek 
experts’ opinions.  Users such as decision makers formulated their questions in 
questionnaires. Questionnaires were then sent to a small group of experts in a 
target field. Experts completed the questionnaires according to their experi-
ences, and sent them back to decision makers. Decision makers analyzed the 
answers of experts. Based on the analysis of experts’ opinions, business deci-
sions were made by decision makers. Sometimes, the communication with ex-
perts was not a one-time doing, but a more-time iteration of opinion collection 
and feedback rounds.   

For example, a Delphi Survey is a structured group interaction process that is 
directed in "rounds" of opinion collection and feedback. Opinion collection is 
achieved by conducting a series of surveys using questionnaires. The result of 
each survey is presented to the group and the questionnaire used in the next 
round is built upon the result of the previous round [RW78]. Fig. 3-1 shows the 
principal procedure of a Delphi Survey [GPW07].  

The Delphi Survey has already been worldwide widely used. It helps to 
achieve convincing results especially by long-term and general questioning 
[Häd02]. For example, in the project “WZM 20XX”, Delphi Survey was suc-
cessfully carried out to ensure the future projections of key factors for the de-
velopment of scenarios [Kin05].  
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Fig. 3-1:  The basic principle of Delphi Survey [GPW07] 

Although Expert Consultation is a traditional way to obtain relevant informa-
tion, it has some drawbacks: Expert Consultation is expensive, time consuming, 
and normally is carried out among a small number of experts; hence the survey 
is too small that its representativeness is open to question; furthermore, an in-
herent problem is that the experts’ opinion offers, to a big extent, subjective 
information.     

3.2 Information Retrieval 

Knowledge patterns consist in various forms, e.g. text data, news papers, mod-
els, or hand writings. Widely and loosely defining, Information Retrieval is the 
art and science of searching for information in documents. With the spreading 
of modern digital technology and information median, e.g. Internet, e-journal, 
etc, most of the information is already digital available. Processing of text-
based digital information becomes more and more important. The Information 
Retrieval introduced in this dissertation is mainly concerned with automatic 
Information Retrieval systems. [RKR+01] 

Fig. 3-2 shows the work principle of Information Retrieval system (IR system), 
which includes phases of information/document search (D1-D5 on the side of 
demanders) and information/document preparation (P1-P4 on the side of pro-
vider). Information demander enters a request into the IR system. The docu-
ments are searched in the indexed data restricted to certain attributes (e.g. au-
thor, title, publish year), or a full text search is facilitated. The search requests 
in this case are often formulated or translated into queries with Boolean Logic 
(AND, OR, NOT, etc.) [Wil00].  
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Fig. 3-2:  Function model of Information Retrieval system [GHK+06] 

IR is interdisciplinary, based on computer science, mathematics, library sci-
ence, information science, linguistics, statistics, etc. It is used in almost all 
processes of information search or information procurement. Web search en-
gines such as Google or Yahoo are the most visible IR applications. However, 
IR only works as document finder in the whole information procurement proc-
ess. To go deeper to analyze the content of documents, other methods are re-
quired. [BR99] 

3.3 Artificial Intelligence 

The term Artificial Intelligence (AI) was first proposed by MCCARTHY as "the 
science and engineering of making intelligent machines" in 1956 [MMR+56-
ol]. There also exist other definitions in AI history.  
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“The automation of activities that we associate with human think-
ing, activities such as decision-making, problem solving, learning 
…” by BELLMAN, 1978 [Bel78] 

“The study of how to make computers do things at which, at the 
moment, people are better.” by RICH and KNIGHT, 1991 [RK91] 

“… the study of the computations that make it possible to perceive, 
reason, and act.” by WINSTON, 1992 [Win92] 

“AI … is concerned with intelligent behavior in artifacts.” by 
NILSSON [Nil98]  

Simply speaking, AI is the science and engineering of making intelligent ma-
chines, especially intelligent computer programs think and act like humans. AI 
has an interdisciplinary foundation containing philosophy, mathematics, eco-
nomics, neuroscience, computer engineering linguistics, etc. [RN03] 

AI is used in extensive fields like planning and scheduling [JMM+00], natural 
language, facial recognition, software application, and strategy games like 
computer chess or other video games. Just few applications of AI are sampled 
here, which is enumerated below; others appear throughout the dissertation.  

Understanding Natural Language 

Natural language is a versatile means of communication, but it is not easy for 
computers to understand. AI facilitates the understanding of natural languages 
by using intelligent algorithms to parse sentences, analyze sequence of words 
and their relationships, etc. [LKS99]. Usually, the AI systems are based on a 
big database of old examples in a certain domain. Therefore, they understand 
only domain-specific languages.   

Expert Systems 

An expert system is a computer program, or a knowledge based system, which 
contains some domain-specific knowledge as well as the knowledge from hu-
man experts, and has an analytical skill. An expert system “interviews” human 
experts in a certain domain, pockets their knowledge in a computer program, 
and tries to analyze problems, make decisions like a human experts. [FMN88] 

Expert systems are already used in the fields of accounting, medicine, process 
control, financial service, production, human resources etc. For example, one 
of the first expert systems was Mycin, which was developed in 1974 to diag-
nose bacterial infections of the blood and suggest treatments. Mycin and sev-
eral other expert systems have proven applicable in practice. However, an ex-
pert system works depends on the current development of AI. Furthermore, the 
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knowledge bases and the rules that are usually defined by the users of the sys-
tems also strongly influence the expert systems’ efficiency.  

Heuristic Classification 

One of the most feasible applications of AI is heuristic classification. Nor-
mally, there are three steps of heuristic classification process, as described in 
following:  

1. abstraction from a concrete and particular problem description to a 
problem class, 

2. heuristic match of a principal solution (method) to the problem class, 
and 

3. adaptation of the principal solution to a concrete solution for the con-
crete problem. 

Example for heuristic classification is to give suggestions of whether to accept 
a proposed credit card purchase. The records of payment, past examples of 
frauds are pre-saved in a database. So does information about the credit card, 
the owner, the item bought, the purchase system, etc. Information about new 
purchase activities are compared with the fraud database. If there is a match, 
system will give a warning that there might be unsafe information for this 
credit card purchase. [Mcc04] 

Except the application fields introduced above, AI can also be used in other 
fields like robotics, game playing, and so on [WR03] [GK97]. However, AI is 
not feasible in complicated environments. The computational demands are just 
too high. In conclusion, AI has made great progress in its short history, but 
there are still many remains to be done to achieve more success. [RN03]  

3.4 Mining Technique 

Besides Information Retrieval and Artificial Intelligence, another technique – 
Mining Approach, which is used for extracting knowledge automatically from 
the information pool, has gained more and more attention of researchers 
[Gen99]. Different to other methods of information procurement, Mining Ap-
proach does not only find the relevant information, but also analyzes data to 
extract interesting and useful information (i.e., knowledge) through certain 
mining processes or algorithms. Basically, there are two Mining Approaches: 
Data Mining and Text Mining [GG00]. 
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3.4.1 Data Mining 

Data Mining aims at extracting novel and useful information from structured 
data. It works towards finding patterns automatically from huge amount of in-
formation and using them to improve decision making [BL97]. The patterns 
can be categorized into three kinds: strong patterns (regularities for numerous 
objects); weak patterns (reliable exceptions representing a relatively small 
number of objects); and random patterns (random and unreliable exceptions). 
Traditional Data Mining Approaches are able to find the strong patterns, which 
are more accurate and highly predictive. However, the weak patterns are more 
interesting for researchers in some cases because they are more unexpected, 
unknown, and show weak signals. Therefore, most current Data Mining proc-
esses focus on reorganization of week patterns [LLF+99].  

Data Mining is commonly used in supporting business intelligence, financial 
analyses, and also increasingly for extracting scientific information from the 
enormous data sets. An example here is the Market Basket Analysis used in 
retail sales, which helps to identify which kind of products are most preferred 
by customers from transaction-based data [SPB07]. Typical applications for 
Data Mining are characterized with the following four functions [HK06]:  

• Association analysis, which discovers interesting relationships hidden 
in a large database, e.g. Market Basket Analysis. 

• Classification, which means the individual items are placed into groups 
according to quantitative information of one or more inherent charac-
ters, and based on a training set of previously labeled items. Filtering of 
spam emails is an example for classification in practice.  

• Prognosis, i.e. to forecast the development trend of objects, e.g. to pre-
dict the course of foreign exchange rate. 

• Clustering, this refers to normally automatic partitioning of a data set 
into subsets (clusters) according to similarities of objects. Proximity is 
an indispensable index in this case, which measures the similarity of 
objects and is often visualized as distance between objects. The exam-
ple here is segmenting the market in order to determine the target mar-
kets. 

3.4.2 Text Mining 

Text represents knowledge [Lis01]. Different to data, text is unstructured, 
which makes the knowledge extraction from text more complicated and has 
relative high requirements on intelligence processes. Text Mining attributes the 
extraction of novel, useful, information patterns (i.e. knowledge), and their 
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content-relevant connections from unstructured data sets (texts) [HQW06]. 
Similar to Data Mining, Text Mining is based on statistical and pattern-based 
approaches. However, Text Mining usually involves additional processes, such 
as to structure the text (e.g. to tag the texts in a HTML format), and to extract 
patterns from the structured data. Furthermore, Text Mining is always com-
bined with visualization of extracted information patterns, for instance, in a 
Knowledge Map (Fig.4-4). Therefore, it is also necessary to interpret the re-
sults by the aid of visualization views. 

Text Mining allows innovative applications in knowledge management within 
extensive fields. Typical Text Mining tasks include text categorization, text 
clustering, extraction of key concepts or entities, production of granular tax-
onomies, sentiment analysis, document summarization, and so on. [WIZ+04] 

Mining Approaches are commonly used in various fields ranging from analysis 
of purchase activities of customers to strategic forecasting. They are driven by 
the emerging and strongly increasing demands of processing and extracting 
knowledge from large databases. Therefore, the Mining Approaches are basi-
cally often combined with databases and data warehouse applications. Mining 
Approaches should be continued to be developed and optimized. [FS06] 

3.5 Ontology 

Human and application systems need to communicate with each other and be-
tween themselves. However, there can be widely different meaning of the 
terms due to various background contexts or viewpoints, which may cause 
misunderstanding, thus complicate the human–machine communication 
[Poc00] [PRR98]. For example, the word “Amazon” can be understood as a 
river, a women warrior, or a company (Fig. 3-3).  

 

Fig. 3-3:  Various understandings of the word “Amazon” in different sur-
roundings 
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The solution of reducing conceptual and terminological confusion and sharing 
understanding is to build up ontology [UG96]. Ontology means, in philosophy, 
the study of the nature of being and the essence of things. In the early 1990s 
computer scientists took over the term and gave it a new, but related meaning. 
Therefore, in the knowledge representation community, ontology is the formal 
specifications of a certain domain, which facilitate the exchange and sharing of 
knowledge. Today, the most often used and highly cited definition is from 
Gruber:  

“An ontology is a formal, explicit specification of a shared concep-
tualization. ‘Conceptualization’ refers to an abstract model of 
phenomena in the world by having identified the relevant concepts 
of those phenomena. ‘Explicit’ means that the type of concepts 
used, and the constraints on their use are explicitly defined. ‘For-
mal’ refers to the fact that the ontology should be machine read-
able. ‘Shared’ reflects that ontology should capture consensual 
knowledge accepted by the communities.” [Gru93a] 

As the shared and common understanding of the domain, ontology can enhance 
the communication of human–machine. It optimizes the semantic interpretation 
of information. Furthermore, ontology is reusable and extendable [SS01].  

3.5.1 Main Elements of Ontology 

Ontology provides a common vocabulary of an area and defines, with different 
levels of formality, the meaning of the terms and the relations between them. 
There are four main elements of Ontology: concepts (classes), relations, prop-
erties and instances [Gru93b]. A simplified example of ontology is shown in 
Fig. 3-4. 

 

Fig. 3-4:  Simplified car ontology [Bre03] 
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A concept represents a set of entities (things) within a domain. It can be ab-
stract or concrete, elementary or composite. Usually, the concepts are organ-
ized in taxonomies. That means all concepts of ontology are hierarchically 
structured. Synonym of concept in the context of ontology is class.  

Relations describe the interactions between at least two concepts. A connec-
tion between two concepts is called binary relation. Examples of binary rela-
tions are: is-a, has-a, subclass-of, or connected-to. 

Attributes include various features, properties, characteristics, or parameters 
that a concept can have or share. For example, color and brand can be two at-
tributes of the concept ‘car’.  

Instances (also called individuals), which is the basic or "ground level" in an 
ontology, give intuitional presenters of the concept.  

3.5.2 Types of Ontology 

Based on argumentations of GUARINO, ontology can be divided into four types 
according to detailing levels and reusability: upper ontology, domain ontology, 
task ontology, and applications ontology [Gua97] [Kli03]. The more detailed 
the ontology is, the less reusable it is. Upper ontology is the most general one, 
which does not describe the objects in deep details, and is often reused; while 
application ontology is restricted to a small field, which is more detailed but 
less reusable (see Fig. 3-5).  

 

Fig. 3-5:  Types of ontology according to GUARINO [Gua97] 

Upper ontology, also known as foundation ontology, is a hierarchy of entities 
and associated rules (both theorems and regulations). It describes those general 
entities that across a wide range of domains. The aim is to have a large number 
on ontologies accessible under this upper ontology. Strictly speaking, upper 



State of the Art Page 33 

ontology is actually not a real ontology but a unique combination of a taxon-
omy and a controlled vocabulary. 

Domain ontology, also called domain-specific ontology, describes the con-
cepts in a specific domain (a part of the world). The meanings of the concepts 
in domain ontology are restricted to that particular domain. Here, the concepts 
in upper ontology are specialized.  

Task ontology is at the similar detailing and reusable level as domain ontol-
ogy. The vocabularies in task ontology are concerned to the generic activities 
and tasks. It is both domain and application independent. Analogue to domain 
ontology, the concepts in upper ontology are specialized.  

Application ontology focuses on a special, concrete domain or task ontology, 
which usually particularizes the concepts in a domain or task ontology.  

In order to make two parties with different ontologies understand each other, 
ontology mapping comes into play. Ontology Mapping is the process whereby 
two ontologies are semantically related at conceptual level, and the source on-
tology instances are transformed into the target ontology entities according to 
those semantic relations [Poc00]. Besides mapping, ontologies can also be 
merged, or aligned. The differences among mapping, emerging, and articula-
tion are shown in Fig. 3-6.  

 

Fig. 3-6:  Different ways to combine ontologies: merging, mapping, and ar-
ticulation [Noy05] 
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3.5.3 General Generation Process of Ontology 

In the literature, there are many processes of generating ontology proposed by 
ontology experts over a time period. In this dissertation, two basic processes 
are introduced: 

According to GUARINO the basic design principle is embodied in four steps:   
1) be clear about the domain; 2) take identity seriously; 3) isolate a basic taxo-
nomic structure; and 4) identify roles explicitly. [Gua98]  

USCHOLD and GRUNINGER proposed a purely manual process of building on-
tologies: 1) identify purpose and scope; 2) build the ontology in three steps: 
identify the key concepts and relationships, and their corresponding definitions; 
represent the concepts, relations in ontology language; integrate with existing 
ontologies; 3) evaluation; 4) documentation; 5) guidelines for each of the pre-
vious phases. [UG96] 

The final built ontology should have the following characters [Hwa99]:  

• clear, i.e. definitions should be maximally clear and unambiguous;  

• consistent and coherent, that is to say, an ontology should be both inter-
nally and externally consistent; 

• extensible and reusable, which means an ontology should be designed 
in such a way in order to maximize subsequent reuse and extensibility.  

3.5.4 Available Ontologies 

Within the development of ontology, there are already some ontologies exist-
ing and available for suitable usage. In the following texts, three of the most 
famous and usable ontologies are introduced.  

Cyc 

Cyc is a well-known and quite comprehensive ontology available today, which 
is a proprietary system developed since 1985. Cyc consists of an upper ontol-
ogy and several domain-specific ontologies. A subset of Cyc, called OpenCyc, 
has been released for free [Cyc07]. And an almost unabridged version with the 
name ResearchCyc is available for non-commercial use. 

Website: http://www.cyc.com/  

Basic Formal Ontology (BFO) 

The Basic Formal Ontology framework has been developed and formulated by 
Barry Smith, Pierre Grenon, and the associates. BFO is narrowly focused on 
the task of providing an upper ontology in order to support domain ontologies 
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developed for scientific research. Thus BFO does not contain physical, chemi-
cal, biological or other terms which would properly belong to the domain of the 
special sciences. [BFO07] 

BFO consists in a series of sub-ontologies at different levels of granularity. The 
most important sub-ontologies are: SNAP and SPAN. SNAP is series of snap-
shot ontologies, indexed by times. SPAN is a single videoscopic ontology. 
Each SNAN ontology is an inventory of all entities existing at a time. Each 
SPAN is an inventory of all processes unfolding through time. Interrelations 
are defined between the SNAP and SPAN in a way that makes BFO capable to 
deal with both static/spatial and dynamic/temporal features of reality.  

Website: http://www.ifomis.uni-saarland.de/bfo/ 

WordNet 

WordNet is originally designed as a semantic network based on psycholinguis-
tic principles. It is also a freely available database that was expanded by adding 
definitions. WordNet includes most general concepts as well as some special-
ized concepts. All the concepts are related to each other by the subsumption 
relations, part-of, cause relations, and other semantic relations. Those logical 
relations between the concepts in WordNet have not been precisely defined 
compared with Cyc. WordNet is now viewed as a dictionary, and has been 
widely used in Natural Language Processing research. [WN07] 

Website: http://wordnet.princeton.edu/ 

3.5.5 Ontology Applications 

Basically, ontology shares the common understanding of the domain, and 
hence facilitates the human – machine communication. In particular, ontol-
ogy’s applications have been extended to different domains especially like ar-
eas dealing with vast amounts of distributed and heterogeneous computer-
based information. Examples for those application fields are: World Wide Web 
or Intranet information systems, complex industrial software applications, 
knowledge management, electronic commerce, and e-business [DF02]. Fur-
thermore, it has a strong influence on the creation of semantic relationships 
between various pieces of relevant and useful information for the purpose of 
enhancement of learning experience in a web-based educational environment. 

Although ontology can be already used in many fields like those mentioned 
above, it is still to notice that, there are some barriers of using ontology 
[SSV02]: 

• It takes time to assess whether an existing ontology is suitable. 
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• It is difficult to find existing ontologies that exactly satisfy users’ needs. 
Ontology libraries and ontology brokers are still in their infancy. 

• It is costly to build an ontology independently.  

• It is a risk to commit to an ontology whose stability is not assured. 

To sum up, ontology is indispensable to avoid misunderstandings. Anyway, it 
is not a dominant method, but only a means of support in the process of infor-
mation procurement. Other methods that can directly extract information are 
required. 

3.6 Bibliometric Analysis 

Bibliometrics, just as its name implies: “biblio” means literature; “metrics” 
means measure. Joining together, it means the measurement of literature. To 
explain it in detail, Bibliometrics is devoted to quantitative studies of literature 
[Gor92] [KS95].  

The term “Bibliometrics” was firstly introduced by Pritchard in 1969 as “the 
application of mathematical and statistical methods to books and other media 
of communication” [Pri69]. Since the eighties, computer and information sci-
ence & technology have developed fast, which facilitate large bibliographic 
databases in machine-readable form. Till then, Bibliometrics has evolved into a 
distinct scientific discipline with a specific research profile, several subfields 
and the corresponding scientific communication structure. The primary sym-
bols for that development of Bibliometrics are: the international journal Scien-
tometrics was published in 1979 as the first periodical specialized on Bibli-
ometric topics; international conferences on Bibliometrics occurred since 1983; 
the journal Research Evaluation has been published since 1991 [Gla03].  

Bibliometric assessment of research performance is based on one central as-
sumption: scientists do vigorously publish their research output in the form of 
an open, international publication [Raa01]. Publications are not the only, but 
certainly very important elements in the process of scientific communication. 
Therefore, statistical analysis of publications (literature) can reveal and meas-
ure the research activities [KMS93]. Anyway, there was a period, when people 
suspected the validity of Bibliometric methods, because the quality of literature 
is extensively various. Anyway, some countermeasures, such as normalization 
process, impact factor, etc., were created to minimize the shortcoming of Bib-
liometrics analysis. In a research paper dealing with the measurement of scien-
tific activities with Bibliometric indicators, GODIN described the present status 
of Bibliometrics: 
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There may have been a time when the fact that Bibliometric indica-
tors were standardized limited their usefulness, but this is no 
longer the case. Furthermore, they are not expensive to produce. 
They do have their limits, notably because they normally include 
only the natural sciences, engineering, and the biomedical sci-
ences. There is also an obvious linguistic bias that largely limits 
the coverage of scientific output to publications in English. Fi-
nally, it must be remembered that publishing represents only one 
of the activities of researchers. In spite of such limits, Bibliometric 
indicators are one of the principal tools for measuring research 
output, while providing a very good tool — contrary to popular be-
lief — for research conducted by other types of actors. For this 
reason, they deserve a place in scientific and technological direc-
tories. [God96]  

Due to its significant advantages, Bibliometrics are paid more and more atten-
tion to. And it is still considered nowadays as one of the most important meth-
ods to measure literature with different objectives. Bibliometrics was used in 
the field of library cataloging and classification in the past. In recent years, 
Bibliometrics has been increasingly related to the investigation of scientific 
excellence and research outcomes. Quantitative analysis and statistics are used 
to describe patterns of scientific publications within a given field or the body of 
literature itself.  

It is to notice that there are three levels of aggregation in Bibliometrics re-
search, which are described as follows:  

• macro-level: to analyze the publication output in a field as a whole, e.g. 
a whole country 

• meso-level: to analyze the research performance of universities or ma-
jor parts of universities, e.g. faculties or institutions 

• micro-level: to analyze the work of individuals, research groups or pro-
grams, which are the real "working floor" of research practice 

From the viewpoint of Bibliometric methodology, the distinction between three 
levels of aggregations is important. Each level of aggregation has its own 
mathematical and statistical background, and requires different Bibliometric 
processes. [Raa03] 

Furthermore, the approaches of Bibliometric Analysis are also divided into two 
ways: one-dimensional Bibliometric Analysis, and two-dimensional Bibliomet-
ric Analysis. In the following sections, the two approaches are explicitly intro-
duced.  



Page 38 Chapter 3 

3.6.1 One-dimensional Bibliometric Analysis  

One-dimensional Bibliometric Analyses include traditional Publication Analy-
sis and Citation Analysis [Kin87] [Gor05-ol]. Publication Analysis deals with 
counting of publication numbers according to time, region or other criteria. The 
hypothesis is: the numbers of publications can reveal present and past activities 
of scientific work. For instance, as shown in the middle of Fig. 3-7: the “Cana-
dian share of world publications” is based on the publication numbers counted 
by countries, which shows that 31% of the worldwide publications were pro-
duced in USA in 1995; Japan and UK were both in place two with 8%; and 
Canada was the sixth most prolific country in the world; etc. Based on the as-
sumption of Publication Analysis, it is estimated that USA was the most active 
country in scientific area in 1995, followed by Japan and UK, then Germany, 
France, Canada, and so on. Similarly, the distribution of Canadian publications 
by province or sectors reflects the research activities at provincial level or in 
concrete sectors of Canada in 1995.  

 
Fig. 3-7:  Examples of Publication Analysis – three aspects of Canadian sci-

entific output, 1995 [Gau98] 

Fig. 3-8 illustrates another example of relative Publication Analysis. The data 
is provided by ISI (Information Sciences Institute) product “Life Science Se-
ries”, which summarizes information about publications that appeared in 1,374 
periodicals devoted to the research field of life sciences. In this case, 248,381 
articles from 21 monitored countries appeared in 1998 were focused. The num-
bers of publications were normalized by inhabitants in a given country. The 
normalization reduces redundancy of data, and hence ensures the objectivity, 
accuracy, and impartiality of the analysis results. 

Another important one-dimensional Bibliometric Approach is the Citation 
Analysis, which is the examination of the frequency and pattern of citations in 
articles and books [Rub04] [LS03]. The numbers of citation indicate the impor-
tance of the article on the assumption that the more often the article is cited, the 
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more important it is. That assumption was firstly formulated by PRICE in 1976 
as follows: 

“Success seems to breed success. A paper which has been cited 
many times is more likely to be cited again than one which has 
been little cited. An author of many papers is more likely to publish 
again than one who has been less prolific. A journal which has 
been frequently consulted for some purpose is more likely to be 
turned to again than one of previously infrequent use.” [Pri76] 

 

Fig. 3-8:  Examples of relative production of publications – numbers of publi-
cations per 100,000 inhabitants in a given country in the research 
field of Current Contents Life Sciences (1998) [KBH99] 

A very important application of citation is the Journal Impact Factor (JIF), 
which is a measurement of the frequency with which the "average article" in a 
journal has been cited in a particular year or period. JIF is used for ranking, 
evaluating, categorizing, and comparing journals. The calculation of JFI is de-
fined as dividing the number of current year citations to the source items pub-
lished in that journal during the previous two years [SCI93]. The following 
descriptions show the detailed steps to calculate JIF. It is to notice that the 
1992 or 1990-91 has no real meaning and stands for publication years.  

A= total cites in 1992 

B= 1992 cites to articles published in 1990-91 (a subset of A) 

C= number of articles published in 1990-91 

D= B/C = 1992 Impact Factor 
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The JIF is useful in clarifying the significance of absolute citation frequencies 
for the purpose of providing a gross approximation of the prestige of journals. 
It eliminates some of the bias especially for the following cases: large journals 
vs. small ones, or frequently issued journals vs. less frequently issued ones, or 
older journals vs. newer ones.  

To sum up, the absolute or relative numbers of publications or citations meas-
ure the volume and impact of research work at various levels. That may be an 
author, an institution, a sector of activity covering several institutions (universi-
ties, public laboratories, industries), or even a geographic area (city, province, 
country). When the number of publications or citations is counted over pro-
longed periods of time, they provide a means of identifying trends.  

3.6.2 Two-dimensional Bibliometric Analysis  

Two-dimensional Bibliometric Analysis is related to the measurement of simi-
larity by counting of co-frequency of two publications or two elements of pub-
lications. The methods covered here are: Co-publication Analysis, Co-citation 
Analysis, and Co-word Analysis.  

First of all, a brief overview of Co-publication Analysis, namely the meas-
urement of co-occurrence of publications according to countries, authors, dis-
ciplines, and also other criteria, is introduced. The co-publications reflect the 
relationships among the investigated objects. For example, co-authorship 
measures the co-operation activities of researchers in a given time period. As 
shown in Fig. 3-9, there has been a large increase in multi-national studies. In 
1998, the USA was Japan's leading research partner with over 6,000 collabora-
tive papers, which is even larger than with all other Asian nations.  

 

Fig. 3-9:  Japanese co-authorship with other countries based on the Japanese 
publications in 1998 [Gar99] 
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Co-citation Analysis was defined by Small in 1973 as “the frequency with 
which two items of earlier literature are cited together by the later literature” 
[Sma73]. Publications are connected to each other through co-citations. The 
more frequent the two publications are co-cited by others, the stronger they are 
related to each other. Fig. 3-20 shows graphically the explanation of co-
citation. 

 

Fig. 3-20: Illustration of co-citation linkage 

Co-citation Analyses have been successfully applied to examine the intellectual 
structure of many disciplines and to show significant clustering of topically 
related authors [WG81]. 

Co-word Analysis is the most important method used for content analysis, 
which counts and analyzes co-occurrences of keywords in the publications on a 
given subject [KS98] [NFS02]. Co-word Analysis draws upon the assumption 
that a paper’s keywords, which are the important carrier of scientific concepts, 
ideas and knowledge [Raa93], represent the main topics of the papers and the 
relationships of the keywords indicate the link of those topics.  

The common process to carry out Co-word Analysis is to break down the con-
tents into words. The words are then reduced into keywords, which reflect the 
main topics of the papers. After that, the absolute text frequencies of keywords 
as well as the frequencies of co-occurrences are calculated and shown in a ma-
trix [SK95]. Fig. 3-21 shows an example of a co-word Matrix. 

Based on the calculation of co-occurrences, the keywords can be located in a 
Knowledge Map by using MDS (Multi-dimensional Scaling). The Knowledge 
Map can be read according to the following rules (Fig. 3-22).  
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Fig. 3-21:  Calculation of co-occurrences of keywords [BC06] 

Every pellet in the map stands for a keyword. The diameter means the text fre-
quency of the keyword which is represented by the pellet. The hypothesis for 
Co-word Analysis is: the more often the keywords appear together in docu-
ments, the more content-similar they are. So the keywords describing similar 
topic are positioned in the vicinity [Raa04]. For example, the word “mecha-
tronics” is always located in the near of the words “mechanics” and “electron-
ics” because they always appear together in the same documents. The thickness 
of the lines between the keywords represents the relative co-frequency. 

 

Fig. 3-22:  Knowledge Map based on Co-word Analysis 
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Co-word Analysis has been used as an important method to explore the concept 
network in different fields, to extract research topics and to trace changes dur-
ing time periods. The advantages of Co-word Analysis combined with Knowl-
edge Maps are: it reduces and projects the data into a specific visual represen-
tation with the maintenance of essential information contained in the data; it 
enables the structuring of data from various perspectives: main topics of the 
publications (keywords and their absolute text frequencies); relationships of the 
publications (keywords networks extracted from the contents of investigated 
publications); and transformation of keywords networks over time periods. 
Furthermore, Knowledge Maps facilitate the visualization of interactive key-
words networks within a small space, which is easy to understand, and still 
indicative of interrelated concepts in the literature.  

3.6.3 Patent Analysis 

Patent Analysis is a sub-area of Bibliometric Analysis. Scientific articles are 
restricted in this context to patents. Relevant information of patents can be re-
trieved from the patent databases, most of which are already online available. 
The databases of the United States Patent and Trademark Office (USPTO) and 
of the European Patent Office (EPO) are usually the most frequently used data-
bases for analyses of patent-literature linkages. Moreover, subject-related pat-
ent information can also be retrieved from the domain-specific bibliographic 
databases, e.g. Chemical Abstract Society (CAS). Information about patents is 
structured and saved in patent databases. The most important patent informa-
tion used in Bibliometrics is shown as follows:  

1) Patent identification 
2) Names of inventors 
3) Assignee 
4) Addresses 
5) References (patents and other publications) 
6) Abstract 
7) Classification 

Patent Analysis aims at investigating technology development, technology 
progress, technology trends, and also competitive analysis. Fig. 3-23 gives an 
example for the Patent Analysis. The amount of invention, level of invention, 
profitability, and customer benefits are calculated and estimated through count-
ing patents and analyzing their contents. Furthermore, the development course 
of airbags is derived.  
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Fig. 3-23:  Patent Analysis depicting development of airbags [Lin01] 

The advantages of Patent Analysis are: patents are easily computer readable, 
because they are documented in a fixed structure; patent documents contain 
over 80% information, which can not be found in other technical literature 
[RW89]; patent movements of competitors are analyzable; central patent data-
bases are available, also online, e.g. http://ep.espacenet.com (European Patent 
Office).  

However, there are also some shortcomings of Patent Analysis regarding the 
current situation. Firstly, the international patent databases are no longer uni-
form. There are patent databases in different regions, different languages, 
within different domains, etc. It is complicated to collect and process the patent 
information for the purpose of investigating its comprehensive development. 
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Secondly, many companies do not apply for patents any more because of the 
always shorter product life-cycle, and the phenomenon of patent infringement 
especially in Asia. Thirdly, the time gap between application and approval of 
patents is too long. Market change can not wait. And furthermore, the patent 
information seldom describes market development, investments, or other eco-
nomic data.  

3.6.4 Application of Bibliometric Analysis 

Originally, Bibliometric Analysis was used in the library management such as 
cataloging and classification. Nowadays, the Bibliometric methods have been 
attached importance by more and more researchers. The applications of Bibli-
ometrics are also extended to broad fields. The following texts describe main 
aspects or target fields, which the Bibliometric Analysis aims at, except library 
management: 

Assessment of research activities at individual, organizational, national or 
international level 

Generally speaking, Bibliometrics is based on analysis of scientific articles, 
which is not the only one but still a very important symbol of scientific re-
search. The research performances including investigation mainstreams, inten-
sity, research enthusiasm, etc. are investigated through statistical analysis of 
publication numbers. According to various range of data sources, research out-
puts at different levels, e.g. in a given country or institute, are investigated. 
Furthermore, the influence of a single writer, or work, or institute, etc. is de-
termined by ranking their publication amount. To this point, the descriptive 
indicators like absolute publication numbers, relative publication numbers, 
absolute citations, and others that derived from one-dimensional Bibliometric 
methods are used. 

At present, a familiar instance about the topic of research evaluation is public 
policy with Bibliometrics. Here the institutional, regional, and especially na-
tional structures of science and technologies are measured through statistical 
analysis of scientific outputs. The comparison presents the independent posi-
tion, for example among different countries. 

Relationships between authors, organizations, or nations  

Statistical analysis of co-occurrence of two items (e.g. publications, authors, or 
keywords, etc.) measures the similarity, and hence reflects the co-relationships 
of those two items. Co-authorships reveal the cooperation at different levels. 
Commonly used method is Co-publication Analysis. 
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Bibliometrics for scientific disciplines 

Co-citations help to classify publications in different areas in order to explore 
the development of scientific disciplines. The investigation in scientific disci-
plines is one of the most popular topics related to Bibliometrics, which is inter-
esting to researchers. The dynamic interdisciplinary changes give direction for 
future research movements. Moreover, ambiguous joint borderland of two or 
more disciplines implies the potential innovation in interdisciplinary research.   

Information mining 

As pointed out previously, Co-word Analysis is devoted to content analysis. 
According to the assumptive rule in the information mining, i.e. the words 
mentioned frequently in articles are recapitulative for the contents, which 
should be mined out as relevant information. Logically, the words co-appeared 
frequently with dominant keywords are representative for the main content, 
and should be extracted. Co-word Analysis can be applied for information min-
ing.  

3.7 Call for Action 

The review of those existing methods that are used for information procure-
ment shows there is a dramatically increased demand in that research field in 
recent years. The information procurement meets not only the researchers’ in-
terest, but also the interest of decision makers in industries and companies. As 
explained in chapter 2, technology plays a vital role for decision making. Deci-
sion makers starve for relevant information about technologies in order to de-
velop proper strategies, carry out technology planning, etc. Therefore, they 
need an automatic, effective, standard, and reusable process, which can guide 
them to extract desired information about technologies in daily business. To 
that point, it is necessary to evaluate the methods reviewed in this chapter. 

In section 2-4, five requirements for the information procurement are deter-
mined based on the decision makers’ position. The methods reviewed are com-
pared with each other and evaluated by measuring the fulfillments of the five 
requirements. The results of evaluation are summarized in Fig. 3-24.    
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Fig. 3-24:  Evaluation of the reviewed methods for information procurement   

It is concluded from Fig. 3-24, that every method has its own advantages and 
disadvantages. There is no single method that absolutely fulfills all require-
ments. Information Retrieval is good at automatic search for relevant docu-
ments from a large amount of information, but is totally unfeasible for auto-
matic analysis of information. Although Bibliometrics meets most of the re-
quirements very well, it still needs supports in some aspects. The evaluation 
inspires that one single method does not solve all problems of information pro-
curements perfectly. However, each method satisfies partial requirements. It is 
worth selecting the proper existing methods, and combining them in a way that 
all shortcomings are eliminated and all requirements are the biggest extend 
satisfied.  

Aiming at that, the requirements that are related to solving new problems 
caused by modern information development are firstly considered (namely R1 
and R2): the methods should be able to process large amount of information 
automatically. Four methods meet the requirements: Information Retrieval, 
Artificial Intelligence, Mining Approach, and Bibliometrics. Among those 
methods, Artificial Intelligence and Mining Approaches are left out in the first 



Page 48 Chapter 3 

round of selection. The reasons are as follows: The development of Artificial 
Intelligence is still in infancy. The status of its development strongly influences 
the accuracy of information procurement. Data Mining is only available for 
analyzing structured data, not applicable to unstructured data, e.g. texts. Text 
Mining is suitable for analyzing unstructured data; but the extracted informa-
tion patterns are not correlated with each other, which makes the interpretation 
difficult. Concerning that, the Co-word Analysis is a perfect match, because it 
is able to analyze the content of unstructured data, and to visualize the ex-
tracted information patterns with their relations, e.g. in a Knowledge Map. An-
other Bibliometric Approach, Publication Analysis, offers a holistic overview 
of the development intensity of technology by counting publications over time 
and regions. Publication Analysis is an excellent complement of Co-word 
Analysis. Other Bibliometric Approaches, like Citation, or Co-citation Analy-
sis, have high demands on management of citations, i.e. collecting, structuring, 
and transforming of citations. They are too complicated for decision makers to 
use in their daily business. Therefore, Citation Analysis and Co-citation Analy-
sis are removed from the group of methods candidates.  

However, Publication Analysis and Co-word Analysis analyze only the given 
documents. That means a method that searches for information is still needed. 
In this dissertation, we focus on Information Retrieval. With the help of Infor-
mation Retrieval, documents relevant to target technology are retrieved and are 
ready to be analyzed by Bibliometrics.  

Furthermore, with Co-word Analysis, information pattern, namely keywords, 
are positioned in a Knowledge Map. To simplify the interpretation of the 
Knowledge Map without misunderstandings, ontology is the best assistant. 
Ontology supports also the extraction of keywords in the given domain, and the 
standardization of the keywords, etc.  

Till here, the methods selected search and analyze the information only from 
quantitative perspective. As mentioned in section 2.4, qualitative evaluation is 
also indispensable. Therefore, another method - Expert Consultation is used to 
ensure the extracted information from qualitative perspective.   

To sum up, four basic methods are selected from the existing methods of in-
formation procurement. They are integrated in a comprehensive approach to 
achieve the goal of extracting relevant technology information and to satisfy 
the requirements of decision makers. Detailed explanation is in chapter 4. 
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4 Methodology for the Identification of Technology 
Indicators 

The methodology presented in this chapter aims at the automatic identification 
of Technology Indicators from a large amount of information. In this chapter, 
the methodical foundation is firstly presented (section 4.1) and then the process 
model of the methodology is demonstrated (section 4.2). Subsequently, the 
phases and milestones of the process model are explained in detail (section 4.3 
– 4.7). The chapter ends up with the introduction of the integration of the 
methodology with the innovative Technology Database (section 4.8).  

4.1 Foundation of the Methodology  

As discussed in section 3.8, the following four methods were selected as the 
suitable basic components for the methodology for the identification of Tech-
nology Indicators: Information Retrieval, Bibliometric Analysis (Publication 
Analysis and Co-word Analysis), Ontology and Expert Consultation. The 
methods interact with each other and hence constitute the whole methodology.  

A key point of using Co-word Analysis is to interpret the Knowledge Map cor-
rectly. In section 4.1.2, a guide for the interpretation of Knowledge Map is 
proposed.  

The central task of the methodology is to identify Technology Indicators from 
the information collection. In order to automate the identification, a Technol-
ogy-Indicator-Ontology (TI-Ontology) is built up based on the experience of 
case studies (see section 4.1.3). The TI-Ontology together with the four basic 
methods and the guide to the interpretation of the Knowledge Map compose 
the methodical foundation of the methodology.  

4.1.1 Basic Methods 

The methodology proposed for the identification of Technology Indicators is 
based on four basic methods. All four methods were introduced previously in 
chapter 3. In this section, the functions of the four methods in the process of 
identification of Technology Indicators are explained.  

Information Retrieval (IR) 

IR is used to automatically search for raw data sets that are relevant to a given 
subject. With the help of IR, the desired information can be efficiently searched 
and automatically separated into relevant and irrelevant documents. The docu-
ments relevant to the examined topics are retrieved. [BR99]   
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Bibliometric Analysis 

Only two Bibliometric methods are used in the methodology proposed in this 
dissertation. One is the traditional Publication Analysis; the other is Co-word 
Analysis (Fig. 4-1). The two methods help to draw conclusions about the de-
velopment status and trend of technologies by analyzing empirical data. Publi-
cation Analysis deals with the calculation of absolute and relative publication 
numbers; while Co-word Analysis takes contents of publications into consid-
eration. Identification and concretization of Technology Indicators by using 
Publication Analysis and Co-word Analysis are highlights of the methodology. 
The information is broken down into a network of keywords. Noisy informa-
tion, which does not make sense, or disturbs the analysis, is filtered out. The 
condensed data are reconstructed within semantic context into valuable knowl-
edge. Publication Analysis and Co-word Analysis play important roles in con-
densing, processing, and analyzing raw data sets from quantitative aspect.  

 

Fig. 4-1:  Bibliometric Methods used in the methodology: Publication Analy-
sis and Co-word Analysis 

The refined keywords are located in a two-dimensional Knowledge Map ac-
cording to the results of Co-word Analysis. Compared with two-dimensional 
tables and one-dimensional word list, the Knowledge Map visualizes not only 
the essential contents of the articles but also their relationships, which facili-
tates the knowledge extraction.   

Ontology 

As mentioned in section 3.5, ontology is contributed to share common under-
standing of domains. It facilitates human–machine communication. In the 
methodology for the identification of Technology Indicators, ontologies offer 
domain-specific semantic context and therefore support the interpretation of 
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Knowledge Map. Furthermore, a general ontology for Technology Indicators is 
explicated in section 4.1.3, which helps to identify the Technology Indicators.  

Expert Consultation 

Expert Consultation is used in a small group of experts to seek their profes-
sional but subjective opinions. It evaluates the Technology Indicators from the 
qualitative aspect.  

Interaction of the four Methods 

According to FAYYAD, the typical process of Knowledge Discovery in Data-
bases (KDD) is arranged into the following stream of steps as shown in Fig. 4-
2: selection of data; pre-processing of data; transformation of data into forms 
appropriate for the mining procedure; extraction of potentially useful patterns 
(Data Mining); interpretation and visualization of mining procedure [FPS96].  

 

Fig. 4-2:  Process of Knowledge Discovery, according to FAYYAD 

In Fig. 4-2, the process leading from raw data to knowledge in the methodol-
ogy for the identification of Technology Indicators is defined as the following 
four steps (Fig. 4-3):  

• Search: the suitable sources of searching (e.g. databases) are selected 
and then the relevant information is collected.    

• Mining process: the mining process involves transforming, cleaning, 
pre-processing, structuring, statistically analyzing, and extracting of 
data.  

• Interpretation: using visualization and other techniques to help users 
understand, interpret the Data Mining results. (knowledge extraction) 
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• Evaluation: in this step, it is necessary to confirm, modify, and supple-
ment the extracted knowledge from the qualitative aspect.  

Each method used in the methodology plays its own role. They offer comple-
mentary advantages and thus work smoothly with each other. Fig. 4-3 gives an 
overview of the integration of methods into KDD process within the frame-
work of the methodology proposed in this dissertation. 

 

Fig. 4-3: Overview of the functions of the methods in Knowledge Discovery 
Process of the methodology presented in this dissertation 

4.1.2 Guide to the Interpretation of Knowledge Map 

As mentioned previously, keywords can be positioned in a spatial coordinate 
system according to their text frequencies and co-occurrences. With help of 
MDS, the keywords are located in a two-dimensional Knowledge Map. Fig. 4-
4 shows an example of a typical Knowledge Map.  

 
Fig. 4-4:  Example for a Knowledge Map 
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The contents of a text corpus are visualized by means of showing co-related 
keywords within a Knowledge Map instead of using a hierarchical (one-
dimensional) keyword list. The Knowledge Map makes it possible to see dif-
ferent thematic clusters of the contents at a glance. However, without a guide-
line, it is difficult to understand the Knowledge Map. So it is important to 
compile a guide about how to interpret a Knowledge Map. In 4.1.2.1 and 
4.1.2.2, the guide to the Interpretation of Knowledge Maps is proposed and 
explained in detail. 

4.1.2.1 Basic Instruction 

There are some basic understandings of the patterns shown in Knowledge 
Maps. By the aid of Fig. 4-5, the basic rules are explained as follows: 

• A circle represents a keyword. For instance, the first circle on the left 
side stands for the word “assembling”; the circle at the top right corner 
represents the word “marketing”.  

 

Fig. 4-5:  Basic legends of Knowledge Map 

• The diameter of a circle shows the absolute text frequency of that 
keyword, which means to show how often the keyword appears in the 
whole text corpus. The bigger the circle is; the more often it appears in 
the text corpus. As shown in Fig. 4-5, the biggest circle is of the word 
“AR”, i.e. AR is most frequently mentioned in the texts. On the right 
side of AR, there is a word “3D animation”, whose circle is much 
smaller than AR’s. That means “3D animation” seldom appears in the 
text corpus.   
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• The distance of two circles reflects the similarity of those two key-
words. The nearer the circles are, the more content-similar the key-
words represented by the circles are. The distances are based on the ab-
solute co-occurrence of keywords, which are calculated by Co-word 
Analysis. The hypothesis is, the more often the words appear together 
in documents; the more content-similar they are. For example, the key-
words “motor” and “automobile industry” are closely located together. 
It is estimated that “motor” and “automobile industry” have a very 
close relationship. They can be clustered together.  

• The thickness of the lines reveals relative co-relationships of keywords, 
i.e. the thicker the line is; the more inevitable the keywords appear to-
gether. The thickness is calculated by Jaccard Index. The Jaccard Index, 
also known as Jaccard Similarity Coefficient, is used to measure the 
similarity of sample sets. It is defined as the size of the intersection di-
vided by the size of the union of the sample sets (see the formula 4.1). 

BA
BA

BAJ
U

I
=),(  (4.1) 

In Co-word Analysis, the Jaccard Index is defined as the co-occurrence 
of two keywords divided by the union of those two keywords (Fig. 4-6). 
Cii stands for the total text frequency of the word i. Similarly Cjj means 
the total text frequency of the word j. And Cij represents the co-
occurrence of the words i and j. The Jaccard Index Jij ranges from 0 to 1. 
The closer Jij is to 1, the thicker is the line between the words i and j. 
On the contrary, if Jij is equal to 0, there is no connection between i and 
j. For instance, there is a thick line between “3D animation” and “PDA” 
in Fig. 4-5. It can be estimated that, if “3D animation” appears in the 
document, it always appears together with “PDA”. The relationship be-
tween them is very strong.  

The four rules mentioned above help us to basically understand the Knowledge 
Maps. How to read a Knowledge Map in detail? What should be firstly consid-
ered? Are the bigger circles more meaningful than the small ones? What is the 
difference between circles in the middle and circles at the edge? To answer 
those questions, a concrete guide to interpret the Knowledge Map is required. 
In the next section, the guide will be given step by step.  
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Fig. 4-6:  Jaccard Index in the context of Co-word Analysis 

4.1.2.2 General Steps 

1. Main topics  

Most of the bigger circles are placed in the middle. They represent the 
keywords appearing most frequently. It is estimated that the keywords, 
which appear most frequently reflect the main topics of the text corpus. 
For instance, if the text corpus deals with a certain technology, the big-
ger circles always show the name, the main characters of the technol-
ogy, the important applications using the technology, and the basic ap-
plication fields [Gau98].  

2. Cluster-oriented observation  

The keywords can be clustered according to organizations, regions, au-
thors, topics, and other criteria. Each cluster is labeled according to the 
keywords appearing most frequently in the cluster. Different clusters 
can be marked with different colors. The Knowledge Map makes the 
clustering of keywords, i.e. the content of text corpus, more transparent 
and clearly visible. Then the boundary and the overlapping keywords of 
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two clusters are analyzed in order to estimate the relationship between 
those two clusters. In some cases, the boundary and the overlapped 
keywords indicate the potential of cooperation. 

As shown in Fig. 4-7, information base is the publications of the year 
2003 in workgroup Gausemeier at the Heinz Nixdorf Institute. The 
keywords are clustered according to teams. Grayish circles stand for the 
keywords from IM team; words in dark gray circles belong to VR team; 
and the black ones are from EIS team. The main topics of IM team are 
represented by big circles from number one to number six. They are 
“innovation management”, “strategic product planning”, “forecasting”, 
“self-optimizing system”, “mechatronics”, and “methodology”. Simi-
larly, the main topics of VU team are labeled by the most frequently 
appeared keywords: “virtual reality”, “augmented reality”, and “track-
ing system”. EIS team is engaged in “product data management”. The 
overlapped keyword between VU team and EIS team is “simulation of 
material flow”. It is concluded that VU team and EIS team both need 
the topic simulation of material flow. They can cooperate in that field.  

 
Fig. 4-7:  Cluster-oriented observation of keywords in Knowledge Map (In-

formation base is the publications of the year 2003 in workgroup 
Gausemeier at the Heinz Nixdorf Institute) 

3. Micro-analysis  

It is necessary to observe targeted keywords for the purpose of extract-
ing knowledge in detail from Knowledge Map. As mentioned previ-
ously, the thickness of lines in Knowledge Map is calculated according 
to the Jaccard Index, which measures the relative similarity of key-
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words. The distance between circles on Knowledge Map represents co-
occurrence of the keywords, which measures their content-similarity. 
Therefore, not only the target keyword should be the focus, but also its 
strongly co-related keywords, i.e. the keywords with the thickest or 
shortest lines to the target keyword. The relationships between those 
keywords should be interpreted in a logical way. A domain-specific on-
tology is needed to avoid the misunderstanding of the keywords. The 
target keyword is thus characterized and described by interpreting the 
most frequently co-occurred keywords and their relationships.  

4. Comparison of different time periods  

Knowledge Map also helps to trace changes during different time peri-
ods. Based on the whole period, the keywords are analyzed for the pur-
pose of grasping the overall status in the whole period. Then the whole 
period is divided into several small time periods (a time period can be 
one month, one year or even 10 years, according to research demand.). 
Keywords in every small time period are separately visualized in peri-
odical Knowledge Maps. Comparing those periodical Knowledge 
Maps, the following questions can be answered: 

• Which keywords appear newly in which time period? What are 
the connections with the other words? 

• Which keywords disappear in which time period? 

• Whose diameter has grown up or reduced? When? 

• Which linkages are becoming thicker or thinner? When? 

By comparing those periodical Knowledge Maps, the dynamic changes 
during those periods, e.g. outdated topics, new topics, trend of research 
activities, etc. are identified.  

5. Analysis of marginal keywords  

Marginal keywords are those keywords near the circumference of the 
Knowledge Map. Most of them are small circles, and do not have a lot 
of connections to the other keywords. It means that marginal keywords 
seldom appear in the text corpus. If they appear recently, they indicate 
emerging research directions. If the marginal keywords appeared in old 
texts, they indicate potential research directions, which might be re-
ferred long time ago, but not paid great attention by researchers. By 
analyzing marginal keywords, we can draw conclusions about research 
vacancy, potential research directions, new research trend, etc.  
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4.1.3 The Ontology of Technology Indicators 

The methodology aims at the extraction of technology-relevant knowledge 
from a collection of raw information. The concept “Technology Indicators” is 
proposed in this dissertation, which represent the essential knowledge of tech-
nologies.  

Technology Indicators are those indices or statistical data, which allow direct 
characterization and evaluation of technologies throughout their whole life 
cycles. For example,  

• Technology maturity: Has this technology been used for series pro-
duction? Is it a pacemaker technology, key technology or basic tech-
nology? Is it just a prototype? Or is it already obsolete? 

• Market segment: In which fields is this technology applicable?  

• Key player: Which country, company or expert is the most active in 
this technological field?  

These Technology Indicators describe technologies concisely. Combinations of 
Technology Indicators reveal technological and market development. With the 
help of Technology Indicators, the decision makers can easily master the fea-
tures of the target technology and hence compare it with other technologies. 
The process of decision making is speeded up and the quality of decision-
making is improved.  

After three case studies, it is noticed that the identified Technology Indicators 
have similar titles with different contents and values. It proves that there is a 
list of Technology Indicators generally valid for all technologies. Enlightened 
by that, an ontology of Technology Indicators is built up for the purpose of 
simplifying and automating the process of identification of Technology Indica-
tors. The specific ontology is named “Technology-Indicator-Ontology” (TI-
Ontology), which is built according to the following steps.  

First of all, all the available information about Technology Indicators is sum-
marized, based on experiences of several case studies. It is like a computer-
aided brainstorming: all the Technology Indicators are enumerated. Then the 
list of Technology Indicators is mended, explored, and structured by a small 
group of experts. As demonstrated in Fig. 4-8, which is a strongly simplified 
segment of the whole TI-Ontology, the main elements for TI-Ontology com-
prise concept, relation, and instance. Concepts are equal to Technology Indica-
tors. In this context, instances stand for the contents, and values of Technology 
Indicators.  

The overall TI-Ontology is divided into two parts. One of them is called tech-
nological development; and the other part is market development. Under the 
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technological and market development, there are several sub-Technology Indi-
cators. The hierarchical structure extends downward until there are no sub-
indicators. For example, the Technology Indicator “key player” on the right 
side of Fig. 4-8 is on the one side a sub-indicator of “market indicators”; while 
on the other side, it is also super-class of “supplier”, “customer”, and “expert”. 
Instances for the lowest class “Supplier” are e.g. Firm X and Firm Y.  

 

Fig. 4-8:   Simplified overview of the TI-Ontology  
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Fig. 4-8 only shows the principle concept networking of TI-Ontology. It should 
be conceptualized with the definitions of Technology Indicators (concepts), 
synonyms, instances, and so on (Fig. 4-9).  

 
Fig. 4-9:  Segment of the TI-Ontology with definitions and synonyms  
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Definitions help to restrict the meaning of the concept in the domain of Tech-
nology Indicators in order to avoid misunderstandings. For instance, “maturity 
level” has different meanings in different language environments. It can be a 
factor to evaluate wines; it can also characterize the process capability of an 
organization in the Capability Maturity Model1 [SR00]. In order to distinguish 
the concept in the field of Technology Indicators from other fields, “technology 
maturity” is defined as the phases of technology development in the TI-
Ontology. It means the readiness/capability for industrial application in the 
context of technology development. Normally, there are three technology ma-
turity levels, i.e. prototype, industrial application, and series production. The 
definition ensures that users fully understand “technology maturity” related to 
Technology Indicators. Each concept has one or more synonyms, which are 
equivalent terms to concepts. A concept and its synonyms can be exchanged 
without changing the concept's meaning. Synonyms play an important role in 
ontologies because they increase the probabilities of identifying the concepts 
by checking various styles of expression, for example, “technology maturity” 
can be expressed as “level of maturity”, “degree of maturity” or even “degree 
of ripeness”. A concept (raw Technology Indicator) with its instances (contents 
and values of Technology Indicator) constitutes a complete Technology Indica-
tor.  

As shown in Fig. 4-9, the TI-Ontology is filled with details and available for 
the employment in the methodology. In accordance with the distinct character-
istic of the ontology, the TI-Ontology is unambiguous, reusable, and optimi-
zable. It supports the process of identifying Technology Indicators by offering 
a clear definition of the Technology Indicators, their synonyms and relations 
(which one is sub-indicator or which one belongs to the superclass). The TI-
Ontology can be repeatedly used, because it is generally valid for all technolo-
gies. It conceptualizes the Technology Indicators and hence simplifies their 
identification process. A lot of time is saved by using TI-Ontology instead of 
manual work. Furthermore, the TI-Ontology can be changed by adding new 
important concepts (Technology Indicators), eliminating the timeworn con-
cepts, optimizing the definition, or completing synonyms.  

 

                                                 
1  Capability Maturity Model (CMM) is a model to help software organizations improve 

the maturity of their software processes in terms of an evolutionary path from ad 
hoc, chaotic processes to mature, disciplined software processes. [SEI-ol] 
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4.2 General View of the Methodology  

Based on the methodical foundation introduced above, the methodology for the 
identification of Technology Indicators is developed. The iterative process 
model of the methodology is divided into five phases. As illustrated in Fig. 4-
10, the phases and milestones are demonstrated on the left side of the figure. 
The tasks and the methods used in every phases are listed in the middle. The 
results for every phase are shown on the right side. 

 

Fig. 4-10:  Process model of the methodology for the identification of Technol-
ogy Indicators 

Phase 1: Problem Analysis 

The first step is to determine research objectives, i.e. to answer the question 
“Who wants to know what in which areas?” The results of phase 1 are a list of 
investigation requirements and the target technologies, which will be investi-
gated one by one in the follows phases (section 4.3).    
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Phase 2: Literature Search  

The second phase aims at thematically searching for literature relevant to target 
technologies. The method used for literature search is Information Retrieval. 
Aiming at different research directions, it is necessary to select appropriate 
information carriers (e.g. books) and information sources (e.g. databases). Then 
the relevant documents are retrieved and pre-processed. The detailed informa-
tion is introduced in section 4.4. The pre-processed documents are saved in a 
text corpus.   

Phase 3: Preliminary Identification of Technology Indicators 

The goal of the third phase is to automatically identify raw Technology Indica-
tors from the text corpus collected in phase 2. Bibliometric Analysis is used. 
As discussed in section 4.1.1, the chosen Bibliometric methods are Publication 
Analysis and Co-word Analysis. Firstly, the number of publications is statisti-
cally analyzed and visualized in diagrams. From each diagram, a corresponding 
Technology Indicator is identified. Then, the content of the text corpus is bro-
ken down into words. The words are cleaned, standardized, statistically calcu-
lated, and connected (section 4.5). The contents of retrieved documents are 
condensed into a network of keywords. The keywords are visualized in a 
Knowledge Map. With the aid of the TI-Ontology introduced in section 4.1.3, 
the potential Technology Indicators are extracted. The result of this phase is a 
list of Technology Indicators with names and definitions, which are defined as 
the Raw Technology Indicators. 

It is to be noted that an ontology of the investigated technological field can be 
built up, based on the network of keywords mentioned above. That technology-
specific ontology can support analyses and interpretation in the following 
phases.  

Phase 4: Concretization of Raw Technology Indicators  

In the fourth phase, it is to fill raw Technology Indicators with contents and to 
assign values to them. The main tasks here are the interpretation of publication 
diagrams and Knowledge Maps generated in Phase 3. Concrete procedures are 
explained in section 4.6.    

Documenting all the interpretation as values assigned to Raw Technology Indi-
cators, the results at the end of this step are the Complete Technology Indica-
tors with names, definitions and values. 

Phase 5: Expert Consultation  

All the analyses above are based on statistics. In Phase 5, it is necessary to ask 
the experts’ opinion from qualitative perspective. Within the Expert Consulta-
tion, the definitions, values etc. of Technology Indicators are evaluated and 
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supplemented by experts. After integrating the results of qualitative and quanti-
tative analyses, the final Technology Indicators are identified and documented 
(section 4.7).  

Remarkably, technology is changing fast and the related information updates 
quickly. Decision makers always need the firsthand information to keep agile 
reaction to sudden change of technologies. It is indispensable to update the 
information in the Technology Database regularly. The process model of the 
methodology is iterative.  

4.3 Phase of Problem Analysis 

As a key factor, technology influences product development, production proc-
esses, and the company’s competitiveness. Therefore, successful technology 
planning is indispensable for keeping companies in the leading position. In the 
process of technology planning, an all-around comprehension of the techno-
logical and market development plays an important role. So does the accurate 
prediction of the future trend about technologies. On most occasions, there are 
more than one candidate technologies. In order to select the most beneficial 
technology from several candidates, the technologies should be compared and 
evaluated. As explained in section 4.1.3, Technology Indicators characterize 
the performance of technologies and indicate future trends. The comparison of 
Technology Indicators contributes to the evaluation of similar technologies. In 
the case of investigating a given technology or comparing several technologies, 
the methodology for the identification of Technology Indicators presented in 
this dissertation comes into play. 

The starting point of the methodology is to ensure the investigation objectives 
concerning the performance of technology planning. If there is a given tech-
nology to be investigated, it is important to determine who wants to be in-
formed about which aspect. If there is no given technology, the following ques-
tions should be replied to support the determination of target technologies: 

• Where do problems exist, in product development or production proc-
esses?  

• Which technologies can solve those problems? 

• Who (which department) is the decision maker (user of the methodol-
ogy), e.g. research center, strategy team?  

• Which kind of decision will be made by the decision maker? For exam-
ple, is it a buy-in or self-develop decision? Or is it a selection decision? 

• Are there any emphases of investigation, e.g. current technology matur-
ity, prediction of market trend, or in general? 
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• At which time period do decision makers aim at?  

After answering the questions, investigating objectives are determined as the 
result of Phase 1. Technologies to be investigated are targeted. Decision mak-
ers and their requirements are figured out. Focuses of the investigation are de-
fined. It is noticed that the following phases are able to identify Technology 
Indicators only for one technology at a time. Therefore, the target technologies 
have to go through the process model one by one.  

4.4 Phase of Literature Search 

Similar to other normal knowledge discovery processes, an information base is 
necessary. The aim of this phase is to search for information relevant to target 
technologies in order to build up an information base available for statistical 
analysis. Starting with this phase, the target technologies are investigated one 
by one as mentioned above.   

4.4.1 Limitation of Search Area   

The amount of published information has been dramatically increased with the 
rapid development of information technology since the 1970s. Although the 
modern information technology such as World Wide Web and database tech-
niques facilitates a rapid and relatively effective process of information search, 
it is helpful to limit the search area before the information is retrieved. Gener-
ally speaking, the information must be digitally available because the method-
ology demands highly on automatic process. However, there is still a vast 
amount of digital information, which needs to be pre-filtered by reducing the 
search areas. Therefore, the following measures are taken to minimize search 
area of information: determination of the forms of publications and selection of 
information repositories.  

Determination of the Forms of Publications  

Information about technologies is structured and represented in publications. 
According to different writing structures, means of expression, and information 
media, the publications are classified in various forms (the written forms are 
only discussed. Videos, animations, and album of figures are not taken into 
consideration): 

• scientific article;  

• book; 

• press release, advertising article; 

• market study, final project report, enterprising financial report; 
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• user handbook, white book;  

• patent;  

• monograph, dissertation, habilitation treatise, research application; 

• other forms of publications  

Publications in different forms focus on different aspects of technology. Scien-
tific articles demonstrate technologies mainly from technological perspective; 
while in patents, the functionality and work principle are explicitly described. 
Press releases, advertising articles, and financial reports in companies intro-
duce the advantages of technologies, show their market development, enumer-
ate economic data, etc. in order to propagandize the technologies. More details 
are in Fig. 4-11: 

 

Fig. 4-11: Overview of emphases on different aspects of technology due to 
different forms of publication 

As discussed in Phase 1, the investigation objective including the emphases of 
investigation is determined. Consulting Fig. 4-11, the suitable publication 
forms that are appropriate to investigation emphases are selected. For instance, 
if the investigation focuses on market development, the press releases, advertis-
ing articles, financial reports of companies, and market-oriented studies are 
most preferred. If the investigation aims at characterization of the technology 
from its technical aspect, the premier selection is scientific articles, patents, and 
research applications. The advisable selections of publication forms according 
to different investigation emphases are summarized in Fig. 4-12.  
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Fig. 4-12: Overview of premier selection of publication forms according to 
different investigation emphases 

Furthermore, the complexities of publication forms are dissimilar. In this con-
text, complexity means the access availability, publication volume, and work-
load required for pre-processing (discussed in section 4.4.2). Books are the 
most complex publication form. It is of big volume, normally not available in 
digital format. Patents need small effort to pre-process because they are written 
in a default structure. Press releases and advertising articles are commonly 
short and easy to access. Due to the expenditure of investigation, the search 
area of information can be limited by selecting publication forms with applica-
ble complexity.  

Selection of Information Repository 

After the selection of publication forms concerning the investigation objec-
tives, it is time to choose concrete information repositories. Driven by the force 
of modern information technology, the definition of information repository is 
no longer limited to physical locations where the public may view files con-
taining current and historical information, technical reports, and reference 
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documents. Information technology has enabled the digital collection, storage 
and access of a huge amount of information. Therefore, the definition of infor-
mation repository extends to data warehouses for electronic information, which 
facilitates interactive communication between human and machinery. 

In broad sense, information repositories appear in the forms of libraries, data-
bases, web-based search engines, internet platforms, and so on. One of the im-
portant factors for information search is the accessibility of publications. There 
are three levels of accessibility to digital information in repositories 

• Level 1: The detailed information of publication including full text is 
freely accessible for all users. 

• Level 2: Partial information of publications is freely accessible. Users 
have to register and pay fees for complete information including full 
text.  

• Level 3: Publications are unable to subscribe and hence not in full text 
available. Only titles, authors and often abstracts are freely accessible.   

Furthermore, there are other criteria that facilitate the selection of information 
repository suitable to investigation objectives, as shown in Table 4-1. 

Table 4-1: Classification of information repositories according to different 
criteria with corresponding examples   

 

Requirements of Investigation listed in Phase 1 lead to restrictions on lan-
guages, regions, domains, and publication forms. Consulting Table 4-1, con-
crete information repositories, i.e. databases, e-journals are selected.  

It is to note that every company has its own data collection. The internal data-
base is also a candidate information repository, which should be taken into 
consideration.  
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In summary, the two measures discussed above: determination of publication 
forms and selection of information repositories are effective to restrict the lit-
erature search to a small area. They save time and make the search results more 
accurate.  

4.4.2 Search for Publications 

Information relevant to target technology is searched for within the reduced 
search area. The method used here is Information Retrieval (introduced in sec-
tion 3.2). The chosen search technique is keyword search.  

First of all, a group of phrases is defined, which can briefly and concisely de-
scribe the target technology. Every phrase is then supplemented by their syno-
nyms and different expressions. Concerning investigation objectives, it is also 
necessary to translate the phrases into other languages. For example, the target 
technology is E Ink. According to the basic knowledge of E Ink, it is described 
in the phrases: electronic ink, e-ink, e ink, and a technology for EPD, technol-
ogy used in electronic paper display, elektronische Tinte (in Germany), etc. 
The sequence of those phrases is not important.   

Then, the phrases are combined with Boolean Operations: conjunction (AND), 
disjunction (OR), negation (NOT). Synonyms are connected with “OR” logic. 
Two phrases that are both indispensable for search process are combined with 
“AND” logic. And conflict phrases are linked with “NOT” logic with other 
phrases. The combinations of phrases are used as search queries in the Tech-
nology Databases, internet platforms, intranet or other information repositories 
that are chosen in section 4.4.1. As a result, the documents relevant to the tar-
get technology are retrieved.  

Although keyword search is a simple way compared with other search tech-
niques, it meets the requirement of Bibliometric Analysis: high integrity of the 
information base. The more qualifications the search queries have, e.g. with 
Boolean Logic, the more accurate is the search result. The more complete the 
search queries are, the more comprehensive is the search result [Eib99].  

4.4.3 Pre-processing of the Publications retrieved 

The publications retrieved in section 4.4.2 are collected and ready for pre-
processing. Pre-processing means in the context of this methodology to bring 
the publications into computer-easily-readable format. The following steps 
give a detailed description to pre-processing: 

• Transformation of formats: publications are written in various docu-
ment formats, e.g. PDF, Word, Text, HTML, XML, etc. There are few 
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software products, which can read all the formats. In order to facilitate 
automatically computer analyzing huge amounts of publications, the 
different document formats have to be transformed into a certain for-
mat. In this dissertation, we use the software BibTechMon2 to analyze 
publications, which can only understand Text format. Therefore, a 
computer program is written to automatically transform all publications 
into Text format.  

• Cleaning up: The formulas and images are removed because those are 
difficult patterns for computer to recognize and analyze. It is noticed 
that, the main contents of the figures are expressed by legends. As a re-
sult, the figure legends should be kept in text. The special characters 
(e.g. €, $) are substituted by letters (euro, dollar etc.) for the purpose of 
better extraction. Furthermore, the references, bibliographies in articles 
are eliminated. There are two reasons for removing the references. 
Firstly, Citation Analysis has shortcomings: e.g. excessive self-citation 
may lead to inflated impact rankings of authors or papers; the content of 
citations should be examined, and so on. The second reason is that it is 
time-consuming to analyze references. References are presented in dif-
ferent structures and formats, which cause confusion and difficulties 
during the processing and cognition by computers. However, it is diffi-
cult and very taxing for researchers to process them into a unified form. 
If the references are kept in texts, they will be extracted into keywords 
within Co-word Analysis and influence the result of content analysis. 
Therefore, the references are removed from original publications and 
neglected for Bibliometric Analysis.  

• Structuring: the publications are transformed into a machinable struc-
ture. Each publication is marked with an ID. The tags of important parts 
of publications are inserted, i.e. names of journal, publication year, or-
ganizations of authors, etc. Moreover, the scientific articles are struc-
tured in default sections such as Abstract, Introduction, Methods, Re-
sults, Discussion and Future Work. The default sections will be tagged 
according to investigation demand and expenditure.  

After the pre-processing, the publications are condensed and structured as the 
example shown below (Fig. 4-13): 

                                                 
2  BibTechMon (BTM): is a software product developed at Seibersdorf, which ana-

lyzes and visualises proximity relations between keywords and documents [KS01]. 
BTM is used in this dissertation as a tool for Bibliometric Analysis.   
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Fig. 4-13:  Example of a pre-processed text 

The pre-processed publications are collected and digitally saved in a text cor-
pus. The result at the end of this phase is the text corpus, which is available for 
the following analysis and investigation. 

4.5 Phase of the preliminary Identification of Technology 
Indicators 

The tasks of this phase are to analyze the text corpus with Bibliometric Analy-
sis and hence preliminarily identify the Raw Technology Indicators (Technol-
ogy Indicators with names, definitions but no contents). The Bibliometric 
methods used here are traditional Publication Analysis and Co-word Analysis.  

4.5.1 Using Publication Analysis  

First of all, the Publication Analysis is used. In order to make the approach 
more standard, it is suggested to follow the steps introduced below as the user 
guide:  
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• Counting the numbers of publications according to time  

The temporal statistical series achieved are visualized in a diagram, 
from which we could estimate when the technology has been firstly re-
ferred to, or in which time period the number of publications about this 
technology has dramatically increased, etc. The temporal distribution of 
publications indicates the temporal development of the technology in-
vestigated. The result here is defined as the Raw Technology Indicator 
“intensity of development”. 

• Counting the numbers of publications according to locations 

The achievement is regional distribution of publications on the given 
technology. Visualizing the statistical series by means of histogram, the 
most active countries are concluded. The result here is the identified 
Raw Technology Indicator “key player regions”. 

• Counting the numbers of publications according to organizations  

Analogously, a histogram of organizational distribution of publications 
is demonstrated. The top 10 active institutes, firms, or universities are 
figured out, i.e. the Raw Technology Indicator “key player organiza-
tions” is identified.  

• Counting the publications according to authors  

The active authors are shown, based on the statistical calculation of 
numbers of publications per authors. Similarly, the counting gives birth 
to the Raw Technology Indicator “key player experts”.  

There are many other counting criteria within Publication Analysis. In the 
methodology presented in this thesis, only the points mentioned above are in-
volved. The easiest way is always the best way.  

4.5.2 Using Co-word Analysis 

After the Publication Analysis, it is time to analyze the contents of the text cor-
pus for the purpose of identifying other Raw Technology Indicators. The 
method used here is Co-word Analysis. This approach is also standardized with 
the following steps: 

1. Extracting the texts corpus into keywords 

The Co-word Analysis draws upon the assumption that a paper’s keywords 
constitute an adequate description of its contents. So, analysis of keywords is 
equal to the analysis of the contents represented by those keywords. The first 
step of keywords extraction is to break down the contents of publications into 



Methodology for the Identification of Technology Indicators Page 73 

words and phrases. There is a pre-defined list of phrases in common use. Those 
phrases are identified by matching the pre-defined list with content of the text 
corpus. The rest part of the content is decomposed into words by e.g. cognition 
of blank characters. Subsequently, the stop words are eliminated. Stop words, 
also called fluff words, occur frequently as insignificant words. The common 
stop words include “the, a, by, and, of, this, then, which, that, such, are, at, if, 
it, can” and so on. They are normally unmeaningful and count for little for the 
main content of the text. The elimination of stop words does not influence the 
condensation of main meaning. The words excluding are potential keywords. 
The absolute text frequencies of the potential keywords are calculated, i.e. how 
often the potential keywords appear in texts is counted. The calculation is 
automatically done by computer programs.  

2. Standardizing keywords 

After the condensation of content, there is still a vast amount of keywords be-
cause of the redundancy. Therefore, standardization of keywords is required 
[HP04]. The following points illustrate the rules of standardizing keywords:  

• The keywords are eliminated, whose text frequencies are less than two 
in order to simplify the subsequent work of standardization. The text 
frequency of the keyword remained kf  is more than one: kf 2≥  

• Misspellings are corrected, e.g. planing⇒planning. British English is 
transformed into American English, e.g. colour⇒ color.  

• Plurals are transformed into singulars, e.g. models⇒model, because 
plurals and singulars are doubleganger.  

• Synonyms are brought into consolidation, e.g. Bibliometrics \ Bibli-
ometric Analysis \ Bibliometric methods⇒Bibliometric Analysis.  

• Keywords with narrow sense are switched to keywords with broad 
sense, e.g. end users \ users \ a group of users⇒users.  

After the standardization, the absolute text frequencies are recalculated, i.e. to 
add the text frequencies of concerned keywords together. The result here is a 
list of strongly reduced keywords with their absolute text frequencies.  

3. Calculating the co-occurrences and Jaccard Index 

Generally speaking, terms, keywords, and concepts that co-occur frequently 
tend to be related. For instance, when the term "computer" is mentioned, the 
frequently co-occurred terms “hardware” or “software” are immediately 
thought about, not the terms “hardwood” of “softhead”. Co-occurrences of 
keywords indicate the semantic proximity or an idiomatic expression. One of 
the tasks in this step is to count co-occurrences of standardized keywords. That 
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means how often the standardized keywords appear together in publications is 
counted. The results are shown in a Co-word matrix.  

Based on the absolute text frequency ( if , jf ) and co-occurrence of keywords 
( ijf ), the Jaccard Index ( ijJ ) is calculated according to formula 4.2. 

ijji
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ij fff
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where: 

• ijJ = 0 when ijf  = 0; i.e., keyword i and keyword j do not co-occur 
(keywords are mutually exclusive).  

• ijJ > 0 when ijf  > 0; i.e., keyword i and keyword j co-occur (keywords 
are not mutually exclusive).  

• ijJ = 1 when ijf  = if  = jf ; i.e., keyword i and keyword j co-occur 
whenever either keyword occurs.  

The Jaccard Index measures the similarity of the keywords set. Results are 
shown in the Jaccard matrix. 

4. Visualizing the keywords and their linkages in Knowledge Map 

Based on the calculation of absolute text frequencies of keywords, co-
occurrences of keywords, and the Jaccard Index, the keywords are positioned 
in a two-dimensional Knowledge Map by using MDS. As its name implies, the 
Knowledge Map is a map that contains knowledge. Connected with this meth-
odology, the Knowledge Map visualizes relevant information of the given 
technology, its Technology Indicators and the contents of those indicators.   

5. Extracting Raw Technology Indicators with the aid of TI-Ontology 

As discussed in section 4.1.3, the TI-Ontology that demonstrates the knowl-
edge of Technology Indicators and their connections in the context of technol-
ogy characterization and comparison, is built up. The TI-Ontology is based on 
the experience of earlier case studies. Therefore, it is commonly suitable for all 
technologies. Terms in this ontology are i.e. cost, sales, turn-over, market 
share, trend, advantage, business segment, technology maturity, series produc-
tion, market barrier etc.  

The keywords in the Knowledge Map are compared with those Technology 
Indicators and their synonyms in the TI-Ontology. The matched keywords are 
extracted. Logically, those matches are the required Technology Indicators.  
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Documenting all the keywords matched with TI-Ontology, we get the result of 
a list of Raw Technology Indicators, whose contents and values are filled in the 
next phase.  

It is to note that a technology-specific ontology is built in this phase during the 
first investigation of the given technology. The keywords from the Knowledge 
Map offer a computer-based brainstorming of the essential concepts (one of the 
main elements of ontology, see section 3.5.1) in the domain of the given tech-
nology. The linkages based on co-occurrences of keywords indicate the rela-
tionships (another main element of ontology) of those concepts. The keywords 
and their linkages are evaluated by experts in this field. Based on the key-
words, a taxonomic structure is built; concepts are defined; and the roles (rela-
tionships) are explicitly identified. Consequently, the technology-specific on-
tology is constructed, which conceptualizes the common understanding of the 
domain. It describes the semantics within the domain in both a human-
understandable and computer-processable way. The technology-specific ontol-
ogy built in this phase aims at supporting the interpretation of Knowledge Map 
in the next phase. It can also be used for standardization of keywords in the 
future investigations due to reusability of ontology.     

4.6 Phase of Concretization of Raw Technology Indicators 

There are two kinds of Technology Indicators. The first kind of Technology 
Indicator is assigned with qualitatively represented values, e.g. advantage, 
technological barrier, market segment. The other kind of Technology Indicator 
is filled with numerical values, e.g. sales, price, investment. In Phase 3, a list of 
Raw Technology Indicators is achieved. Filling them with contents and values, 
the Raw Technology Indicators become Complete Technology Indicators, 
which are the target outcomes of this phase. Assignment of the contents and 
values depends on the interpretation of publication diagrams and the Knowl-
edge Map. Corresponding to the preliminary identification of Raw Technology 
Indicators in Phase 3, the results of Publication Analysis and the Knowledge 
Map are interpreted in Phase 4.  

4.6.1 Values Assignment to Raw Technology Indicators by inter-
preting the Publication Diagrams  

As discussed in section 4.5.1, the result of Publication Analysis is visualized in 
four diagrams. There are also four Raw Technology Indicators defined corre-
sponding to the diagrams. General interpreting processes are illustrated as fol-
lows.  
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An interpretation model for the Technology Indicator “intensity of develop-
ment” is built as a guide. As shown in Fig. 4-14, there are generally four stages 
to be observed.  

 

Fig. 4-14: Interpretation model for the Technology Indicator “intensity of de-
velopment” 

Stage 1 — early development: the number of publications of the given technol-
ogy is small; however, there is a slight upward trend of the publication amount. 
Based on the assumptions that publications are the outcomes of research activi-
ties and the publication amount reflects research intensity, it is estimated that 
only a few researchers are working in the technological field in that time pe-
riod; the technology is situated in the early stage of development.   

Stage 2 — intensive development: in this stage, the temporal distribution of 
publications is not stable. The curve goes up and down many times, and is al-
ways accompanied by at least one steep upward slope. Every peak of publica-
tion amount indicates that the technology has attracted vast interest of re-
searchers or companies at that time. A lot of time and energy are invested in its 
corresponding research. The technology is intensively researched and quickly 
developed in that time period.  

Stage 3 — stable development: the third stage is stable. If there are any 
changes, they are all slight waves. This stage appears after the intensive devel-
opment. The amount of publications is between wave crest and the bottom. 
Normally, the time period is longer than that of Stage 2. The stable distribution 
of publications indicates that the research activities are continuous, or technol-
ogy is cited constantly as status quo in publications. Therefore, it is estimated 
that the technology has been used in industries and may become a basic tech-
nology.   



Methodology for the Identification of Technology Indicators Page 77 

Stage 4 — regression: the curve in Fig. 4-14 toboggans to the bottom and then 
levels off. It means that the technology is seldom cited in publications, and 
much less researched. The Stage 4 reflects a regression time period. The tech-
nology loses its significance; and might be substituted.  

To assign the content to the Raw Technology Indicator “key player regions”, 
the histogram based on regional distribution of publications is analyzed. As 
shown in Fig. 4-15, the publication amounts are ranked with respect to regions. 
The hypothesis is that the more publications produced in that country, the more 
active is the country in that technological field. Therefore, the countries with 
top 10 publication amount are identified as those countries with the most influ-
ence in the technological domain.  

 

Fig. 4-15: Illustration of the assignment to the Raw Technology Indicator “key 
player regions” 

By the same means, the contents for “key player organizations” and “key 
player experts” are educed from the publication distributions according to 
organizations and authors. 

4.6.2 Values Assignment to Raw Technology Indicators by inter-
preting the Knowledge Map  

Values assignment to those Raw Technology Indicators extracted by Co-word 
Analysis is implemented by the interpretation of the Knowledge Map. As in-
troduced in section 4.1.2, a guide is constructed for the purpose of standardiz-
ing interpretation steps of Knowledge Maps. With the guide and TI-Ontology, 
the values are assigned to Raw Technology Indicators following the steps writ-
ten below: 
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Focusing on the Raw Technology Indicators extracted directly from the 
Knowledge Map 

As mentioned previously, Raw Technology Indicators are directly extracted 
from the Knowledge Map by matching keywords with the concepts within TI-
Ontology. The TI-Ontology conceptualizes Technology Indicators in a hierar-
chical structure. Values are assigned to Raw Technology Indicators in a bot-
tom-up way, i.e. the lowest sub-indicators are filled first and then the focus 
moves upwards to upper layers. The reason for bottom-up approach is that sub-
indicators deal with only small area of keywords in the Knowledge Map. Co-
relationships in small area are much easier to interpret.   

As introduced in the guide in section 4.1.2, the thickness of lines in the Knowl-
edge Map reveals the relative similarity of keywords. The distance between 
circles on the Knowledge Map reflects their content-similarity. The Raw Tech-
nology Indicator is focused together with its most frequently and strongly co-
occurred keywords. The relationships between those keywords should be inter-
preted by the aid of the domain-specific ontology, which is built in Phase 3. 
The interpretations of the networked keywords and their relationships consti-
tute the values of Raw Technology Indicators.  

Fig. 4-16 illustrates the value assignment to the Raw Technology Indicator 
“product” in the investigation of E Ink technology. Product, in the context of 
Technology Indicator, means the applications of the technology, i.e. the prod-
ucts produced by using that technology. The strongly co-related keywords to 
“product” were focused.  

 

Fig. 4-16: Illustration of the assignment to the Raw Technology Indicator 
“product” (case study of E Ink technology) 

Within the domain of E Ink technology, the connections between those key-
words were understood as follows: 
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• One of the most important applications of E Ink technology is E Paper 
Display, which is developed by E Ink Co.  

• E-reader is also an important application of E Ink technology. The e-
book and e-newspaper are associated products of e-readers.  

• E Ink technology might also be used in Watch. E Ink Co. might take 
part in the development of the watch with E Ink technology.  

• E Paper is the basic elements for all applications of E Ink technology.   

In respect the assignment of numerical values, the relationships between key-
words are confusing and the domain-specific ontology does not help further. 
The original segments of texts need to be retrieved.  

For instance, the targeted Raw Technology Indicator in Fig. 4-17 is “invest-
ment”. The keywords appearing most frequently with “investment” are se-
lected. However, it is still difficult to conclude the logic relationships between 
those keywords. Therefore, the original documents are recalled with the “in-
vestment” highlighted. With the aid of the original text, the segment of the 
Knowledge Map in Fig. 4-17 is interpreted as: E Ink Co. has announced 15.8 
million dollars of venture investment in 1998.   

 

Fig. 4-17: Illustration of the assignment to the Raw Technology Indicator “in-
vestment” (case study of E Ink technology) 

Analyzing dynamic changes 

According to the guide to interpretation of the Knowledge Map (section 4.1.2), 
changes due to different time periods are traced after the values assignment to 
pre-extracted Raw Technology Indicators. The whole empirical time period is 
divided into several small time periods. Consequently, different Knowledge 
Maps are built by visualizing keywords of different time periods. The periodi-
cal Knowledge Maps are compared with each other. The following points are 
observed.  

1. What are the differences of the values of Technology Indicators in dif-
ferent time periods? The changing of indicator values reflects the de-
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velopment course of the investigated technology. Moreover, the ten-
dency direction based on empirical data predicts future trend.  

2. Which keywords appear newly? What are their relations with Technol-
ogy Indicators? Keywords appeared in recent publications imply new 
development directions, new application fields of this technology, re-
search progress, new key players, and so on. Knowledge extracted by 
analyzing newly occurred keywords is added to the values of corre-
sponding Technology Indicators.  

3. Keywords representing years, e.g. 1885, 2015, are picked out. Nor-
mally, years and their frequently co-related keywords link the historical 
developments of the technology together. The coming years, like 2080 
compared with today, are connected consequentially to future trend. 
Thus, the historical development is disclosed by analyzing timing key-
words. The results supplement the Technology Indicators and their val-
ues.  

In one word, dynamic changes in the technology-specific domain are traced by 
analyzing periodical Knowledge Maps. Those changes are described by Tech-
nology Indicators and their values.   

Analyzing marginal keywords 

After the analysis of dynamic changes, the marginal keywords are taken into 
consideration. Marginal keywords as introduced in the guide (section 4.1.2) are 
the keywords at the edge of the Knowledge Map. Generally, marginal key-
words have small text frequencies and fewer connections to other keywords. If 
the marginal keywords appeared recently, they may indicate the emerging de-
velopment directions in the investigated technology domain. Otherwise, they 
imply vacancies in the technology and hence give suggestions to potential re-
search directions. Sometimes, the marginal keywords are possibly from other 
disciplines, which are totally different from the investigated technology. In that 
case, they may predict new interdisciplinary development. Results achieved by 
analysis of marginal keywords are assigned as values to correlative Technology 
Indicators.  

At the end of this phase, all Raw Technology Indicators are assigned with 
qualitative or quantitative values. They build the Complete Technology Indica-
tors, which are based on the statistical analyses with Bibliometrics.  The 
achieved Complete Technology Indicators are documented together and are 
ready for the evaluation.  
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4.7 Phase of Expert Consultation 

The aim of this phase is to evaluate Complete Technology Indicators by ex-
perts. Expert consultation is the traditional way used to extract relevant infor-
mation of technology. In the methodology proposed in this thesis, empirical 
information base of a given technology is retrieved, statistically analyzed, and 
interpreted by the aid of ontology in order to discover knowledge, i.e. Technol-
ogy Indicators and their values. The results of Bibliometric Analysis are based 
on a semi-automatic process. It could happen that some misunderstandings 
appear in the processes of keywords extraction, standardization, or interpreta-
tion. Therefore, it is necessary to let a small group of experts evaluate the re-
sults from qualitative respect.   

4.7.1 Expert Consultation 

The Complete Technology Indicators simplify the construction of question-
naires because the main content of the questionnaire is nothing else but the 
definitions of Complete Technology Indicators, their values and the dynamic 
changes. The questionnaires are sent to a small group of experts (at least 6 
feedbacks from experts are required) in the focused technology domain. Ex-
perts can be selected from the Technology Indicator “key player experts”. The 
values of Technology Indicators achieved from Bibliometric Analysis are veri-
fied by experts. Blanks are reserved for experts to write their different opin-
ions, corresponding reasons and if possible, also references.  

4.7.2 Comparison of Results from Experts and the Complete 
Technology Indicators 

The questionnaires completed by experts are sent back. Contents of the ques-
tionnaires are collected and statistically analyzed. Supplements and comments 
from experts are summarized. Then the results are compared with the Complete 
Technology Indicators elicited from Bibliometric Analysis. There are three 
possibilities after the comparison:  

• Experts agree with some of the Complete Technology Indicators and 
their values. If the statistical analysis matches the experts’ experience, 
those Complete Technology Indicators do not need to be reprocessed.  

• Experts do not agree with some values of the Complete Technology In-
dicators based on Bibliometrics. The discrepancies may be caused by 
wrong explanation of the Knowledge Map or incorrect consolidation of 
synonyms during the keywords standardization, etc. The discrepancies 
are then traced again in text corpus. If the experts’ opinions are found 
correct in texts, those Complete Technology Indicators are changed ap-



Page 82 Chapter 4 

propriately to qualitative assertion by experts. Otherwise, the different 
opinions are sent again to experts with the original references, which 
have been used for Bibliometric Analysis. The experts give their opin-
ions concerning the original documents again. The iteration process 
stops until a common agreement is reached. Final results are docu-
mented.  

• The open values of the Complete Technology Indicators, i.e. those can 
not be achieved from Bibliometric Analysis, are filled in by experts. It 
is expected that the missing values of certain Technology Indicators can 
be supplemented by experts with related references. Therefore, the 
Complete Technology Indicators are more comprehensive by adding 
contents offered by experts.  

After the comparison and modification of the results from Expert Consultation 
and Bibliometric Analysis, the Complete Technology Indicators are corrected, 
refined, complemented, and finalized. Documenting all the modified and con-
firmed Technology Indicators and their corresponding values, the final output 
of the methodology, i.e. a list of so-called Final Technology Indicators is re-
ceived, which is exactly required by decision makers in companies.   

4.7.3 Regular Update 

As discussed previously, technology develops quickly to catch up with the fast 
change of products, customer requirements, manufacturing processes, etc. So 
does the information about technology. Therefore it is therefore necessary for 
the methodology to search, monitor, and statistically analyze the up-to-date 
publications. By doing that, the text corpus is updated regularly. And the whole 
process is carried out again to achieve the recent development of technologies. 
The update step is shown with an arrow in Fig. 4-10. The frequency of the up-
date process depends on users’ demands. 

No more additional effort is needed in the update and the iterative process for 
the following reasons: 

• Information search (update search) and collection is carried out auto-
matically. 

• Keyword extraction is computer-aided. The keywords standardization 
implemented previously is saved and still valid now. Only the newly 
appearing keywords need to be standardized, which can be aided by the 
technology-specific ontology generated during the last analysis.  

• The TI-Ontology stays unchanged. It supports the information search, 
identification of the Raw Technology Indicators, and the interpretation 
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of the Knowledge Map. The TI-Ontology is predefined, which is stable 
and suitable for all technologies.  

• The technology-specific ontology is reusable, which is built up in pre-
vious implementation of the methodology. The technology-specific on-
tology assists the keywords standardization process and the interpreta-
tion of Knowledge Map by offering a common understanding of the 
terms used in the given technological domain. During the update proc-
ess, it is not necessary to build up a new ontology. If necessary, the ex-
isting ontology is improved by analyzing only the newly appearing 
keywords. 

• The interpretation of the Knowledge Map is based on former experi-
ence. Only the newly appearing keywords need to be interpreted. Simi-
lar in Expert Consultation, only the current changes of Technology In-
dicators and their values are sent to experts for evaluation.   

4.8 Integration of the Methodology and the Technology 
Database 

As mentioned previously in section 2.2, the Heinz Nixdorf Institute has devel-
oped an innovative Technology Database, which aims at supporting the prod-
uct innovation process by managing, monitoring, and reporting technologies 
and their applications. The Technology Database is already internally applica-
ble at Heinz Nixdorf Institute (Fig. 4-18) and also successfully used in several 
industry companies in Germany3. The methodology introduced in this disserta-
tion is integrated into the information procurement process of the innovative 
Technology Database. In the following paragraphs, the connections, interfaces, 
and workflow of the methodology and the innovative Technology Database are 
discussed in detail. 

                                                 
3  The innovative Technology Database has been customized according to user re-

quirements and successfully implemented in the several industry companies in 
Germany.   
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Fig. 4-18:  Screenshot of the Heinz Nixdorf Institute Technology Database 

4.8.1 Technology Indicators as input for the Technology Data-
base 

The methodology for the identification of Technology Indicators is applied in 
the process of information procurement on the input side of Technology Data-
base (Fig. 4-19). The objectives here are to collect, analyze and select the rele-
vant information related to technologies.  

 

Fig. 4-19:  Input side of the innovative Technology Database 

Except for some figures and some general information written in continuous 
text, the inputs for the Technology Database are mainly those Technology In-
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dicators with their values obtained through the methodology. For each Tech-
nology Indicator defined in the TI-Ontology, there is a corresponding data field 
constructed in the user interface in order to enter the Technology Indicator and 
its values into the Technology Database. For instance, the input interfaces for 
the Technology Indicators “function” (Fig. 4-20) and “technology maturity” 
(Fig. 4-21) are illustrated as follows: 

 

Fig. 4-20: Input interface for the Technology Indicator “function” (screen-
shot from the Technology Database used at Heinz Nixdorf Institute) 

 

Fig. 4-21:  Input interface for the Technology Indicator “technology maturity” 
(screenshot from the HNI Technology Database) 

Similarly, all the Technology Indicators, their values, and their updated infor-
mation achieved from the Methodology are input into and saved in the Tech-
nology Database. 



Page 86 Chapter 4 

4.8.2 Visualization of Technology Indicators as output of the 
Technology Database 

As mentioned previously, decision makers can be informed quickly about the 
key information of target technologies with the aid of those Technology Indica-
tors. Technology Indicators facilitate the evaluation and comparison of tech-
nologies. The use of Technology Indicators is realized by visualizing them in 
different report formats. As shown on the output side of Technology Database 
(Fig. 4-22), there are two kinds of formats: Technology Reports and Technol-
ogy Roadmaps. 

 

Fig. 4-22:  Output side of the innovative Technology Database 

Technology Reports offer decision markers in companies the essential infor-
mation, key points of focused technology in detail by describing Technology 
Indicators in continuous texts and visualizing them in various portfolios. The 
Technology Report is constructed in a fixed structure of five sections: sum-
mary, general description, state of the art, prognoses, and experts. For instance, 
in the section of general description, the Technology Indicators “working prin-
ciple”, “technology advantages”, etc. are characterized in continuous text. The 
texts in the section of state of the art contain the Technology Indicators such as 
“current applications”, “current market development” etc.  

Some Technology Indicators are combined in portfolios in order to show the 
characteristics, dynamic changes, and trends of technologies clearly at a glance. 
In the following two figures (Fig. 4-23, Fig. 4-24), two examples of portfolios 
are illustrated.    

This S-Curve shows three Technology Indicators: “customer benefits”, “accu-
mulated R&D cost” and the “technology maturity”, which interact closely with 
each other. The technology is positioned in the S-Curve by measuring the val-
ues of the three Indicators. 
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Fig. 4-23:  S-Curve 

The current technology maturity is plainly visible in the S-Curve; the further 
movement of the technology can be estimated from the trend of S-Curve. For 
example, when a technology is mature enough as a basic technology, the cus-
tomer benefits are saturated, i.e. it won’t increase a lot with the enhancement of 
accumulated R&D cost. It is then predictable that a substitute technology will 
occur on demand. A well-known example is: telephone has switched from ana-
log to digital. 

 

Fig. 4-24:  Portfolio of developing intensity and market potential 

In the portfolio shown in Fig. 4-24, three Technology Indicators are visualized 
simultaneously: “intensity of development”, “market potential”, and “invest-
ment”. The “intensity of development” is measured by temporal distribution of 
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publications and the growth of experts in the focused technology domain. The 
“market potential” is estimated by current economic data, technology attrac-
tiveness, market trend, etc. As demonstrated in that portfolio, the dynamic 
movements of the technology are easily observed. The last arrow logically in-
dicates the future developing direction of the technology. 

Comprising all the Technology Indicators, Technology Reports satisfy basic 
requirements of decision makers on evaluation of technologies. 

Technology Roadmap is a plan that shows which technology has been or 
could be used for which applications at what time (see section 2.1.2). The gen-
eration of Technology Roadmap is realized automatically in the innovative 
Technology Database and is based on the values of three Technology Indica-
tors: “application”, “function”, and “technology maturity”. As illustrated in Fig. 
4-25, numerous technologies and applications are connected with each other 
through functions. The gradually changed color bands reflect technology ma-
turity, i.e. if the technology is already used in series production. Technology 
Roadmaps spontaneously offer a large number of optional combinations of 
technologies and applications. With the aid of Technology Indicators, decision 
makers evaluate all the possible combinations in the Technology Roadmap and 
finally select the finest solutions according to their own demands. 

 

Fig. 4-25:  Simplified Technology Roadmap 

To summarize chapter 4, the methodology expatiated here realizes semi-
automatic extraction of Technology Indicators (knowledge) from text corpus 
focusing on a given technology (huge amount of information). The methodol-
ogy is embedded in the innovative Technology Database developed by Heinz 
Nixdorf Institute. Technology Indicators procured through the methodology are 
saved in the Technology Database and used in forms of Technology Report and 
Technology Roadmap in order to inform decision makers about the current 



Methodology for the Identification of Technology Indicators Page 89 

status of technology development, trends and hence to support them in tech-
nology planning and product innovation. 
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5 Case Studies and Evaluation 

As mentioned in chapter 2, Heinz Nixdorf Institute has developed an innova-
tive Technology Database, which works as an intelligent technology manage-
ment system to support the product innovation processes. The methodology for 
the identification of Technology Indicators is proposed in chapter 4 to optimize 
the information procurement process of the Technology Database. The meth-
odology helps decision makers in companies to effectively extract relevant 
information about technologies and hence speed up their decision-making 
process. In order to prove its feasibility and validity in practice, some case 
studies were carried out. One of the case studies is described in this chapter, 
which aims at the characterization and evaluation of the technology Molded 
Interconnected Devices (MID). The case study strictly followed the process 
defined in the methodology. The implementation is introduced here step by 
step with illustrations. Furthermore, with the case study, the methodology pro-
posed in this dissertation is evaluated according to the requirements declared in 
section 2.4.  

5.1 Case Study of MID Technology 

One of the most comprehensive and successful case studies to evaluate the 
methodology proposed in this dissertation is the investigation of MID technol-
ogy. The MID technology is an emerging technology that enables the manufac-
turing of spatial circuit carriers. Three-dimensional plastic parts are manufac-
tured and their surface is partially metallized. Different manufacturing tech-
nologies are available. Electronic parts can be soldered or glued with conduc-
tive glue on the emerging electrical conductive strips and contacts. This can 
happen under utilization of all spatial degrees of freedom. Thus MID integrates 
mechanical and electronic functions like “carrying and electrically connecting 
parts” in a single entity. Moreover, the metallized surfaces can be arranged in 
such a way that shieldings, cold bridges or antennas emerge. Fig. 5-1 shows the 
application of MID in the robot’s housing. Substantial advantages of MID are 
miniaturization, reduction of parts and the freedom of spatial configuration. 
[RA304] [KFG+06] 

Since the case study exemplifies the methodology, it was carried out in a five-
phase process as defined in chapter 4. The whole process of the case study is 
introduced detailedly in the following paragraphs.   
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Fig. 5-1: MID circuits on the robot housing, connecting electronic devices 

5.1.1 Phase of Problem Analysis  

In our case study, the investigation objective is not so complicated. Our work-
group at Heinz Nixdorf Institute get in touch with various technologies within 
the daily research work. One emerging technology called Molded Intercon-
nected Devices has especially caught our attention. Our workgroup decided to 
investigate MID technology, and to check if there are any possibilities to use 
this technology for our projects. Furthermore, the investigation focused on the 
market development of MID. The reason was that we considered MID as a 
promising technology. The factual evidences were required to prove that argu-
ment, and to help us to make the decision: if we should choose the MID tech-
nology for our research projects.  

The result of this phase was the investigation objective. Target technology was 
the given technology MID. There was no other candidate or similar technolo-
gies. In this case, decision maker was the research workgroup at Heinz Nixdorf 
Institute. The requirements for the investigation are listed as follows:  

• With the Technology Indicators, the MID technology should be charac-
terized and evaluated. 

• The investigation emphasis is the market development of MID. 

• The investigation does not focus on any time period. The comprehen-
sive history of MID technology should be observed.  

• The development of MID in Germany should be paid special attention 
to.  
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• It should be figured out whether the MID technology was applicable for 
the research projects in the workgroup. 

• Will MID technology become more important? Or will it become less 
important? 

• What is the future trend of MID technology? 

• Does MID technology attract industries' attention? 

• etc. 

Aiming at the objectives, the MID technology was investigated by identifying 
its Technology Indicators from a document collection. The next step was to 
search relevant documents about MID.  

5.1.2 Phase of Literature Search  

In this phase, the documents relevant to MID technology were retrieved. The 
Method used was Information Retrieval. As introduced in chapter 4, there is a 
preparation process, i.e. to limit the search area. In our case study, the follow-
ing measures were taken according to the methodology (section 4.4.1). 

1. Determination of the Forms of Publications 

There were two investigation directions in the case study. One direction was to 
investigate the current status, and trend of MID market development; the other 
one was to evaluate if the MID technology was suitable to be used in our cur-
rent research projects. For the latter one, information about technology devel-
opment of MID was necessary. Guided by the Fig. 4-12, attention should be 
paid firstly to the following publication forms during the information search: 

• press release; advertising article 

• enterprising financial report; market study; final project report 

• patent 

• scientific article 

Although the other publication forms were not excluded, they were backup 
choice because the resource assigned to the case study was relatively small. 

2. Selection of Information Repository 

After the selection of publication forms, the corresponding information reposi-
tories were taken into consideration. Guided by the Table 4-1, several informa-
tion repositories were determined according to various criterions.  
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Firstly, since our research group is in Germany, the language preferred by the 
research assistants and industrial partners is German. Based on this criterion, 
documents, articles written in German deserved prior attention. The Japanese 
publications, Chinese, Indian, etc. were automatically filtered out. 

Secondly, the case studies focused on the research development or market de-
velopment of MID technology in Germany. Therefore, the German as well as 
the Europe databases were mainly searched. The high priorities were given to 
the articles published by German research centers or corporation press depart-
ment.  

The third criterion is publication form. As mentioned above, four kinds of pub-
lications should be firstly collected. The press releases, advertising articles, 
enterprising financial reports, market studies, final project reports are normally 
easy to get from the Internet, e.g. homepages of the companies, press releases, 
newsletters on the websites of companies. Online search engines “Google” and 
“Yahoo search” were determined in order to find easy entrance to those publi-
cation forms. Considering patent search in German language area, or Europe 
regions, the online patent database “European Patent Office” 
(http://ep.espacenet.com) was chosen. And for scientific articles, “Google 
Scholar” (http://scholar.google.de) was selected. Google Scholar is a freely-
accessible web search engine that indexes the full-text of scholarly literature 
across an array of publishing formats and disciplines. The Google Scholar in-
dex includes most peer-reviewed online journals of the world's largest scien-
tific publishers [UGS05-ol]. 

The last criterion in Table 4-1 is domain. Since the target technology was fixed 
to MID technology, the MID-specific database was obviously ideal. Through 
our partnership with Research Association Molded Interconnect Devices 3-D 
MID e.V., we got access to their 3D-MID database. There are also a lot of wor-
thy information about MID technology on the website of 3-D-MID e.V. 
(http://www.3dmid.de), which is only accessible with valid user accounts.  

The search areas were limited, and the corresponding information repositories 
were selected. It was time to search documents, articles, etc. relevant to MID 
technology. 

3. Search for Publications 

Guiding by the methodology (see section 4.4.2), the relevant documents were 
retrieved with following steps. The chosen search technique is keyword search.  

First of all, aiming at searching literature relevant to MID technology, a group 
of phrases were defined: such as Molded Interconnected Devices, or Moulded 
Interconnected Devices (America English), 3D-MID technology, MID, integra-
tion of mechanics and electronics, 3D substrate, electrical circuit, also Räum-
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liche spritzgegossene Schaltungsträger (German Version). Those phrases were 
formulated with Boolean Operations, i.e. conjunction (AND), disjunction 
(OR), and negation (NOT). Examples of the combinations using Boolean Op-
erations were: MID “AND” electrical circuit “AND” 3D substrate; MID 
“AND” integration of mechanics and electronics; Molded Interconnected De-
vices “or” MID technology. Those combinations of phrases were used as 
search queries to search documents in the databases, or search engines deter-
mined above, e.g. Midis Database (3D-MID e.V.), Google Scholar, etc. The 
documents that matching with those search queries were listed as search re-
sults. Fig. 5-2 shows an example in the case study. On the left side in Fig. 5-2, 
search query used was “MID”. 465.000.000 documents were retrieved; while 
on the right side, search query was optimized to “MID” and “Molded Intercon-
nected Devices”. And the search results were reduced to 67 documents. It is 
verified that the more appropriate are the search queries, the less and more es-
sential are the search results. 

 

Fig. 5-2:  Comparison of the search results related to different search queries 
(search engine used: Yahoo search, http://de.yahoo.com) 
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It is to notice that the MID-relevant information was also searched in the inter-
nal database of the workgroup. One market study on MID technology was re-
trieved internally. As a result, 489 documents thematically relevant to MID 
were retrieved from different information repositories. As shown in Table 5-1, 
the retrieved documents were composed of press articles, patents, scientific 
articles, etc. The total publication volumes are 4668 pages, which can not be 
read one by one manually.  

Table 5-1:  Overview of the retrieved documents relevant to MID technology 

 

The 489 documents retrieved from various databases were collected to form a 
text corpus. In the next step, the text corpus was pre-processed in order to sim-
plify the further analysis.  

Pro-processing of the Text Corpus 

As guided by the methodology, there are three steps of changing the retrieved 
documents into a computer-easily-readable format. In our case study, the 
documents were pre-processed according to the following steps as proposed in 
section 4.4.3. 

• Transformation of formats: all documents retrieved in various for-
mats, e.g. PDF, Doc, HTML, PPT, were transformed into Text format, 
because the software chosen for Bibliometric Analysis in Phase 3 can 
only read Text format. A small program was written to implement the 
transformation automatically, which has replaced the manual work, and 
saved a lot of time as well as human power.   

• Cleaning up: in this step, the noisy information was eliminated. Noisy 
information is the information that interrupts normal analysis, or is the 
unimportant and characterless information. In the case study, the for-
mulas were firstly removed. The reason is that the numbers decom-
posed from the formulas disturb normal analysis of sales amount, pro-
duction volume, etc.; and the symbols decomposed from the formulas 
are noisy (meaningless) information. Besides formulas, the images in 
documents were also eliminated because the methods so far can not 
process images. Moreover, the references in articles were removed as 
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explained in section 4.4.3. Some special characters, e.g. €, $, were re-
placed by words (euro, dollar) to facilitate their automatic extraction by 
software. After the cleaning up, the information in text corpus was fil-
tered and reduced. The next step was to structure the texts.  

• Structuring: in the case study, all texts were transformed into a unified 
structure. That means every text was marked with an ID number, title, 
subtitle, publication form, publication year, author, organization, re-
gion, keywords, abstract, content, and information source (see Fig. 5-4). 
The aim of the structuring is to facilitate the search in determined 
fields. For instance, the information analysis can be restricted to the 
fields of keywords and abstract in case the contents are not interesting 
to decision makers. Another example is that the structured texts could 
be classified according to publication year, which simplified the com-
parison of dynamic changes of the MID technology over time.  

An example of pre-processing is shown in Fig. 5-3 (the original document in 
PDF format with images and so on) and Fig. 5-4 (the pre-processed Text for-
mat). The relevant publications about the MID technology were retrieved, 
transformed, cleaned up, and structured. The Phase 2 of literature search was 
completed. The result was a structured text corpus specific to the MID technol-
ogy, which is ready for Bibliometric Analysis in Phase 3.  

 

Fig. 5-3:  An example of raw information – a scientific article about MID in 
PDF format (information source: 7. International Congress MID 
2006 in Fuerth, 27.-28. September 2006) 
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Fig. 5-4:  A segment of the pre-processed article shown in Fig. 5-3, in Text 
format 

5.1.3 Phase of preliminary Identification of Raw Technology In-
dicators 

Here, the text corpus retrieved in the last phase was analyzed by using the Bib-
liometric Analysis to extract Raw Technology Indicators and their values with 
respect of MID technology. Technology Indicators are defined in this disserta-
tion as features or values that can characterize and evaluate technologies. The 
ontology of all general Technology Indicators was built and introduced in sec-
tion 4.1.3. As guided by section 4.5, the extraction of those Raw Technology 
Indicators in the case study was realized by carrying out the traditional Publica-
tion Analysis, and the Co-word Analysis. 

Carrying out Publication Analysis 

In this step, the publications retrieved were calculated over time, according to 
regions, organizations, and authors. The results were four diagrams that repre-
sent separately four corresponding Raw Technology Indicators, as defined in 
section 4.5.1. Two diagrams of the case study were selected as examples to 
demonstrate the process of identifying Raw Technology Indicators by using 
Publication Analysis. Fig. 5-5 and Fig. 5-6 illustrate respectively the Raw 
Technology Indicators “intensity of development” and “key player organiza-
tions”.  
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Fig. 5-5:  The Raw Technology Indicator “intensity of development” identi-
fied by counting the publication amount according to time 

 

Fig. 5-6: The Raw Technology Indicator “key player organizations” identi-
fied by counting the publication amount according to organizations 

Carrying out Co-word Analysis 

Following Publication Analysis, the contents of the text corpus were analyzed 
by using Co-word Analysis. The software used in this dissertation is BibTech-
Mon, which is developed by ARC systems research GmbH. With the help of 
BibTechMon, the contents of the pre-processed texts were decomposed into 
words. The keywords were extracted by filtering out the default stop words, 
which were defined by developers of BibTechMon. Fig. 5-7 enumerates the 
default English stop words and German stop words.  
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Fig. 5-7:  Default stop words in BibTechMon - © 2007 systems research 

After the filtering of stop words, there were 10943 keywords extracted from 
the text contents (Fig. 5-8). Guided by section 4.5.2, the keywords were stan-
dardized with the following steps.  

 

Fig. 5-8:  The keywords extracted by filtering the default stop words 



Case Studies and Evaluation Page 101 

• The keywords, whose text frequencies were less than two, were elimi-
nated. The results were 2559 keywords left (Fig. 5-9).   

 

Fig. 5-9:  The keywords extracted by eliminating those, whose text frequen-
cies were less than two 

• Misspellings were corrected. In the case study of MID, there is a com-
pany called Lisa Dräxlmaier GmbH. It was written in some publications 
as Lisa “Dräxlmeier” GmbH. During the standardization of keywords, 
the misspelling was corrected.  

• All plurals were transformed into singulars. For example, in the case 
study, “trends” was transformed to “trend”; “applications” was trans-
formed to “application”; “functions” was transformed to “function”. 

• Synonyms or different formulations were unified. Furthermore, the 
English keywords were translated into German language because the 
investigation focused on Germany, and most of the documents retrieved 
were written in German. Instances in the case study are: the keyword 
“Molded Interconnected Devices” was standardized as “MID”; the 
keywords “copper” and “Cu” were brought into consolidation; “advan-
tage” was translated into “Vorteil” (German word for advantage).  
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• Some keywords with narrow sense were merged into their upper class 
concepts. For instance, in the case study, the keyword “Herstellung-
sunternehmen” was changed to “Hersteller”.   

The standardized keywords were merged. The global frequency and text fre-
quency of the keywords extracted were calculated again. There were only “323 
keywords” left after the standardization. The result was shown in Fig. 5-10.  

 

Fig. 5-10:  Result after the standardization of keywords 

With the aid of BibTechMon, the co-occurrences of keywords and the Jaccard 
Index were calculated. Both of the matrixes are illustrated in Fig. 5-11. 
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Fig. 5-11:  Upper: matrix of co-word analysis; lower: matrix of Jaccard Index  

Based on the text frequencies, co-occurrences, and Jaccard Index calculated, 
the keywords were visualized by BibTechMon in a Knowledge Map (see Fig. 
5-12).  
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Fig. 5-12:  The general Knowledge Map of MID case study 

Following the methodology proposed in chapter 4, the next step was to com-
pare the keywords with the TI-Ontology. In the case study of MID, 15 Raw 
Technology Indicators were extracted after the Co-word Analysis: e.g. applica-
tion, function, cost, customer, supplier, barrier, and trend. The Raw Technol-
ogy Indicators extracted from both Co-word Analysis and Publication Analysis 
were documented and should be assigned with contents and values in the next 
phase.  

5.1.4 Phase of Concretization of Raw Technology Indicators  

As defined in the methodology, the Technology Indicators should be com-
pleted with contents and values in this phase. The assignments of contents and 
values depend on the interpretation of publication diagrams and the Knowledge 
Map achieved above. 

Interpretation of Publication Diagrams  

In the case study, the diagrams achieved from Publication Analysis were firstly 
interpreted in order to assign values and contents to those four identified Raw 
Technology Indicators. We clarify this process by explaining two diagrams as 
examples. The Raw Technology Indicator “intensity of development” was 
identified from Fig. 5-5, which was compared with the interpretation model 
shown in Fig. 4-14 in this phase. The features of curve in Fig. 5-5 matched the 
statements of Stage 1 and Stage 2 (see section 4.6.1). Therefore, the contents 
were assigned to the “intensity of development” as follows (Fig. 5-13): the 
MID technology was firstly mentioned in 1965. During the 1990s, it was firstly 
attached with importance. From 2000 until now, the MID technology is at the 
stage of intensive development. It has attracted the interests of many research-
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ers and companies. A lot of time and energy have been invested in its corre-
sponding development. The MID technology is intensively researched and is 
developing quickly.  

 

Fig. 5-13:  Content assignment to the Raw Technology Indicator “intensity of 
development” 

Fig. 5-14 shows the interpretation of Fig. 5-6, from which the Raw Technology 
Indicator “key player organizations” was identified. As mentioned previously, 
the distribution of publication amount according to organizations indicates the 
organizational research performance. Therefore, the most active organization in 
the field of MID technology in Germany is 3-D MID e.V., which has the 
maximum number of publications related to MID. After 3-D MID e.V., the 
second most active organization of MID is the workgroup LKT from the Uni-
versity of Erlangen-Nuremberg, and then, the workgroup FAPS, the firm BGS, 
LSP, Schaal, and so on (see Fig. 5-14). 

 

Fig. 5-14:  Content assignment to the Raw Technology Indicator “key player 
organizations” 

Interpretation of the Knowledge Map  

After the interpretation of publication diagrams, it was time to explain the 
Knowledge Map of MID achieved by using Co-word Analysis. As discussed 
before, the contents of the Technology Indicators are represented either qualita-
tively or quantitatively. In order to verify the process proposed in the method-
ology in section 4.6.2, two examples are introduced in the following para-
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graphs: “advantages” with qualitative contents and “sales” with quantitative 
values.  

Guided by the methodology, the Raw Technology Indicator “advantages” that 
was extracted from the Co-word Analysis was focused. All the strongly co-
related keywords to “advantages” were selected and highlighted (see Fig. 5-
15). With the help of MID-Ontology (the domain-specific ontology of MID), 
the connections between keywords on the map were interpreted as follows: 

• MID integrates electrical and mechanical parts. The product size is 
miniaturized. MID enhances agility of construction.  

• With MID technology, the number of parts is reduced and hence the 
material used is reduced. So the second advantage of MID is rationali-
zation. 

• The material used by MID are recyclable. MID is an environment-
friendly technology. 

The interpretations above were assigned to the Raw Technology Indicator “ad-
vantages” as its qualitatively represented contents. 

 
Fig. 5-15:  Illustration of the assignment to the Raw Technology Indicator 

“advantages” 
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Another example is shown in Fig. 5-16. The targeted Raw Technology Indica-
tor was “sales”. As displayed, the keywords appearing most frequently with 
“sales” included year, currency units, numbers, etc. However, it was difficult to 
estimate the numerical values of sales. Therefore, the corresponding segments 
of texts were recalled with the “sales” highlighted. The texts recalled helped to 
understand the connections among “sales” and its co-related keywords. With 
respect to the original texts, the connections were interpreted. Summarizing the 
interpretations, “sales” was described as follows:    

• Sales on MID in 1997 was 38 million dollars world wide. 

• There are only few companies, whose sales are more than one million 
euros.  

 

Fig. 5-16:  Illustration of the assignment to the Raw Technology Indicator 
“Sales” 

Similarly, the other Raw Technology Indicators identified by using Co-word 
Analysis were also completed with contents and values by interpreting the co-
relations in the Knowledge Map. According to the methodology, the next step 
was to analyze the dynamic changes of MID.  

For instance, the Knowledge Map was divided into 2 parts: one with all key-
words that appeared from 1965 to 1999; the other one with all keywords that 
appeared in the last six years, i.e. from 2000 to 2006. The two parts of Knowl-
edge Map were compared with each other. The keywords newly appearing 
were identified. For instance, in the case study of MID, the keyword “handy” 
(cell phone in English) appeared separately in 2005 and 2006. The keyword 
“Antenne” (antenna in English) appeared firstly in the MID publication in 
2002. Furthermore, the two keywords were positioned near each other. It was 
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estimated that MID technology has been recently used for antenna of the cell 
phone.    

In addition to the analysis of dynamic changes, the marginal keywords were 
also taken into account. Fig. 5-17 gives an example from the cast study of 
MID. The marked keyword is “3D-MID-Steckverbindersystem” (connector 
system with 3D-MID). As directed by the methodology, the marginal keywords 
may indicate the emerging research direction or research vacancy. With respect 
to Fig. 5-17, it is estimated that the connector system may be a new application 
field for MID technology, which will be paid more attention to in the next few 
years.  

 

Fig. 5-17:  Illustration of the analysis of marginal keywords within the Knowl-
edge Map generated from the keywords appeared from 2000 to 
2006 

After the interpretations about publication diagrams and the Knowledge Map, 
the Raw Technology Indicators identified in the last phase were completed 
with contents and values. The result of this phase was a list of the Complete 
Technology Indicators with MID-specific contents and values.  
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5.1.5 Phase of Expert Consultation 

Following the methodology, the Technology Indicators extracted by using 
quantitative analyses should be evaluated in this phase from the qualitative 
perspective. The method chosen was expert consultation. Based on the results 
of Complete Technology Indicators of MID, the questionnaires were con-
structed in a short order. Fig. 5-18 gives an overview of a segment from the 
questionnaires used in the case study of MID.  

 

Fig. 5-18:  A segment of the questionnaire for MID investigation 

The questionnaires were sent to 22 MID experts in Germany, of which 12 ex-
perts filled in the questionnaires and sent them back to us. The opinions of the 
experts were statistically analyzed. The results of the questionnaires were com-
pared with those Complete Technology Indicators. Some of the Complete 
Technology Indicators and their contents were confirmed; some of them were 
corrected; and some of them were supplemented. Fig. 5-19 illustrates the com-
parison results of the Complete Technology Indicator “advantages”. Experts 
agreed with the advantages of MID technology that were extracted by using 
Co-word Analysis. Furthermore, they gave another six points to supplement the 
advantages. In summary, the Technology Indicator “advantages” was finalized 
with MID-specific contents. The result of this phase was a list of the Final 
Technology Indicators, which can describe, characterize, and evaluate the MID 
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technology. A segment of the list of Final Technology Indicators identified in 
the case study of MID is demonstrated in Fig. 5-20.  

 

Fig. 5-19:  Finalization the Technology Indicator “advantages” with respect to 
the opinions of MID experts 

 

Fig. 5-20:  A segment of the list of Final Technology Indicators for MID tech-
nology 

Regular Update 

In the case study, the regular update was not tested. However, the documents 
relevant to MID technology were saved in the innovative Technology Data-
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base. The stop words used and the modifications of keywords during the stan-
dardization of keywords were saved. The periodical Knowledge Maps and all 
the interpretations also were recorded. It is understandable and imaginable that 
those documentations will support and hence simplify the further investigation 
of MID technology.   

To sum up the case study of MID technology, the methodology for the identifi-
cation of Technology Indicators has proven feasible. In the whole case study, 
the quantitative analysis only has taken several days; while the qualitative 
analysis took at least three weeks from the construction of questionnaires to the 
achievement of experts’ feedbacks. The case study totally followed the proc-
esses of the methodology, and hence a lot of time and human resources have 
been saved. The final results of the case study were that the Final Technology 
Indicators specific for MID technology. The Final Technology Indicators were 
input into the innovative Technology Database. Based on those indicators, the 
Technology Report of MID was automatically generated from the database (see 
Fig. 5-21). Furthermore, through querying the function connections between 
technologies and applications, MID was found as a potentially suitable tech-
nology for an internal project “mini robot” in our workgroup. The investigation 
objectives of the case study were basically fulfilled.  

 
Fig. 5-21:  The Technology Report of MID, generated automatically from the 

innovative Technology Database 



Page 112  Chapter 5 

5.2 Evaluation of the Methodology  

In this section, the methodology proposed in the dissertation is evaluated ac-
cording to the requirements enumerated in section 2.4. It is commented, to 
what extent every single requirement is satisfied. All the following comments 
and evaluations are based on the case studies for the methodology.  

R1: capability of dealing with a vast amount of information  

As explained previously, the raw information is plenty enough to guarantee a 
comprehensive analysis of the target technology. In the methodology for the 
identification of Technology Indicators, the methods of Information Retrieval 
and Bibliometric Analysis facilitate the search and quantitative analyses for a 
large amount of information. As demonstrated in the case study of MID tech-
nology, infinite online databases were searched and 489 documents with 4668 
pages relevant to MID technology were retrieved. The documents were then 
statistically analyzed by using Bibliometrics in one turn. It is verified that the 
first requirement is totally fulfilled.  

R2: (semi-)automatic analysis of the information 

Based on the first requirement, the amount of information is so huge that it is 
no longer possible to process it manually. Therefore, the second requirement is 
to use (semi-)automatic process instead of the traditional manual work. In the 
methodology proposed, most of the processes are realized automatically. For 
instance, the search for raw information relevant to target technology is com-
puter-aided; the transformation from various document formats to text format 
is automated; the decomposing of texts into words carries out mechanically; 
the text frequencies, co-occurrences of keywords, as well as the Jaccard Index 
are calculated by computer programs; and the visualization of keywords in the 
Knowledge Map is also automatically done. The points mentioned above were 
proved in the case study of MID. 70% of the processes of the information pro-
curement in the methodology have been automatized. It is almost realized to 
know without reading. The second requirement is to a great extent fulfilled.   

R3: high efficiency and accuracy 

First of all, the realization of automatic information search and analysis of a 
vast amount of information saves a lot of time and human resources, which 
verifies that the methodology proposed in the dissertation is very efficient. The 
following corresponding measurements are taken in the methodology in order 
to ensure and increase the accuracy of the results achieved:  

• select publications forms according to investigation objectives;  
• reduce the search areas by limiting suitable information repositories; 
• use Boolean Logic to optimize the search queries; 
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• use ontology to avoid misunderstanding by the interpretation of the 
Knowledge Maps; 

• use Expert Consultation to ensure the results from qualitative perspec-
tive. 

Furthermore, the extracted Technology Indicators and their contents and values 
support and simplify the construction of the questionnaires, which reduces the 
time of normal process of the Expert Consultation. Therefore, it is concluded 
that the methodology has reached a relative high efficiency and accuracy com-
pared with the other traditional methods.  

R4: standardized process to procure information relevant to technologies 

There is a lack of methods that can guide a decision maker in companies or 
researchers to discover the knowledge of technologies. A standard guide is 
irresistible. The methodology for the identification of Technology Indicators 
introduces a systematical way from problem analysis to the update of the 
Technology Indicators. Every single step is defined and explained explicitly 
(chapter 4). Moreover, the fixed TI-Ontology offers a standard reference to the 
investigation directions. The decision makers or other users need only to follow 
the guide of the methodology step by step. Hence, the fourth requirement is 
fully satisfied.  

R5: simple update process of information procurement 

The methodology aims at simplifying the whole process of information pro-
curement. Logically, it requires a simple update process. Documentation is an 
important factor to this point, which makes the most useful processing, raw 
technology information and Technology Indicators extracted reusable. The 
access to the past data facilitates the update process by reducing the workload. 
To give an example, the process of standardization of keywords is saved. If 
new documents are added, only the newly extracted keywords need to be stan-
dardized. Furthermore, the update of Technology Indicators follows the proc-
esses defined in the methodology. The fifth requirement is satisfied.  

The general requirements 

As discussed in section 2.4, the information should be analyzed from both 
quantitative and qualitative perspectives. The usage of Information Retrieval 
and Bibliometrics ensures the quantitative analysis. The implementation of 
Expert Consultation evaluates the results after quantitative analysis from the 
qualitative aspect. Therefore, it is commented that the methodology satisfies 
the general requirement of information procurement.  
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6 Summary and Outlook 

Summary 

Technologies influence the product development and the production process 
significantly. For technology-intensive companies, especially in automobile 
industry and mechanical engineering branch, technologies have become a key 
factor for competitiveness. Therefore, it is important to identify the key charac-
teristics of technologies such as advantages or barriers, to compare them as 
well as to analyze the technology trend in order to grasp the current develop-
ment of technologies, and to develop suitable technology strategies, which 
leads to an urgent demand of researchers and decision makers on the extraction 
of technology-relevant knowledge. 

There is a vast amount of information available. However, decision makers are 
not well informed about technologies. There are three basic problems of the 
information procurement in the context of technology monitoring. First of all, 
there is no clear definition of the technology-relevant information. Secondly, 
the development of communication and information technology has resulted in 
a dramatic increase of the amount of information in recent years, most of which 
is digitally available. It is no longer possible to process that much information 
manually. The last problem is the lack of methodology, which can guide deci-
sion makers in companies to search and analyze the technology information 
that they desire.  

Considering the first challenge mentioned above, a new term “Technology In-
dicator” is defined. Technology Indicators are those indexes or statistical data, 
which allow direct characterization and evaluation of technologies throughout 
their whole life cycles. For example, technological maturity, market segment, 
degree of innovation, key player (country, company…). Those Technology 
Indicators offer a direct view of technologies to decision makers. To cover the 
second and the third open issues, a methodology for the (semi-)automatic iden-
tification of Technology Indicators is proposed in this dissertation.  

The proposed methodology is based on the combination of four basic methods: 
Information Retrieval, Bibliometric Analysis, Ontology, and Expert Consulta-
tion. The four methods chosen are combined in such a standard process to give 
a guide to decision makers for the information procurement. The start point is 
to analyze the requirements of technology investigation. Input of this method-
ology is a large amount of raw information retrieved by using Information Re-
trieval. Then the information is pre-processed, decomposed into words, stan-
dardized, and statistically analyzed. A Technology Indicator Ontology is de-
veloped in this dissertation, with which the Raw Technology Indicators can be 
easily identified. The Raw Technology Indicators are then concretized with 
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contents and values by interpreting the co-relationships of the keywords and 
other results after the statistical analysis. Finally, the Technology Indicators are 
evaluated by experts through Expert Consultation. The result of the methodol-
ogy is a list of identified Technology Indicators with their technology-specific 
contents and values. It is noticed that the methodology also facilitates a simple 
process of regular update in order to catch up with the current changes of tech-
nology.  

The methodology is integrated in the innovative Technology Database, which 
is developed by Heinz Nixdorf Institute and aims at supporting the product 
innovation process (see section 2.2). The Technology Indicators extracted are 
input into the database together with other relevant information (e.g. figures, or 
other general information written in continuous text). On the output side of the 
database, those indicators are visualized in formats of Technology Reports and 
Technology Roadmaps, which are automatically generated from the Technol-
ogy Database. The Technology Report is constructed in a fixed structure and 
represents detailed information of technologies. The Technology Roadmap is a 
plan that shows which technology can be used in which products at what time. 
Both of them help decision makers to know technologies better and to speed up 
their decision-making process.  

The methodology proposed for identification of Technology Indicators has 
proven feasible in several case studies. It combines quantitative analysis and 
qualitative analysis to make the results more reliable and accurate. It standard-
izes the procedure of information procurement and consequently guides deci-
sion makers to simplify information processing processes. With the methodol-
ogy, it is possible to search, process, and analyze a huge amount of information 
in one turn. Furthermore, the methodology realizes semi-automatic analysis of 
literature for the purpose of investigation of technologies and facilitates a triv-
ial update process.  

To sum up, the methodology fulfils the requirements of the information pro-
curement to a great extent. Based on the case study, it is also convincible that 
the methodology is suitable for practical application.  

Future Work 

Although the methodology has been proved efficient and reasonable, there are 
still some works to do to optimize it. The future work orients itself to the fol-
lowing points:  

• Pre-processing of the original documents: it is noticed in the case study 
that the pre-processing of the documents retrieved is one of the most 
taxing tasks. One of the solutions is to build databases, in which the 
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documents are already edited in a fixed meta-structure and therefore di-
rectly ready for Bibliometric Analysis.    

• Optimizing the interaction of ontology and the methodology: the case 
study shows that the accuracy of the investigation results depends 
strongly on the extraction of keywords and the interpretation of the 
Knowledge Maps. As discussed in this dissertation, ontology helps to 
avoid the misunderstanding of domain-specific information. Therefore, 
the future work should focus on the development of a better interface 
between ontology and the methodology in order to simplify the process 
of knowledge extraction, and to increase the accuracy of the results by 
eliminating confusing understandings.  

• Analysis of figures and tables: the current methods only facilitate text 
analysis. However, most of the numeric data such as sales, investments, 
or important technological data, are covered by figures and tables. It is 
expected to add corresponding methods to the methodology, which re-
alize the knowledge extraction from other information format.   

The employment of the methods-combination of Information Retrieval, Bibli-
ometrics, Ontology, and Expert Consultation is a very promising beginning. It 
is worthy of being further researched.  
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