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Abstract

Reconfigurable computing systems can change the functionality and structure of their com-
ponents in order to improve the resource efficiency. Many existing architectures [73, 38]
have to be programmed in assembly, or a related compiler does not provide full automation.
Usually, a compiler is customized to a specific reconfigurable system developed for a certain
application domain.

This thesis presents a unified hardware/software approach called CoBRA1, where compiler-
driven reconfiguration selects from a fixed set of modes known to the compiler. Such modes
are denoted as reconfigurable architectural variants or briefly variants. Each variant relies on
matching program analysis and represents optimal machine configurations for certain ap-
plication domains. Typical optimization goals are a fast execution, small code size, or low
power dissipation. The machine can be reconfigured by invoking special instructions be-
tween code using different configurations at run-time. A prominent example is to recon-
figure between different parallelization paradigms like SIMD or MIMD. Given a program
that exhibits both regular and non-regular structures, the compiler can determine the best
execution mode by analyzing the parallelism. Reconfiguring the connections between ALUs
and register banks at run-time allows to exploit more physical registers than architecturally
available. In a multi-core, a processor can use registers of other processors temporarily to
avoid spilling or communicate efficiently employing some registers in a shared manner.

Using a manageable set of variants leads to an enormous reduction in the design space,
compared to fine-grained reconfiguration. The compiler then addresses this finite design
space efficiently by applying well-known program analysis techniques. Reconfiguration can
be performed with very low effort at run-time by switching fixed, coarse-grained compo-
nents like instruction decoders, ALUs and register banks. Much complexity like generating
machine code and utilizing reconfiguration is hidden from the user in contrast to other re-
configurable approaches [73, 38]. Programming reconfigurable hardware in a sequential
High-Level Language (HLL) such as C using a single tool avoids further manual effort and
minimizes both time-to-market and error rates.

This thesis concentrates on switching between SIMD and MIMD execution and reconfig-
uring register connections. In both cases, we present original methods to select variants and
generate optimized machine code efficiently, or enhance existing approaches known from
literature. Furthermore, we propose additional opportunities in reconfiguration, which may
be part of future work.

Our approach has been evaluated using a multi-core of four-tightly coupled processors,
which can be simulated using a synthesized model or a cycle-accurate software simulator.
Additionally, such model can be mapped to a Field Programmable Gate Array (FPGA) based

1Compiler-Driven Dynamic Reconfiguration of Architectural Variants (merge two Ds to a B)
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prototyping environment [93] for rapid evaluation of real-world applications on real hard-
ware. Our measurements indicate suitability especially in audio and video processing ap-
plications. At a modest cost in reconfiguration, CoBRA achieves significant improvements
of the resource efficiency in terms of execution time, code size, and power consumption.
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1. Introduction

1.1. Motivation

A reconfigurable system can alter the functionality and structure of its components [165]. Ba-
sically, the term system can affect both hardware and software architectures.

Reconfigurable Hardware Reconfiguring hardware architectures offers a high potential
for better resource utilization by tailoring the functionality of the available hardware to a
set of tasks [165]. Concretely, a reconfigurable hardware architecture can adapt its structure
to exploit features of a problem or a certain instance. Due to these reasons, reconfiguration
can speed up the execution of a program dramatically. If the machine is reconfigured to use
only a subset of its resources, the energy consumption can be reduced, which is an impor-
tant aspect for embedded and mobile devices. Simultaneously, the code size of a program
might be shrunk to decrease the amount of memory needed at the target machine. Reducing
the memory size also results in a significant improvement concerning area need and power
dissipation.

Great improvements in hardware technology have led to a multitude of different reconfi-
gurable systems [73, 38]. Most reconfigurable computing systems combine a general-purpose
core with reconfigurable logic [176, 119, 67, 180, 28, 150, 156]. In some cases [48, 158, 9], the re-
configurable hardware operates stand-alone or information about a coupling is not available.
Those architectures are mostly based on Coarse-Grained Reconfigurable Arrays (CGRA) or
other coarse-grained programmable logic. Section 2.1 introduces reconfigurable computing
and surveys about the history of reconfigurable computing in detail. The reconfigurable
approches referred to above will be discussed in Section 2.3.

General-purpose microprocessors are denoted as programmable hardware, because they
can be used to compute any computable function in software. This offers a high flexibility
over specialized hardware solutions providing only a fixed functionality. On the other hand,
implementing an algorithm in hardware yields much better results concerning performance
and power dissipation. Reconfigurable hardware unifies the benefits of both paradigms
hardware and software.

Importantly, reconfiguration is also employed in commonly used programmable hardware
which is often regarded as non-reconfigurable at the first glance: The instruction sets of general-
purpose microprocessors are usually implemented by means of microprogramming [174]
which was invented by Wilkes in 1951. This technique enables updating the instruction set
of a processor after fabrication to improve the implementation or to fix bugs of the original
design.

1
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Reconfigurable Software The main goal for reconfiguring software architectures is the
adaption to new requirements or a changing environment. For instance, long-running dis-
tributed applications should provide high availability, adaptability, and maintenability. Con-
sequently, modifications to such a system need to happen on-the-fly during execution. Re-
configuration should minimize execution disruption and preserve a consistent state of the
participating entities.

Some early work in updating a running program was done by Bloom [19] and considered
dynamic replacement of modules in a distributed programming environment. Frieder et
al. [59] presented a similar approach for updating certain procedures of a program.

One important challenge of dynamically reconfiguring software is to transfer state infor-
mation between the old and new configurations. Hofmeister [79] targets this vital aspect in
her Ph.D. thesis in detail. The introduced machine-independent concept supports dynamic
reconfiguration of distributed systems based on a set of reconfiguration points specified by
the programmer.

Finally, Bradbury et al. [22] published a survey of formal specification approaches used to
develop dynamic software architectures. The mentioned publications refer to a multitude of
further related work which is not discussed here.

Reconfigurable Devices In this thesis, we focus on reconfiguration of processors. Many
approaches [63, 90, 6, 170, 167, 144, 180], especially the older ones, are based on commer-
cial FPGAs or specifically designed FPGA-like logic. Originally, FPGAs were developed for
rapid prototyping by companies like Xilinx or others [31] in the mid-1980s. Rapid proto-
typing aims for fast construction of early prototypes and their incremental refinement in
order to test and evaluate a system before final production. Bug-fixes or modifications may
also be applied after deployment, if a system is realized partly or even completely with re-
configurable logic. As a consequence, time-to-market and in particular risk can be reduced
significantly.

In general, FPGAs can be used to store any function on the level of logic gates. Conse-
quently, they combine the high flexibility of programmable hardware like general-purpose
microprocessors with the performance of specialized hardware providing only fixed func-
tionality. Modern FPGAs enable the realization of complete systems with reconfigurable
logic and use techniques like partial reconfiguration, context switching, and self-reconfiguration
for fast updating [38]. On the other hand, an FPGA still suffers from a comparatively long
reconfiguration time as well as a huge routing area overhead.

Most recent reconfigurable computing approaches [48, 119, 28, 150, 9, 152] use CGRAs [72].
A major benefit of the coarse-grained manner is a speedup of the overall throughput, be-
cause more complex computations can be done on a greater number of inputs. Furthermore,
the reconfiguration latency and configuration memory is reduced significantly, while place-
ment and routing problems known from FPGAs are scaled down dramatically.

Compiling for Reconfigurable Architectures The majority of the reconfigurable architec-
tures [176, 119, 28, 150] needs to be programmed in assembly language or demands manual
partitioning of program code for a microprocessor and the reconfigurable logic. But many

2



1.2 Reconfiguration of Variants

recent projects [112, 67, 156, 180] have shown that automatic compilation for reconfigurable
machines is crucial to yield best results and reduce development time. Furthermore, a lot
of errors caused by human intervention are avoided, which can only be found with a high
effort in most cases. Importantly, the rare set of compilers for reconfigurable hardware is
usually tailored to a certain application domain. Hence, those compilers are just used to au-
tomatize code generation, but the provided reconfigurability is not well concerted with the
general capabilities of compilers.

Basically, a compiler can use program analysis techniques to identify different characteris-
tics of program code such as inherent parallelism, frequency of certain instructions, register
pressure, memory access patterns, or resource utilization. From this large base of informa-
tion, suitable configurations for a target machine as well as an optimized machine program
can be generated. Each configuration represents the best machine for a certain program
section from the perspective of the compiler. Thereby, different optimization goals like fast
execution time, small code size, or low power consumption may be used. Configurations
can be activated by executing special reconfiguration instructions inserted into the machine
program.

We believe that the results of program analysis can be exploited best, if the reconfiguration
is performed in terms of the compiler. For instance, a target machine consisting of multiple
cores may adapt to different parallelization paradigms like MIMD and SIMD or just use a
single core for execution. In this case, the compiler can break down a given program into
sections and determine the best execution mode for each section by analyzing the parallelism
in a program. The machine is reconfigured at the boundaries between the sections to adapt
to the best-suited parallelization paradigm.

1.2. Reconfiguration of Variants

Generally spoken, the approach motivated above can enable different alternatives of a cer-
tain architecture. Such an alternative is denoted a reconfiguration variant in the following.
Multiple associated variants form a reconfiguration dimension. For example, the three paral-
lelization paradigms Single Instruction Multiple Data (SIMD), Multiple Instruction Multiple
Data (MIMD), and single processor are reconfiguration variants of one reconfiguration di-
mension called parallelization here. From now on, the term reconfiguration is often omitted for
simplification. In analogy to the notation formed here, we call our approach CoBRA1. The
rest of this section introduces CoBRA incrementally and give examples for reconfiguration
dimensions which are studied in this thesis.

Beneficial Restriction of Design Space The usage of a fixed small set of variants leads to
an enormous reduction of the decision space for the compiler. For the sake of contradiction,
assume that the compiler would target a fully reconfigurable device like an FPGA. Obvi-
ously, the high number of feasible variants would impede the selection of the best variant
for a certain program section. With CoBRA, the decision space is restricted to those prob-
lems which can be solved efficiently using well-known program analysis techniques. On the

1Compiler-Driven Dynamic Reconfiguration of Architectural Variants (merge two Ds to a B)
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other hand, a large number of different application domains can be supported by employing
a small number of variants.

Ideal Reconfigurable Target Machine The ideal reconfigurable machine for CoBRA should
be built of fixed, coarse-grained components which can be switched at run-time. In terms
of the example given above, such components can be ALUs, instruction decoders, register
banks, memories, etc. Reconfiguration may be realized using multiplexers or switch matri-
ces. As a result, the effort in reconfiguration is minimized in order to maximize the benefits
gained by using alternative variants of an architecture. Instead, commercial programmable
logic devices like FPGAs provide a very fine-grained structure and suffer from a quite large
reconfiguration time.

Example In order to explain the idea of CoBRA more in detail, we consider the architecture
in Figure 1.1 as an example. The machine is a multi-core of four tightly-coupled processors
which are connected to an external memory. Each processor consists mainly of an instruc-
tion decoder, an ALU, a register bank as well as a local memory. The solid lines represent the
default connections between the components, while the dashed lines illustrate two possibil-
ities for reconfiguration. The next two paragraphs discuss the two dimensions supported by
the architecture shown in Figure 1.1.

RB0ALU0

Mem0

DEC0

RB1ALU1

Mem1

DEC1

RB2ALU2

Mem2

DEC2

RB3ALU3

Mem3

DEC3

Reconfigurable register banks:
(1) processor can use registers of other processors temporarily
(2) processor can communicate using shared registers

External Memory

SIMD mode:
first decoder forwards results to ALUs of other processors
other decoders turned off to safe power

Figure 1.1.: Reconfiguration of variants

SIMD/MIMD Reconfiguration With the default configuration, all processors execute their
own instruction stream on different data. Such MIMD mode is well-suited for unstructured
or non-regular program code with a high degree of Instruction-Level Parallelism (ILP). But
if parts of a program have a regular structure typically found in scientific or multimedia
computations, a SIMD execution will be more efficient. In the SIMD mode, one machine
program is executed by all processors on different data. The instructions are only decoded
by the first processor which forwards the results of the decoding to the ALUs of all other
processors, while the remaining instruction decoders can be turned off. By these means, the
code size and power consumption may be reduced significantly.

4



1.2 Reconfiguration of Variants

If there is not enough parallelism available in some situations, a subset of the four proces-
sors can be used for execution. Hence, the other processors may be shut down completely to
save a lot of energy. This idea works both in SIMD and in MIMD mode. A special case is the
usage of a single processor when no parallelism is available or the effort in communication
between multiple processors is larger than the speedup gained by parallelization.

Reconfigurable Register Banks The second reconfiguration targets the connections to
the register banks: As each processor can only access its own register bank by default, the
communication between different processors must be performed using the external memory.
An access to this memory takes a number of clock cycles, while the registers can be read and
written in one cycle. If a processor needs more registers than physically available in its
register bank, expensive spilling must be done.

A reconfiguration of the connections between ALUs and register banks gives the compiler
more freedom in register allocation. For instance, a processor can use registers of other
processors temporarily to avoid spilling. Furthermore, the communication can be realized
by utilizing a subset of the existing registers in a shared manner to speed up the execution.

Compiler-Driven Reconfiguration Compile-time analysis can be used to determine opti-
mized machine configurations in both situations. For the SIMD/MIMD reconfiguration, the
compiler may apply well-known scheduling and vectorization techniques to certain parts
of the Control-Flow-Graph (CFG) like loops or basic blocks. Afterwards, the best results are
chosen for execution and reconfiguration instructions are inserted at the boundaries between
MIMD and SIMD sections.

When using reconfigurable register connections, physical registers of arbitrary processors
can be allocated for the symbolic register values. Then, the compiler inserts reconfiguration
instructions to establish the connections to the register banks as demanded by the code.

In both cases, reconfiguration costs need to be traded for execution time. For instance, the
runtime of a program can only be improved, if the speedup by reconfiguration is greater
than the effort in reconfiguring the machine. Additionally, the provided execution modes
might have different performance in hardware. For example, a SIMD mode may require to
synchronize all processors after every cycle like the functional units of a VLIW machine. In
MIMD mode, a processor can execute its instructions independently of the other processors
and synchronization needs only be performed explicitly where necessary.

Space of Reconfiguration Variants Up to now, a reconfiguration variant has been de-
fined as a feasible instance of a dimension. In principle, a variant can also combine features
of different dimensions. For example, a program using both SIMD and MIMD execution
may also reconfigure the connections to the register banks to reduce the communication
costs between the processors. Consequently, a variant can be regarded as a point in a dis-
crete reconfiguration space spanned by the dimensions.

Figure 1.2 illustrates the 2-dimensional space for the paradigms introduced above. The
first dimension comprises of three parallelization paradigms, the SIMD/MIMD modes as
well as the trivial single processor mode. In the following, it is denoted by the term paral-
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Figure 1.2.: Space of reconfiguration variants

lelization. In the second dimension, three different paradigms of connections to the register
banks are located, which are explained from top to bottom. From now on, we call this dimen-
sion register access. The first variant is the default mapping where each processor can only
use its own register bank. The second variant allows connections to other register banks, but
requires that the mapping is identical. Finally, the third variant also enables non-identical
mappings.

CoBRA is based on a machine consisting of fixed components like ALUs and register
banks but reconfigurable connections. In general, this concept enables much more recon-
figuration dimensions than parallelization or register access. Section 3.1 proposes five selected
reconfiguration dimensions which can be realized with our methodology.

1.3. Goals and Decisions

This thesis proposes a holistic hardware/software approach called CoBRA for efficient uti-
lization of reconfiguration through an optimizing compiler. Basically, the machine can be
switched between different modes called variants by executing reconfiguration instructions
at run-time. With respect to considered application domains, variants may be implemented
in a target machine, if the resource efficiency can be improved through switching between
the modes. Each variant needs to be supported by a corresponding program analysis and
must be made known to the CoBRA compiler. The compiler determines the best variant
for each piece of code and generates an optimized machine program. However, we focus
on the development of reconfiguration variants and their evaluation, not on improving the
resource-efficiency.

Benefits The whole process of compiling programs and employing reconfiguration is trans-
parent for the user: Programs can be written in sequential HLLs such as C and are compiled
using a single tool automatically. Implementing algorithms on most reconfigurable systems
requires the application of a multitude of tools and much expert knowledge about hardware

6



1.3 Goals and Decisions

design flow. Typically, the process demands further manual input and hencefore is quite
error-prone and time-consuming.

The usage of a manageable set of variants leads to an enormous reduction in the design
space, compared to fine-grained reconfiguration. Furthermore, reconfiguration can be per-
formed with a very low effort at run-time by switching fixed, coarse-grained components
like instruction decoders, ALUs and register banks.

Reconfiguration Dimensions In Section 3.1, we motivate several opportunities in recon-
figuring a multi-core according to the CoBRA approach. Reconfiguring between SIMD and
MIMD execution as well as reconfigurable register banks are studied in detail, which have
already been motivated above. For both dimensions, we derive architectural models and
present the fundamental ideas of our approaches. We introduce new methods which have
been developed by us, or refer to existing work from literature which has been extended
for this thesis. Finally, the evaluation of our prototypical implementation using practical
benchmark programs is discussed.

Reference Architecture Throughout this thesis, a multi-core called QuadroCore consist-
ing of four tightly-coupled RISC processors is used as a reference architecture. The Quadro-
Core has already been served as an example in the previous section and is presented in
Section 4.1. We have a cycle-accurate simulator of the QuadroCore based on a synthesized
model. For exhaustive testing this synthesized model can be mapped to our FPGA based
prototyping environment [93] for rapid evaluation of large benchmarks on hardware. In ad-
dition to the hardware implementations, we have a cycle-accurate software simulator for the
QuadroCore, which is partly generated from a machine specification.

Our original idea was to implement the CoBRA compiler by extending a given paralleliz-
ing compiler for the QuadroCore. As such compiler did not exist when starting this thesis,
we decided to build a prototypical implementation with a reasonable effort. Consequently,
the current implementation of the CoBRA compiler only exploits ILP on basic block level
(see introduction of Part II).

Granularity of Parallelization Basically, a multi-core architecture can support different
levels of parallelism such as Instruction-Level Parallelism (ILP), Loop-Level Parallelism (LLP),
or Thread-Level Parallelism (TLP). In the future, the CoBRA approach may also support
more coarse-grained parallelism. A succeeding prototype of the compiler can identify the
best granularities for a given program automatically or take directives of the programmer
into account. For instance, parallelism on loop-level may be detected and exploited by ap-
plying existing approaches from literature. Identifying threads for concurrent execution re-
quires a special programming model or just additional information how to parallelize source
code. Such granularities may be supported by reconfiguring between different mechanisms
of synchronization and communication within the multi-core.

In the thesis, the term parallelization paradigm refers to SIMD and MIMD in contrast to
different levels or granularities of parallelism like instruction, loop, or task.
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1.4. Methodical Contributions

The main contribution of this thesis is the CoBRA approach, which provides a novel method
of reconfiguring processors. In few words, a small set of variants is implemented in hard-
ware and can be utilized automatically by the CoBRA compiler. Concretely, the compiler
selects the best combination of variants for a given program and generates code, which
switches between the modes at run-time using reconfiguration instructions. The intrinsic
complexity of reconfiguration is hidden from the user by deciding for a basic set of modes
and focusing on clear tasks well-known from compiler research. A discussion of the cen-
tral benefits can be found in the previous section. This thesis concentrates on SIMD/MIMD
reconfiguration and reconfigurable register banks.

SIMD/MIMD Reconfiguration The vectorization module of the CoBRA compiler is based
on a customized version of the SLP approach by Larsen et al. [107]. We favoured SLP over
classical techniques known from vector computers, because its simplicity and conciseness
enabled an elegant implementation and easy integration in our prototype. The method (see
Section 8.3) relies on adjacent memory accesses as a starting basis for SIMD code. We have
evolved an original analysis of adjacent memory accesses which is based on the idea of Com-
mon Subexpression Elimination (CSE) (see Section 8.3.1). As the SLP approach has been
developed for non-reconfigurable machines, we augmented its scheduling phase by place-
ment of reconfiguration instructions between SIMD and MIMD operations. Furthermore,
our scheduler tends to maximize contiguous pieces of code using a single execution mode
to reduce the effort in reconfiguration.

Typically, the processors of multi-cores like the QuadroCore have separate register banks.
In order to avoid major changes of the architecture for the SIMD mode, the entries of the
vector register i correspond to the i-th registers of the processors (see Section 8.2.1). We
have developed an appropriate register allocation, which models this property by using
virtual vector registers combining the virtual registers created during code selection (see
Section 8.4). The relation between both kinds of virtual registers is expressed by additional
transport operations initializing vector registers used in SIMD mode based on scalar reg-
isters defined in MIMD mode, and vice versa. Such code serves as an input for register
allocation by graph coloring [32].

Reconfigurable Register Banks We have derived a model of the register architecture
(see Chapter 10) where physical registers are accessed indirectly using architectural registers
as proposed by Kiyohara et al. [97]. The mappings can be modified by executing special
instructions. In order to reduce the effort in reconfiguration, this thesis extends their work by
partitioning both kinds of registers into blocks of a common size. Mappings are established
block-wise between architectural and physical blocks. The influence of the block size on the
number of reconfiguration instructions has been a central part of our evaluation.

Suitable for this register architecture, we present a two-phase approach which allocates
physical registers by graph coloring and inserts reconfiguration instructions (see Chapter 12).
Both phases aim to reduce reconfiguration code through an original method for computing
the n pair-wise different values accessed after a certain program position. Such property is
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denoted as n-liveness (see Chapter 11) and can be computed for each position in a given
function by a data-flow analysis. The first phase tries to optimally partition the virtual reg-
isters into the physical blocks. It uses information about register values which are often
accessed together as a secondary criterion during coloring. The second phase relies on the
allocation of physical registers and tries to re-use mappings beyond basic blocks by identi-
fying physical blocks which are active until the beginning of the next block.

As the first phase allocates physical registers using a well-known technique, the second
phase inserts reconfiguration instructions only where necessary. If the maximum number
of live registers is never larger than the number of architectural registers, reconfiguration is
clearly not employed. Consequently, our method can replace a conventional register alloca-
tion on function level transparently.

Compilation for Multi-Cores In order to implement our concepts for both reconfiguration
dimensions, we needed a parallelizing compiler for the QuadroCore. As motivated in the
previous section, we decided for scheduling on basic block level for simplification. Instead,
we focused on three conceptual challenges that need to be met when generating code for
such machines.

At first, we evolved a data partitioning method using affinity graphs for homogenous
multi-cores, which is outlined in Section 5.2. Functional units are allocated using the BUG
algorithm by Ellis [50]. We envision a holistic processor partitioning method based on affin-
ity graphs which considers both data objects and instructions jointly. If multiple programs
compete for access to a multi-core or some processors are broken due to hardware defects,
the number of available processors is first known after compile-time. The proposed parti-
tioning method can be extended to compute compiler annotation which enable an efficient
adaption of program code at load-time or even run-time of a program.

As the processors have separate register banks, a communication mechanism based on
a shared memory has been chosen to transport register values between processors. Mem-
ory data are either stored in the external memory, or access to local data is ensured by a
proper assignment of memory operations and their data. Section 6.1 presents the basic idea
of the inter-processor communication developed for the QuadroCore and outlines the effi-
cient placement of communication code.

The processors of the QuadroCore operate independently of each other and must be syn-
chronized explicitly using barriers where necessary. We have developed a synchronization
mechanism, which has been implemented in hardware and is supported by an automatic
insertion of barriers during the re-scheduling phase (see Section 6.2).

1.5. Structure of Thesis

As this thesis alludes many different topics, the chapters have been grouped into parts in
order to get a further level of structuring.

Part I deals with reconfiguration of processors in two ways: Chapter 2 provides basic
knowledge about reconfigurable computing including hardware devices and architectures
as well as their programming. We discuss a multitude of reconfigurable systems with respect
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to a classification scheme. Thereby, we concentrate on the fundamental ideas and concepts
important in the context of our work. The discussion of existing reconfigurable systems leads
over to Chapter 3, which presents the CoBRA approach. At first, we characterize the ideal
reconfigurable machine for CoBRA and suggest several opportunities in reconfiguration.
The design of our prototypical compiler implementation is derived incrementally from a
general system structure.

Compiling for multi-cores is covered by Part II. Chapter 4 introduces the QuadroCore and
explains the fundamental concepts of its parallelizing compiler backend. The partitioning
of data objects and operations is covered by Chapter 5, while Chapter 6 concentrates on
inter-processor communication and barrier synchronization.

Part III deals with reconfiguration between SIMD and MIMD execution. After a short mo-
tivation and central decisions, Chapter 7 discusses related work about vectorization tech-
niques and target architectures. Chapter 8 presents the basic concepts of our approach like
the machine model in SIMD mode, the vectorization phase, and a register allocation for
functions comprising SIMD and MIMD code based on graph coloring.

The second dimension of reconfiguring connections to register banks is the subject of
Part IV. We start with a discussion of related work in Chapter 9, comprising conventional
register allocation techniques, two restricted kinds of register reconfiguration, as well as
architectures with reconfigurable registers. Chapter 10 introduces the register architecture
used by our approach and a more general model which is part of future work. Both the
allocation of physical registers and the placement of reconfiguration instructions attempt to
minimize the overhead in reconfiguration by utilizing information about n-liveness of reg-
ister values and physical blocks. Chapter 11 defines the property precisely and outlines a
DFA to compute such information efficiently for all program positions. Finally, Chapter 12
explains the two phases of our approach with emphasis on avoiding superfluous reconfigu-
ration code by using the n-liveness property.

Part V first discusses the evaluation of our prototypical implementation in Chapter 13.
Thereby, we focus on the two considered reconfiguration dimensions as well as the paral-
lelizing compiler backend. Our experiments based on excerpts from practical audio and
video applications have proven the feasibility of the SIMD/MIMD and the register recon-
figuration for QuadroCore. The resource efficiency can be improved significantly in terms
of execution time, code size, and energy consumption, while the effort in reconfiguration
is negligible. Chapter 14 summarizes the fundamental results of our work and gives an
overview of future work.
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Reconfigurable hardware architectures can adapt their functionality and structure to a cer-
tain program in order to improve the resource efficiency in terms of performance, runtime,
code size, energy consumption, or memory requirements. This part has two fundamental
goals: (1) imparting knowledge about reconfigurable computing and existing approaches,
as well as (2) presenting the key ideas and concepts of our methodology called CoBRA2.

Structure The beginning of Chapter 2 introduces reconfigurable computing and outlines
its role in contrast to classical solutions. Then, we deal with reconfigurable devices and
systems as well as their programming. The remainder discusses a multitude of existing re-
configurable systems. Section 2.3.6 recapitulates the most relevant cognitions by considering
topics like application areas, reconfigurable devices, and compiler assistance. Furthermore,
it compares the related approaches with CoBRA in terms of the mentioned criteria. As this
thesis concentrates on code generation for reconfigurable processors, great importance is at-
tached to the basic concepts. In particular, hardware aspects are covered roughly to get a
general idea as well as to classify both CoBRA and the work from literature.

Chapter 3 introduces CoBRA by revising the central motivating ideas, and outlines the
fundamental concepts and decisions. After defining some basic terms, we present the ideal
reconfigurable target machine providing architectural variants and use this model for propos-
ing a number of reconfiguration dimensions. The SIMD/MIMD reconfiguration will be
covered by Part III, while the concepts evolved for the reconfigurable register banks are
disclosed in Part IV. A discussion of the evaluation can be found in Section 13.3 and Sec-
tion 13.4, respectively. Then, we motivate two application scenarios for CoBRA and suggest
the system structure as well as the central tasks to be done. In order to get a prototypi-
cal implementation, such rough schemes are both substantiated and simplified. Finally, the
challenges of a code integration are discussed, which selects a variant for a certain piece of
code based on different results and places reconfiguration instructions.

2Compiler-Driven Dynamic Reconfiguration of Architectural Variants (merge two Ds to a B)

I-3



I-4



2. Reconfigurable Architectures

Contents

2.1 Reconfigurable Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I-6
2.1.1 Reconfigurable Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . I-8
2.1.2 History of Reconfigurable Computing . . . . . . . . . . . . . . . . . . . I-10

2.2 Programming Reconfigurable Hardware . . . . . . . . . . . . . . . . . . . . . . I-11
2.2.1 Classification of Systems and Tasks . . . . . . . . . . . . . . . . . . . . I-12
2.2.2 Three Classical Design Flows . . . . . . . . . . . . . . . . . . . . . . . . I-13
2.2.3 Circuit Specification and Generation . . . . . . . . . . . . . . . . . . . . I-16

2.3 Existing Reconfigurable Computing Systems . . . . . . . . . . . . . . . . . . . I-18
2.3.1 Level 1: Functional Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . I-19
2.3.2 Level 2: Coprocessor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I-21
2.3.3 Level 3: Attached Processing Unit . . . . . . . . . . . . . . . . . . . . . I-24
2.3.4 Level 4: Standalone Processing Unit . . . . . . . . . . . . . . . . . . . . I-25
2.3.5 Other coarse-grained approaches . . . . . . . . . . . . . . . . . . . . . . I-25
2.3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I-27

I-5



2 Reconfigurable Architectures

The goal of this chapter is to provide basic knowledge about reconfigurable computing
architectures and their programming. Furthermore, we discuss the most important existing
approaches. The thesis at hand mainly concentrates on compiler techniques for reconfigur-
ing processors, rather than circuit technology. Consequently, the following sections give only
an overview of the hardware aspects and refer to the literature where necessary. Instead, the
fundamental concepts of reconfigurable architectures as well as the existing alternatives of
implementing algorithms are covered more in detail.

Structure At first, Section 2.1 compares reconfigurable architectures with general-purpose
microprocessors and specialized hardware providing fixed functionality like ASICs. Fur-
thermore, we outline several types of reconfiguration. Section 2.1.1 introduces common re-
configurable devices like FPGAs or coarse-grained reconfigurable arrays. Then, Section 2.1.2
surveys the most important milestones in the history of reconfigurable computing.

The beginning of Section 2.2 motivates the urgent need of automated tools like compilers
to map high-level specifications to an arbitrary reconfigurable system. Section 2.2.1 classifies
reconfigurable systems and major tasks of implementing algorithms using reconfigurable
logic. Such tasks are concretized in Section 2.2.2, which outlines several design flows and
discusses the trade-off between automated and manual processes. Specification and gen-
eration of circuits with emphasis on HLLs and Hardware Description Languages (HDL) is
covered by Section 2.2.3.

Finally, Section 2.3 presents a more fine-grained classification of reconfigurable comput-
ing systems and gives an overview of a number of selected approaches. The most important
conclusions are summarized by Section 2.3.6 and discussed from the perspective of this the-
sis.

2.1. Reconfigurable Computing

Basically, an algorithm can be implemented in software or in hardware (see Figure 2.1).

Software Microprocessors can execute software algorithms provided as a machine pro-
gram. Such a program consists of elementary instructions which need to be supported by the
processor. Hence, microprocessors are programmable hardware which can compute any com-
putable function. As the computed function can be defined arbitrarily often after fabrication
time, they offer a high flexibility, but cannot achieve maximum performance in general.

Hardware Implementing an algorithm as a specialized hardware like an ASIC yields best
results concerning speed and energy consumption. But the functionality needs to be defined
at fabrication time and therefore cannot be altered later. Additionally, ASICs are very costly
and production first pays for at least 1,000,000 pieces. We do not provide detailed informa-
tion about ASICs and related technology at this point. For further questions, the reader may
refer to a special book about ASICs [153] or other standard literature. The mentioned book
covers a wide range of aspects like CMOS, HDLs, logic synthesis, simulation, test, floorplan-
ning, placement, and routing.
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Figure 2.1.: Trade-off between programmable and fixed function hardware

Reconfigurable Hardware Reconfigurable computing is a compromise between hardware
and software (see Figure 2.1): A reconfigurable architecture can adapt its functionality and
structure to the properties of a certain problem in order to increase the resource efficiency.
It enables a higher level of flexibility than fixed hardware, while proving a much better per-
formance than software. Concretely, this can become obvious in significant improvements
concerning performance and power dissipation. If the reconfigurable machine operates as
a processor executing a machine program, code size can be shrunk, because the instruction
set may be adapted to a certain application domain. This also leads to a reduction of needed
memory, which consumes typically most chip area and energy.

Reconfigurable vs. Programmable The above definition implies that a programmable hard-
ware like a microprocessor can also be regarded as reconfigurable, because all modern pro-
cessors support e.g. microprogramming to update the implementation of their instructions.
Furthermore, general-purpose microprocessors usually re-use single circuits for indepen-
dent computations, and employ multiplexers to control the routing between these compo-
nents [38].

The quite rough definitions from literature prohibit the identification of an exact border be-
tween reconfigurable and non-reconfigurable architectures. Importantly, a machine enabling
the utilization of different reconfiguration variants is more likely to resemble a typical pro-
cessor than a reconfigurable device like an FPGA. As a consequence, we decided to define the
conceptual reconfigurability as considered in this thesis from the perspective of the compiler:
If the modification of the functionality and structure of a microprocessor can be controlled
by the compiler, such machine is denoted as reconfigurable. The remaining microprocessors,
where changes are only visible on hardware level and transparent to the compiler, are called
programmable. Typical reconfigurable devices like FPGAs are still regarded as reconfigurable.

Types of Reconfiguration If reconfiguration is performed during execution, it is said to
be dynamic. A single reconfiguration before execution is called static. In the latter case, recon-
figurability can be replaced by configurability, obviously. In the following, the terms reconfi-
gurable and dynamically reconfigurable are used interchangeably. Some papers or books [165]
even use the term dynamic for reconfigurable architectures that can change their structures
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and functionality at every step of a computation. In that context, dynamic reconfiguration is
only regarded as a means for enabling fast reconfiguration at run-time.

Reconfiguration can be roughly initiated in two ways: Firstly, programmed reconfiguration
(or ad hoc change) is part of the system design and is scheduled to happen when certain con-
ditions are satisfied during application execution like embedded failure recovery. Secondly,
evolutionary reconfiguration (or post hoc change) refers to structure modifications caused by
events independent from the application specification like maintenance actions, components
upgrade, etc. Although the classification was published in a paper about reconfiguring soft-
ware [14], it is also suitable for reconfigurable hardware architectures. The CoBRA approach
follows the idea of programmed reconfiguration, because the compiler inserts special in-
structions to select variants at run-time.

2.1.1. Reconfigurable Devices

Here, Field Programmable Gate Arrays (FPGA) and coarse-grained reconfigurable arrays are
introduced as the most important reconfigurable devices. Other older examples are covered
by the historical overview in Section 2.1.2.

2.1.1.1. FPGA

Many reconfigurable architectures [63, 90, 6, 170, 167, 144, 180], in particular the older ones,
are based on commercial FPGAs or specifically designed FPGA-like logic. Their introduction
in the mid-1980s by companies like Xilinx or others [31] implied a large interest in the de-
velopment of reconfigurable machines. Although the devices were initially quite small and
only provided the equivalent of a few hundred logic gates, the increasing density enabled
the implementation of complete systems using reconfigurable logic. Recent FPGAs contain
the equivalent of over a million gates and provide a high performance compared to early
prototypes.

Rapid prototyping is one key application field where FPGAs are used extensively. The
production of general-purpose microprocessors or ASICs is very expensive and requires a
time-consuming design and verification process before final fabrication. In order to avoid
bugs in the produced chips, early prototypes are tested or evaluated using FPGAs. Fur-
thermore, if a system is realized partly or completely using programmable logic, updates or
bug-fixes can also be applied after deployment. In both situations, time-to-market can be
reduced at a lower risk and higher profit.

In reconfigurable computing, FPGAs are used to speed up applications by replacing some
computations that were previously executed in software with a custom-designed hardware
implementation. Early approaches [13, 64] were already developed in the late 1980s and
have led to a multitude of reconfigurable computing systems using that methodology. A
discussion of the most important systems follows in Section 2.3.

FPGAs still have a number of disadvantages [41, 72]: One of the biggest disadvantages
is the comparatively long reconfiguration time. Modern FPGAs use techniques like partial
reconfiguration, context switching, and self-reconfiguration [38] in order to ease the penalty
costs. We do not deal with these topics here.
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Secondly, over 90% of the area is occupied for reconfiguration purposes (routing and con-
figuration memory). Thirdly, the frequencies for real applications are too low, because the
routing delays make up about 80% of the propagation time. Fourthly, FPGAs show a rela-
tively high power consumption caused by the programmable interconnects and the config-
uration memory. Last but not least, the devices as well as the proprietary development tools
are quite expensive.

Structure and Types Each FPGA consists of an array of Configurable Logic Blocks (CLB)
(see Figure 2.2). These logic blocks contain simple circuits like Look-Up Tables (LUT), mul-
tiplexers or flip-flops. In some FPGAs, the logic blocks also include additional blocks of
memories. The interconnection structure between the CLBs can also be configured in or-
der to realize arbitrary systems on an FPGA. The FPGA logic can be linked with external
components via programmable I/O connects.

Programmable
Interconnect

Distributed
Memory

Block SelectRAM 
Memory

Configurable I/Os

Configurable 
Logic Block

Figure 2.2.: Structure of FPGA

Modern FPGAs load configuration data into SRAM on chip. The SRAM cells are con-
nected to the configuration points like logic blocks and interconnects. Obviously, this offers
both very fast reconfiguration at run-time as well as an infinite number of updates. As
a drawback, power supply needs to be maintained constantly to retain the configuration.
SRAM-based FPGAs are configured at the beginning of each usage epoch, i.e. before run-
ning it with a certain configuration. During startup, the configuration data may be loaded
from a PROM.

FPGAs realized with Flash memory or EEPROM can be reconfigured several thousands
of times and retain the configuration even after power-loss. By these means, a system can
be updated with a low effort. On the other hand, the configuration update even needs a few
seconds and is therefore quite slowly. Furthermore, such devices are quite expensive.

An anti-fuse based FPGA can only be configured once before product use. It is pro-
grammed by a high voltage (10-20 V) which permanently creates an electrically conductive
path. The comparatively high signal is the big problem of this technology, because addi-
tional circuits and special transistors are needed. Further information about the different
types of FPGAs can be found in two books [25, 163].
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2.1.1.2. Coarse-Grained Reconfigurable Arrays

Most recent reconfigurable systems [48, 119, 28, 150, 9, 152] are based on Coarse-Grained
Reconfigurable Arrays (CGRA) [72]. They make use of operator-level Configurable Func-
tion Blocks (CFB), which may contain ALUs, functional units, or even complete processors.
CGRAs have word-level data-paths, while the CLBs of an FPGA have only single-bit width.
The hard-wired arithmetic units are much more efficient in terms of frequency, area needs,
and power consumption.

Consequently, such devices can perform more complex operations on a greater number
of inputs in order to speed up overall throughput. As a drawback, the increased data-path
width only pays for implementing functions close to their basic word size. But if just 1-bit
values are required, the use of that architecture may suffer from an unnecessary area and
speed overhead.

A further benefit of the the coarse-grained manner is a significant reduction of recon-
figuration latency and configuration memory. Finally, placement and routing is simplified
dramatically by the area-efficient routing switches. Examples for reconfigurable computing
systems based on CGRAs are given in Section 2.3.

2.1.2. History of Reconfigurable Computing

Microprogramming General-purpose microprocessors frequently make use of techniques
which allow to update the functionality of a machine after fabrication. The most important
among such techniques is microprogramming [174], which was already invented in 1951 and
enables the specification of microprograms for implementing machine instructions. Origi-
nally, machine instructions were realized by designing hard-wired circuits which cannot be
modified and debugged after fabrication. In the 1960s and 1970s, the concept of microcod-
ing was extensively used for reconfigurable architectures to implement the large, complex
instruction sets for these machines. For instance, Rauscher and Agrawala [138] developed
a compiler which automatically generated microcode for machine instructions by analyzing
a source code program. But in the late 1980s, microprogramming was also integrated into
RISC computers, driven by significant improvements to memory technology. Consequently,
using this concept for reconfigurable machines became obsolete, because it was now pro-
vided by widely available computers.

First Reconfigurable Computer Architecture Estrin et al. [52] did the earliest work on re-
configurable computer architectures with the development of the Fixed-Plus-Variable (F+V)
machine. Its original intention was to accelerate the Eigenvalues computation of matri-
ces [51]. The machine consisted of a standard processor, a variable hardware, and a su-
pervisory unit. The variable hardware was based on simple, standard hardware modules
which had to be exchanged manually, because an automated solution was not possible at
that time. The approach relied on automatic transformation of program code into circuit
specifications [53]. However, the HLL compiler was too complex in using the application-
specific hardware elements.

I-10



2.2 Programming Reconfigurable Hardware

Fairchild Micromosaic The first microchips were designed without the help of computers,
textbooks or lectures about this challenging task. Instead, a team of engineers developed
the design on a simple drawing board in a mainly undefined process. If possible, designs
developed beforehand or experience from past projects were re-used.

In the mid-1960s, Fairchild, one of the first companies in semiconductor industry, began
experimenting with the application of CAD for chip design. CAD enabled the faster or more
reliable development of more complicated chips and still is an urgently needed technique
in modern chip production. The first large-scale CAD chip was called MicroMosaic and con-
tained about 150 bipolar AND, OR, and NOT gates. The transistors could be hooked up in
almost any pattern by re-arranging the interconnections of the chip. A pattern was deter-
mined by a computer using a specification of a customer. By these means, the chip could be
optimized rapidly and cheaply for specific applications.

First Programmable Logic Devices At the beginning of the 1970s, the first Programmable
Logic Devices (PLD) appeared, which were based on a fixed matrix of macro cells with con-
figurable interconnection structure. These devices were already cost-effective with a small
number of pieces and could be developed quite fast in a mostly automated design process.
Some PLDs could even be programmed multiple times or during usage. On the other hand,
the complexity and possibilities in optimization were restricted by the pre-defined matrix
structure.

PLDs can be classified in three groups: Simple Programmable Logic Devices (SPLD),
Complex Programmable Logic Devices (CPLD), and FPGAs. An SPLD had a structure as
described above, while a CPLD consisted of multiple SPLDs on a single chip with pro-
grammable interconnects. FPGAs are handled in the next paragraph.

Typically, the macro cells of an SPLD are grouped into two series connected AND and
OR planes. Combinatorial logic circuits can be implemented by blowing the fuses between
certain interconnects. PROMs only allow to define the connections in the OR plane, while
the AND plane is already fixed. Instead, the AND planes of PLAs can also be programmed
which reduces the number of minterms for the OR plane. A third variant is the PAL where
only the AND plane can be configured, but the OR plane is pre-determined.

In the mid-1980s, PLDs were succeeded by the famous Field Programmable Gate Arrays
(FPGA), which are used to implement arbitrary logic from simple combinatorial functions to
complete systems. Their high capacity, flexibility, and performance encouraged their utiliza-
tion in modern reconfigurable computing. Detailed information about FPGAs can be found
in Section 2.1.1.

2.2. Programming Reconfigurable Hardware

As outlined at the beginning of Section 2.1, reconfigurable hardware has many benefits in
terms of performance, flexibility, and energy consumption, to mention only a few aspects.
Despite of these advantages, reconfigurable architectures still live in a niche and are mostly
used in research. Importantly, there is only a small number of commercial reconfigurable
systems like XPP [9], which is presented in Section 2.3.5.3. One major reason for this sit-
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uation is the lack of programming environments for most reconfigurable systems to ease
their usability even for non-experts. Instead, many reconfigurable architectures require a
deep knowlege in circuit technology and design as well as experience with the particular
reconfigurable system employed.

Reconfigurable computing can only proceed the final step from niche to mainstream, if
its capabilities can be exploited automatically using tools like a compiler. Concretely, soft-
ware engineers without detailed technical background should be able to map algorithms to
reconfigurable hardware by writing high-level specifications.

This section deals with the implementation of algorithms on reconfigurable hardware. For
simplification, we often use the term compiler to abstract from certain tools, set of tools, or
programming environments. Especially, synthesis and configuration tools are assumed to
be integrated in a compiler or invoked transparently from the user.

Structure At first, Section 2.2.1 presents a classification scheme of reconfigurable comput-
ing systems and introduces the major tasks of compiling for such systems. Section 2.2.2 mo-
tivates three design flows for the creation of circuits and explains fundamental phases like
hardware/software partitioning or low-level tasks. Thereby, the advantages and disadvan-
tages of automated and manual implementation are compared. Finally, several alternatives
to specify the functionality of circuits are covered by Section 2.2.3. In all cases, the classical
solutions from literature and the introduced terms or models are compared with CoBRA.

2.2.1. Classification of Systems and Tasks

2.2.1.1. Types of Systems

In principle, three major types of reconfigurable architectures should be distinguished with
regards to implementing algorithms for such systems: At first, a reconfigurable system can
be based on a fixed processor coupled with reconfigurable logic. This scheme has been
adopted for the most existing reconfigurable systems. Section 2.3 gives an overview of
some selected approaches. Secondly, a processor may be based on a CGRA or even im-
plemented completely on a reconfigurable device like an FPGA. Such systems are surveyed
in Section 2.3.5. Finally, reconfigurable logic can be used to implement a specialized, but
non-programmable hardware.

CoBRA is a special case, because feasible target machines mostly resemble non-reconfigurable
microprocessors. Reconfiguration is realized by switching the fixed, coarse-grained compo-
nents like ALUs, decoders, and register banks at run-time.

2.2.1.2. Types of Tasks

According to the mentioned classification of reconfigurable systems, a compiler must deal
with three central tasks depending on the targeted system. We characterize the basic prop-
erties of such tasks and discuss the relation to our CoBRA approach.
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Hardware/Software Partitioning Firstly, the compiler should partition a program into sec-
tions to be executed on the reconfigurable hardware and into sections to be executed in soft-
ware on a microprocessor. This task is only necessary for the first kind of system, which
consists of both a fixed processor and reconfigurable logic. For CoBRA, hardware/software
partitioning can be neglected, because no parts of a given source code program are compiled
for the execution in hardware. Instead, the compiler has to determine the best variant for a
certain piece of code by using program analysis, or applying several techniques and select-
ing the best results. Hence, we actually get a partitioning of a program into fragments that
are executed on particular variants. The architectural variants themselves need to be im-
plemented into a target machine and must be made known to the compiler before handling
source code programs.

Code Generation Secondly, the compiler must produce machine code, if the reconfigur-
able system behaves like a processor executing instructions. This task can be skipped for
the latter mentioned system, where only a specialized hardware must be created which is
not programmable like a microprocessor. A typical example is the configuration of an FPGA
with a specific behaviour which can only be altered by reconfiguration, but not via software
programming. Another prominent instance is the No-Instruction-Set Computer (NISC) ap-
proach [142], where a C program is compiled directly for a given data-path and no instruc-
tions are provided. In CoBRA, the compiler has to generate code for the target machine
which reflects the semantics of a given program and contains additional reconfiguration in-
structions to select appropriate variants during execution.

Hardware Synthesis Thirdly, hardware configurations need to be generated for the recon-
figurable logic. This task must be done for all three mentioned types of reconfigurable ar-
chitectures. With CoBRA, hardware configurations correspond to the architectural variants
which need to be implemented before compiling source code programs. Usage of hardware
configurations is reduced to inserting reconfiguration instructions into a machine program,
which activate the desired variant implemented by the machine.

Both the first and latter topic will be covered more in detail in the following subsections.
The second task is neglected, because the basic concepts of compiling HLL programs into
machine code are assumed to be known [1, 95].

2.2.2. Three Classical Design Flows

Here, we substantiate the fundamental tasks of algorithm implementation introduced in
Section 2.2.1 and present three possible design flows. Further information can be found in
a survey [38] or in a special book on reconfigurable computing with FPGAs [62]. The cycles
vary in the degree of automation and the input, i.e. the kind and level of specification. For
simplification, we focus on creating hardware configurations or circuits. Code generation
can be performed by compiling source code [1, 95] or writing assembly programs. However,
we outline the alternatives of generating code and their relation to the design flows.

The left-hand cycle in Figure 2.3 corresponds to a fully automated process, where a pro-
gram written in a HLL is partitioned for the execution in both hardware and software. The
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distinct phases generate circuits automatically and are explained below. The other extreme
shown by the right-hand flow is based completely on manual effort and targets a system
lacking a fixed microprocessor. Its input is a network of gate-level components which are
mapped to the actual target architecture. Hence, the developer has to define the inputs,
outputs, and operations of each basic building block by hand. The middle design cycle
represents one possibility between automatic and manual design. It demands manual parti-
tioning of an algorithm and a circuit specification using generic complex components which
is mapped to the actual hardware in the design process. The microprocessor may be pro-
grammed in a HLL or in assembly. For all three design flows, the results of a process can be
improved incrementally by repeating a subset of the phases.

Fully Automatic
Automatic/Manual 

Compromise

Fully Manual
Hard/Soft
Partition

C Program

Compile to
Netlist

Technology
Mapping

Place &
Route

Hard/Soft
Partition

Structural
Description
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Technology
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Step of one 
iteration

Path for
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Figure 2.3.: Three design flows for algorithm implementation on reconfigurable sys-
tems [38]

Hardware/Software Partitioning and Compilation to Netlist If the targeted reconfigur-
able system combines a fixed processor with reconfigurable logic, a partitioning of the func-
tionality between hardware and software may be necessary. In terms of Figure 2.3, this task
must be performed for the left-hand and middle design cycle. Typically, program control
code like variable-length loops or branch control cannot be implemented efficiently in re-
configurable hardware. Instead, executing arithmetic or logic operations in hardware can
yield significant speedups.

A hardware/software partitioning can be either done manually by the user or automati-
cally by a compiler. Manual partitioning requires to separate the program into special files
or to use compiler directives to mark code which should be implemented in hardware [65].
Tools for automatic partitioning evaluate the benefit of implementing certain parts in hard-
ware and consider costs in reconfiguration [34, 102, 28, 113].

After the partitioning, the parts to be realized in hardware are compiled into a netlist of
gate-level components. This is either done by an additional tool or may be integrated into a
single programming environment for simplification. In case of the right-hand design flow in
Figure 2.3, the gate-level description is exactly the input of the process. Hardware compila-
tion is also considered by Section 2.2.3, which mostly deals with languages for reconfigurable
systems.
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Technology Mapping, Placement and Routing Such detailed gate- or element-level de-
scription of the circuit needs to be transformed to the actual logic elements of the reconfigur-
able hardware. This phase is called technology mapping and is dependent on the exact target
architecture. Consequently, the input for the third design flow exhibits the lowest abstraction
from the actual machine, as it expects a kind of common description which is implemented
in hardware later.

After mapping the circuit to the logic elements of the targeted architecture, the resulting
blocks must be arranged to the reconfigurable device. Such placement has two fundamen-
tal goals: At first, the available area should be exploited best to minimize wasted space.
Furthermore, blocks that communicate extensively with each other or are on a critical path,
should be placed close together in order to simplify routing and minimize wire lengths.

Floorplanning can be used to speed up the placement. The idea is to partition logic blocks
resulting from technology mapping into clusters according to the communication and crit-
ical path. Then a coarse-grained mapping places the clusters on the reconfigurable device.
Finally, a fine-grained mapping of the blocks within the clusters is conducted.

Detailed information about these tasks can also be found in the books [25, 163, 153] already
mentioned above.

Automated and Manual Design For all three mentioned flows, the degree of automation
can vary significantly, while the first type exhibits the widest range among them: In the best
case, a compiler performs the three mentioned phases automatically. It partitions a program
for execution in hardware and software, and generates both hardware configurations as well
as machine code. The opposite extreme would be to conduct all three tasks by hand without
any software support.

A fully automated process may be suboptimal in some situations, if the applied methods
are incomplete or poorly conceived. Instead, a human expert might yield better results when
performing all tasks manually. On the other hand, this requires a lot of background knowl-
edge, much time, and is quite error-prone. From a long-term perspective, automated solu-
tions are most promising, because they are faster, easy to use, and avoid bugs. Furthermore,
the quality of final results can be improved incrementally by developing new methods.

A prominent example is the comparison of compiler and assembler: The first computers
were programmed in assembly, because no optimizing compilers were on-hand and com-
putation time was very expensive. In 1957, the first FORTRAN compiler was introduced,
which was able to optimize a HLL source code program to achieve results comparable to
hand-coded assembly programs. Today, assemblers are only employed for special software
with hard performance requirements like device drivers, because computation time has be-
come much cheaper than labour costs.

CoBRA Fully automated compilation is crucial for CoBRA: The compiler must generate an
optimal machine program with respect to the variants supported by the targeted machine.
This requires to perform a number of complex program analyses, apply several scheduling
or code generation techniques, and to combine the best results to an executable program
afterwards.
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2.2.3. Circuit Specification and Generation

In the following, several alternatives to specify the functionality of circuits of reconfigurable
systems are presented. Finally, we consider the parallelization of sequential programs.

Hand-Mapping of Circuits Hand-mapping of circuits means to configure the system di-
rectly by using the basic building blocks of a reconfigurable device. Obviously, this strategy
will only be useful, if no tools for circuit design are on-hand, or either small circuits or cir-
cuits with very high performance requirements must be implemented.

Structural Design Languages In order to abstract from certain reconfigurable architec-
tures, structural design languages were developed. Such languages allow to describe a
circuit with basic building blocks like gates, flip-flops, and latches. The descriptions are
mapped to the logic elements of the actual reconfigurable system later. Both the design
based on structural languages and the mapping process is supported by a multitude of com-
mercial tools for the different FPGAs available on the market. As a benefit of the solution, the
designer does not need any detailed knowledge about a certain reconfigurable architecture,
but still requires experience in hardware design. The most famous examples for structural
design languages are VHDL, Verilog, SystemC, and Handel-C.

Behavioural Description Languages The next step is to abstract from actual circuit re-
alizations and to describe the behaviour of a circuit. Behavioural description languages are
very similar to common HLLs such as C and provide e.g. function calls, looping constructs,
and a sequential instruction stream. On the other hand, generalized pointer references or dy-
namic memory allocation cannot be synthesized in hardware, of course. In general, the term
behavioural refers to the high-level modelling and simulation constructs of existing HDLs.
VHDL and Verilog are mature, industry standard HDLs, which offer both behavioural and
structural design, and are supported by a multitude of simulation and synthesis tools.

Algorithmic RC Languages Algorithms for reconfigurable systems can be compiled to
the hybrid model, which consists of a fixed microprocessor coupled with reconfigurable
logic.

Basically, two major approaches are used: Algorithms may be written using common se-
quential languages such as C, whereas computing-intensive kernels are mapped to hardware
and the remaining parts are executed in software. This strategy benefits from the wide ap-
plication of such languages, because they are also easy to use for people with some expe-
rience in software development, but no or just small hardware background. Furthermore,
compilation can target both general-purpose processors and reconfigurable hardware. Par-
allel languages better express the capabilities of targeted hardware and can yield significant
speedups compared to their sequential counterparts [62].

The PRISM compiler [6] was the first to apply hardware compilation for sequential C ker-
nels. Transmogrifier C [61] can be used to describe hardware circuits and supports a subset
of the C language for behavioural specification. But multiplication, division, pointers, and
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arrays are not available. The P1 system [167] uses a C++ programming environment which
provides a hybrid description method based on a combination of behavioural and struc-
tural design. The hardware/software partitioning conducted by the NAPA C compiler [65]
is based on pragma directives to mark compute intensive parts of a program. Other ap-
proaches like the Nimble [113] or the Garp compiler [28] perform the partitioning automati-
cally using profiling.

Handel-C is a commercial language used by the first parallel C compiler, which was de-
rived from the Occam communication parallel process model [128]. The CoCentric com-
piler by Synopsys [89] for Xilinx Virtex FPGAs uses SystemC for behavioural compilation
of C/C++ programs with the assistance of a set of additional hardware-defined classes. The
Streams-C compiler [66] supports parallel processes that can either run on hardware and
software. Communication between processes is realized with buffered FIFO streams.

Circuit Libraries and Generators Circuit libraries encapsulate complex designs to re-use
them via a HDL like adders, multipliers, or counters. By these means, the design process can
be simplified and accelerated dramatically. The user just integrates the predefined structures
to his system without knowing their detailed implementation. Compilation can be done
faster, because the library structures may have been pre-mapped, pre-placed, and pre-routed
beforehand.

Circuit generators can create circuit specifications from a set of optimized high-level struc-
tures for certain architectures. Similar to circuit libraries, the user does not need to know the
target system in detail. Furthermore, circuit generators provide more flexibility, because
they can create structures according to the exact specification by the user. Circuit libraries
provide only a restricted set of alternatives among the designer has to choose.

Parallelization As hardware is inherently parallel, parallelization is also an important topic
for reconfigurable computing. Typically, this essential topic is targeted at three different
levels: Instruction-Level Parallelism (ILP), Loop-Level Parallelism (LLP), and Thread-Level
Parallelism (TLP).

Parallelism on instruction or loop level is often exploited automatically by a paralleliz-
ing compiler for reconfigurable hardware. The NAPA C compiler [65] detects fine-grained
parallelism within computations to be executed in reconfigurable logic. The compilers of
RaPiD [39] or XPP [172], for instance, unroll innermost loops completely and try to cre-
ate a heavily pipelined structure. Some compilers even consider all loops within a pro-
gram [169, 26] and do not rely on manual loop re-ordering. Manual parallelization is mostly
used on thread or function level. In such cases, the programmer has to mark sections of
code that should be executed in parallel by special compiler directives. One example is the
RaPiD-C language [39] where TLP needs to be specified by hand, but LLP is exploited auto-
matically.

In addition to this overview, Section 2.3 presents a multitude of reconfigurable systems
and considers their compiler assistance more in detail. Gokhale and Graham [62] also con-
sider task-level parallelism for processes and threads.
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Summary As a drawback of the improved usability, all approaches relying on behavioural
circuit description or HLLs produce larger and slower designs than those resulting from
manual specification in general [38]. Furthermore, high-level description leaves some hard-
ware aspects like mapping of control structures or bit width of data paths unspecified. This
implies that several optimizations performed in a manual process cannot be applied. On the
other hand, compilation for reconfigurable systems will improve in the future and seems to
be most promising from a long-term view. In principle, automated solutions are easier to
use, less error-prone, and faster than manual effort.

CoBRA The CoBRA compiler accepts source code programs written in ANSI C and pro-
duces an optimal machine program transparently for the user. Instead of generating hard-
ware configurations, the architectural variants need to be implemented before the actual
compilation. The variants are known to the compiler, which determines the best variant
for each part of a given source code program. At run-time, the corresponding variants are
activated by executing reconfiguration instructions. Importantly, difficult tasks like hard-
ware/software partitioning or generation of hardware configurations can be neglected by
the CoBRA compiler. Hence, most of the challenges which may lead to suboptimal results
for common reconfigurable systems are avoided. Parallelization is obviously a central topic
for CoBRA, because different parallelization paradigms like MIMD or SIMD can be provided
easily by both the reconfigurable machine and the optimizing compiler.

2.3. Existing Reconfigurable Computing Systems

Most reconfigurable computing systems combine a general-purpose core with reconfigur-
able logic [176, 119, 67, 180, 28, 150, 156]. Consequently, the execution of applications can be
improved by mapping expensive computations to the reconfigurable hardware. The fixed
microprocessor acts as a controller for the reconfigurable logic and executes code which
cannot be accelerated efficiently. For example, programmable logic is quite inefficient to
implement variable-length loops or branch control.

Some reconfigurable architectures [48, 158, 9] operate stand-alone or information about a
coupling is not available. Those systems are mostly based on Coarse-Grained Reconfigur-
able Arrays (CGRA) or other coarse-grained programmable logic.

Many researchers use reconfigurable logic to implement arbitrary functions in hardware to
achieve both performance and flexibility. Such implementations often resemble specialized
devices like ASICs, but not software-programmable microprocessors.

Focus of Section This section categorizes and discusses several reconfigurable approaches.
As this thesis concentrates on reconfiguration of processors, we only consider systems oper-
ating as a processor which executes machine code. Concretely, our explanations concentrate
on the fundamental ideas and concepts with respect to the associated application domains.
Additionally, we evaluate the existance and quality of compiler support as well as proper
hardware implementations.

For simplification, many technical details from system and circuit technology and related
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areas are skipped. In order to get more detailed information with close relation to reconfi-
gurable computing, the reader may refer to the excellent survey of Compton and Hauck [38].
Further knowledge is provided by two surveys of Hartenstein [74, 73].

Levels of Coupling Figure 2.4 illustrates the levels of coupling a microprocessor with re-
configurable logic which are explained using practical examples in the following four Sec-
tions 2.3.1 to 2.3.4. Section 2.3.5 deals with other coarse-grained architectures which are not
coupled to a processor or where the kind of coupling is not known. Finally, Section 2.3.6
summarizes the most important aspects and discusses the approaches from the perspective
of application domains, hardware platforms, and compiler assistance. As the description of
related work is quite detailed, the reader may just turn over to this summary in order to get
the fundamental information.

CPU

FU
�

�

Coprocessor

�

Attached Processing Unit

Standalone Processing Unit

�

Memory
Caches

I/O
Interface

Workstation

Figure 2.4.: Levels of coupling in a reconfigurable system. Reconfigurable logic is
drawn shaded [38].

2.3.1. Level 1: Functional Unit

On the first level, the host processor is augmented with Reconfigurable Functional Units
(RFU) which enable the implementation of custom instructions that may be changed during
run-time. An outstanding characteristic is the tight coupling due to the integration into the
data-path of the original processor.

2.3.1.1. PRISC

PRISC [140] extends a conventional RISC instruction set with application-specific instruc-
tions that are implemented in FPGA-based RFUs. The compiler couples program analysis
routines and hardware synthesis tools to automate the process.

The hardware extraction phase first identifies sets of sequential instructions which can
potentially be implemented in a RFU. These sets are mapped to boolean operations and for-
warded to a hardware synthesis package, which outputs a netlist of LUTs. Then the number
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of LUTs and interconnect resources is optimized using logic minimization algorithms. Fi-
nally, placement and routing is performed to determine if the LUT netlist fits in the available
area. If not, the hardware extraction will be called again to reduce the input functions.

2.3.1.2. Chimaera

The RFU of Chimaera [180] acts as a cache for instructions, which have been executed re-
cently or might be needed soon. It is realized using FPGA technology and offers partial
run-time reconfiguration to reduce latency costs.

RFU operations have unique IDs and are called via a special instruction that is executed
by the main processor. If the requested operation is not currently loaded into the RFU, the
host processor will be stalled while the RFU fetches the operation from memory and re-
configures itself afterwards. As this reconfiguration is quite costly, several techniques such
as prefetching [75], compression [76, 114], caching algorithms and hierarchies were inves-
tigated. In [181], a C compiler for Chimaera is presented, which automatically maps com-
putations for execution in the RFU. After applying standard compiler optimizations, some
branches are transformed into single macro instructions to gain larger basic blocks. Then
all loops are inspected for subword operations and unrolled if necessary. At last, multiple-
input-single-output patterns are extracted from the Data-Flow Graph (DFG) and combined
to RFU operations if possible. The generated code is currently run on a Chimaera simula-
tor to gather performance information. Hardware synthesis will probably be integrated into
future versions of the compiler.

2.3.1.3. Other approaches

Older approaches which use the concept of RFUs are e.g. the PRISM systems [6, 170] or Spy-
der [90]. The prototype systems are realized as board-based solutions where the reconfigur-
able hardware appears as a loosely coupled coprocessor. However, both approaches were
assigned to the first level, because the actual reconfiguration is performed on the Functional
Unit (FU) level.

The PRISM compiler synthesizes entire C functions as new operations to adapt the main
processor to the characteristics of a certain application. But the approach is not fully auto-
mated and requires some user interaction during compilation.

Spyder is a superscalar processor with three RFUs which are implemented using FPGAs.
Unfortunately, there exists no appropriate compiler to partition a source program automat-
ically. Instead, a programmer has to provide three different programs for the host worksta-
tion, the configuration of the RFUs as well as the control program. Furthermore, the lack
of fixed FUs for typical integer or floating-point operations reduces the performance signifi-
cantly.

Pozzi [134] developed a formal design methodology to customize the instruction set of a
VLIW machine. Additionally, an algorithmic approach was evolved to partition application
code for the execution on fixed and reconfigurable FUs. Consequently, this work combines
the time efficiency of application-specific FUs, the flexibility of programmable devices as
well as an architecture supporting ILP.
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To our best knowledge, their work has not yet been used for a holistic approach consisting
of a hardware implementation and a suitable compiler. However, it should be mentioned
when discussing approaches using (multiple) RFUs.

2.3.2. Level 2: Coprocessor

The second level introduces reconfigurable units as a coprocessor to execute more coarse-
grained computations without the constant supervision of the host processor. In contrast
to a RFU, the processor first sends the necessary data or a memory reference to the reconfi-
gurable device. Then, the coprocessor operates on the given data independently of the main
processor and returns the results after completion. By these means, the communication over-
head is reduced compared to a RFU which needs to communicate with the main processor
for each reconfigurable instruction.

2.3.2.1. OneChip

OneChip [176] integrates a RFU into the pipeline of a superscalar RISC processor. It was
designed to speed up computing-intensive applications of the multimedia or DSP domain
by optimizing instructions at the loop-level.

OneChip offers dynamic scheduling and reconfiguration, pre-loading of configurations, as
well as Least Recently Used (LRU) configuration management. The RFU consists of at least
one FPGA as well as a controller. In favour of a fast switching among configurations, the
FPGAs provide multiple contexts [40]. While only one context may be active at a given time,
each context can be configured independently of the others. The FPGA controller switches
between different contexts and replaces the configurations in the FPGAs.

Currently, only a working prototype exists that emulates the OneChip configuration. To
evaluate the performance of the OneChip architecture, a simulator called Sim-OneChip was
developed. While the default programming model for OneChip is the use of circuit libraries,
Sim-OneChip can be programmed in C.

A programmer can re-use existing configurations or create custom ones which need to be
implemented in C using several macros for accessing memory or instruction fields. All spec-
ified program configurations are then compiled with the simulator source code to produce a
special simulator for the current configurations. A program is also written in C and contains
calls to RFU instructions. It is compiled using a compiler for the RISC processor and then
executed using the previously built simulator.

2.3.2.2. Garp

Garp [77, 28] was designed to fit intoan ordinary processing environment. It combines a
single-issue MIPS processor core with a primarily mesh-based Reconfigurable Array (RA) to
accelerate loops. The 32 by 24 RA is composed of logic blocks, which resemble the CLBs of
common FPGAs, as well as a control block for each row.

I-21



2 Reconfigurable Architectures

The first prototype of Garp [77] did not provide compiler support for a HLL. Configu-
rations for the RA had to be written in an assembler-like specification and were converted
to a binary representation using a special configurator. The remainder of a program was
written in C, compiled with an ordinary C compiler and executed on the main processor. To
make the configuration accessible to the program, a configuration had to be linked into it
and additional assembly code for invocation had to be provided.

With the new prototype [28], Garp can be programmed in ANSI C without any special
directives for hardware/software partitioning. The compiler uses the concept of a hyper-
block [116], which was developed for VLIW machines originally. A hyperblock consists of
all basic blocks along frequently executed control paths of a loop body. Such a hyperblock
is mapped to the RA, while the excluded paths are executed on the fixed processor. If the
execution reaches an excluded path from a hyperblock, an exception will be raised to give
control back to the MIPS core. The number of exceptional exits is minimized by using pro-
filing to reject loops which cannot be mapped efficiently to reconfigurable hardware.

Currently, Garp programs are executed on a simulator, because there exists no complete
hardware implementation. Only critical parts of the circuit layout were developed and eval-
uated in terms of clock speed, power consumption, and area needs.

2.3.2.3. MorphoSys

MorphoSys [150] is targeted at applications with inherent data-parallelism, high regularity
and high throughput requirements. It combines a RISC processor with a mesh-connected 8
by 8 Reconfigurable Array (RA) to accelerate loops. The RA is organized as a SIMD array
of coarse-grained reconfigurable cells to handle computing-intensive operations. The RISC
processor is used for sequential processing and controls the RA.

The programming environment consists of a C compiler accepting hybrid code as well as a
graphical user interface and an assembler to create configurations for the RA. The C code for
an application must be partitioned manually by inserting a particular prefix to functions that
should be mapped to the reconfigurable hardware. The compiler generates machine code for
the RISC processor, which contains special instructions to invoke execution on the RA. Fur-
thermore, MorphoSys comprises two simulators to analyze the mapping of applications and
to evaluate the performance. The C++ simulator supports cycle-accurate simulation and de-
bugging of an application, while the VHDL simulator is used for runtime measurements,
especially. The evaluation has shown that MorphoSys can yield similar performance com-
pared to ASICs and a significant speedup over optimized Pentium MMX instructions [118].

2.3.2.4. REMARC

REMARC [119] is a reconfigurable coprocessor that was designed to accelerate multimedia
applications, such as video compression, decompression, and image processing. It is tightly
coupled to a RISC processor and consists of a global control unit as well as 64 programmable
logic blocks called nano processors. The logic blocks are organized in a 8 by 8 array, which
is connected to the global control unit. REMARC has a pipelined execution which overlaps
with the pipeline stages of the host processor.
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Configuration data for the global control unit and the nano processors need to be gen-
erated from assembly code using the REMARC assembler and the nano assembler, respec-
tively. The configuration data are written in text and can be imported into C source code,
which is compiled by a standard C compiler using the REMARC assembler. The executable
program includes the new main processor instructions as well as the global and nano con-
figuration data.

2.3.2.5. NAPA

NAPA [144] combines a small RISC processor with reconfigurable logic. In contrast to RE-
MARC, NAPA suspends the main processor during execution on the reconfigurable hard-
ware. Simultaneous computation can only be realized using fork-and-join primitives known
from multi-processor programming.

The authors developed a special language called NAPA C as well as a proper compiler [65].
NAPA C provides a simple set of pragma and intrinsic function directives to define the parti-
tioning between fixed processor and reconfigurable hardware. The compiler generates both
a conventional C program for the RISC processor as well as configurations in the form of
Verilog netlists. Each loop that should be realized in hardware is mapped to a hardware
pipeline automatically, if possible. The resulting C source code needs to be compiled using a
native compiler for the RISC core. It contains calls to a runtime software library to load con-
figurations, invoke execution on the reconfigurable hardware, and to read back state after
returning.

Although the NAPA compiler does not provide a fully automated partitioning, it offers to
iteratively refine a program written in NAPA C. The user may start with a program which is
executed completely on the fixed processor and then move the functions one-by-one to the
reconfigurable logic.

2.3.2.6. Chameleon

In the Chameleon project [152, 88], a coarse-grained reconfigurable core was developed for
DSP algorithms in wireless devices such as handheld devices, mobile multimedia players,
etc. The research concentrated on important aspects like small size, flexibility, performance
and especially energy-efficiency next to reconfiguration. The realization of the hardware ar-
chitecture could re-use well established development tools like VHDL simulators and syn-
thesizers. Instead, the implementation of the compiler backend has been started from scratch
and is still ongoing.

2.3.2.7. TU Dresden

The group of Spallek at TU Dresden conducted extensive research to accelerate DSP and
multimedia applications, which consist of many computing-intensive loops. Their first tar-
get architecture was a hybrid VLIW machine [99, 23] consisting of hard-wired FUs and ad-
ditional RFUs. The RFUs are implemented by the means of FPGA technique and represent
additional data paths inside the processor. In contrast to common instruction-level FUs, the
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RFUs exploit (more) coarse-grained parallelism to map whole loop bodies. Later, this ap-
proach was extended to RISC microprocessors with a tightly coupled reconfigurable ALU
array [98].

All approaches use a retargetable compiler back-end based on the SUIF compiler kit [175]
and a special simulation environment. The compiler includes an intermediate representa-
tion profiler to estimate control/data flow, especially loop execution count. Furthermore,
the compiler backend performs hardware synthesis and produces FPGA bitstreams for the
RFUs. The recent approaches comprise a framework for design space exploration which
includes an architecture description language and a hardware model.

2.3.3. Level 3: Attached Processing Unit

The third possibility is to attach a Reconfigurable Processing Unit (RPU) as an additional
processor to a multi-processor system. Alternatively, a RPU can be used as a further compute
engine which is accessed through external I/O.

2.3.3.1. PipeRench

PipeRench [67, 110] has three fundamental motivations: Firstly, future applications will pre-
dominantly execute relatively simple computations on a huge data basis. Secondly, most
reconfigurable approaches are restricted to the area provided by certain programmable logic
devices. Finally, many existing systems cannot be adapted to exploit additional resources
available in future process generations automatically.

PipeRench enables the implementation of large logical designs on small pieces of hard-
ware by fast run-time reconfiguration of that hardware. It uses a technique called pipeline
reconfiguration [145] that virtualizes hardware applications by partitioning them into vir-
tual pipeline stages called stripes. Those virtual stripes can be loaded separately, one per
cycle, into the physical stripes of the device. Consequently, one physical stripe can perform
its computation on the incoming data, while the next stripe configures itself for the next
pipeline stage. By these means, a v-stage application can be mapped to a p-stage device
(p < v). Currently, PipeRench is used as an attached processor and might be integrated into
a CPU in the future.

The compilation process maps source code written in a Dataflow Intermediate Language
(DIL) to a particular instance of PipeRench. DIL is a single-assignment language with C
operators and a type system that allows the bit-width of variable to be specified. The com-
piler converts the source into a dataflow graph first. After applying module inlining and
loop unrolling, a Single Assigment Program (SAP) is generated. Finally, the SAP is broken
into nodes fitting on one stripe and a placement/routing algorithm tries to add the nodes to
stripes.

2.3.3.2. PAM, Splash

PAM [13, 167] was one of the first reconfigurable computing systems to solve domain-
specific problems. The approach partitions computations between a host processor and pro-
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grammable boards from Xilinx connected via the I/O bus. Synchronous circuits need to be
specified as C++ programs which use a special library to describe combinatorial logic. The
execution of such programs builds a netlist in memory that can be analyzed, transformed
in an appropriate format, or just used for simulation. PAM showed good results for long
integer multiplication [148] and RSA encryption [149].

Splash [63] mimicks the PAM model and was used successfully for text searching or DNA
comparison. For instance, it yields a speedup of factor 300 compared to a Cray-II concerning
the searching of DNA sequences. Like PAM, Splash is programmed by specifying combi-
natorial logic. Instead of using a special C++ library, existing templates describing logic
functions need to be manipulated via a Common Lisp language.

Unfortunately, the board-based manner of both approaches implies a high communication
overhead. This limits their applicability to a class of algorithms with both a high computa-
tional complexity and a low communication overhead.

2.3.4. Level 4: Standalone Processing Unit

On the fourth level, an external stand-alone processing unit is connected to a workstation
and communicates infrequently with a host processor (if present). Example systems are
quite rare, because the approach suffers from a high communication overhead. On the other
hand, it allows much more parallelism than the three levels discussed beforehand.

Some practical examples [136, 135] were developed by Quickturn systems, but are more
focused on hardware emulation than reconfigurable computing. For instance, the Mercury
system was used successfully to verify the OneDSP archictecture [178].

2.3.5. Other coarse-grained approaches

In this subsection, those reconfigurable computing systems which could not be assigned to
a level according to Figure 2.4 are considered.

2.3.5.1. RaPiD

RaPiD [48] is a coarse-grained architecture that allows the configuration of very deep application-
specific computation pipelines. Consequently, it is optimized for highly repetitive, compu-
ting-intensive tasks. Each pipeline consists of ALUs, multipliers, registers, and local mem-
ory. Input and output data enter and exit the datapath via streams at each end of the datap-
ath. These streams act as an interface to the external memory.

RaPiD is programmed in RaPiD-C [39], a C like language with extensions to explicitly
specify TLP, data movement, and partitioning. Parallelism on loop-level is exploited auto-
matically by the RaPiD compiler. Innermost loops are unrolled completely and each iteration
is mapped to a pipeline stage of the reconfigurable hardware.

According to [48], RaPiD should be closely coupled to a generic RISC processor, but there
are actually no concrete ideas how this could be realized. To our best knowledge, there exists
no recent publication which describes the implementation of a complete system. If RaPiD is
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used as a coprocessor, it can obviously be assigned to level 2. Otherwise, it would probably
be attached as an additional processor which corresponds to level 3.

2.3.5.2. RAW

The philosophy of RAW [168, 158] is to fully expose all details of the hardware architec-
ture by replicating simple tiles and arrange them in a network. This allows the compiler to
determine the best schedule for each application by using static program analysis. RAW ma-
chines can be much simpler designed than modern general purpose processors. They need
only short internal chip wires which offers high clock speeds that scale with the feature size.
Furthermore, an architecture consisting of simple, replicated tiles can be verified quickly.
Last but not least, a RAW machine is well-suited for pipelined parallelism found in typical
multimedia applications.

Each tile contains instruction and data memories, an ALU, registers, and reconfigurable
logic. The tiles are arranged in a network and linked using programmable, tightly integrated
interconnects. The network interface operates in a synchronous manner which allows a
fast communication with latencies similar to those of register accesses. Additionally, static
scheduling avoids explicit synchronization by arranging instructions such that operands are
really available when needed. If the compiler fails to find a static schedule, a RAW machine
can be reconfigured for dynamic routing between the tiles.

As the RAW architecture distributes all its resources to the different tiles, a compiler ex-
ploiting ILP needs to perform both spatial as well as conventional temporal instruction
scheduling. In [112], a technique called space-time scheduling used by the RAW compiler
is presented.

The prototype chip [158] contains 16 tiles arranged in a 4 by 4 array. Alternatively, there
exists a cycle-accurate simulator. According to the publications, RAW is intended to be used
as a stand-alone processor. Consequently, it cannot be assigned to one of the four levels
illustrated in Figure 2.4.

2.3.5.3. PACT XPP

XPP [9] is a commercial runtime-reconfigurable data processing architecture which was de-
signed to support different types of parallelism: pipelining, instruction-level, data-flow, and
task-level parallelism. It is based on a large number of parallel scalable processing and rout-
ing elements organized in a hierarchical array. Reconfiguration is either controlled from
outside or can be initiated by special events within the array to enable self-reconfiguration.
Next to reconfiguration at run-time, even parts of the array can be modified while the re-
maining elements are operating.

A configuration consists of parallel computations derived from the DFG of an algorithm,
which are mapped to machine operations such as multiplication, addition, etc. The opera-
tions are implemented by configurable ALUs in the processing elements. The ALUs commu-
nicate via an automatically synchronizing, packet-oriented network based on Terabit com-
munication channels. During a computation, no operations or connections are modified.
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The fundamental idea of XPP is the combination of data-stream processing in an array
configuration with dynamic reconfiguration. For each configuration, as long data streams as
possible are processed in parallel to compensate the effort in reconfiguration. After finishing
the computations for a configuration, a new configuration is applied which updates the
operations of the ALUs and their interconnections. Then, new computations are started
which can re-use results of previous configurations stored in distributed memories or FIFOs.

Programming and Compilation In order to achieve best results, the Native Mapping Lan-
guage (NML), a proprietary structural language with reconfiguration primitives, was devel-
oped. It exposes all hardware features to the programmer and allows allocation and place-
ment of objects as well as specification of connections. NML source files are compiled using
a mapping utility which generates code for either the hardware implementation or a simu-
lation environment.

Additionally, a vectorizing C compiler [30] was realized which transforms C functions
to NML modules supporting a restricted subset of the C language. Concretely, struct and
floating-point data types, pointers, irregular control-flow, and recursive or system calls are
excluded. The compiler vectorizes innermost for-loops by a special technique called pipeline
vectorization [171], which unrolls loops and overlaps iterations for pipelined execution.

Due to the authors, XPP is well suited for a number of applications in multimedia, telecom-
munications, simulation, signal processing (DSP), graphics, and similar stream-based do-
mains. This wide applicability is enabled by the many different supported types of paral-
lelism like pipelining, instruction-level, data-flow and task-level parallelism.

A prototype of the XPP architecture was implemented as a chip by the PACT company.
The evaluation has shown that the approach yields outstanding improvements compared
to standard processor and DSP implementations, while maintaining much more flexibility
than ASIC implementations.

2.3.6. Discussion

In this section, the lessons learned from the presentation of the related work in Section 2.3.1
to Section 2.3.5 are summarized. At first, we review the application areas of the studied
approaches as well as the classification according to the four levels of coupling. Then we
discuss briefly the hardware platforms used for implementation. The main part concen-
trates on the fundamental properties of provided compilers if present. Finally, we draw a
conclusion for the compiler assistance, because this is the core topic of this thesis. In all cases,
the approaches are compared with CoBRA.

Application Areas The majority of the outlined approaches is focused to special appli-
cation domains. Only a small number of systems like Garp (2.3.2.2) is tailored to general-
purpose software applications. But even in this case, reconfiguration just aims for accelerat-
ing loops.

Our reference architecture, the QuadroCore consisting of four tightly coupled S-Core pro-
cessors [105, 21], has been developed originally for networking applications. By using Co-
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BRA, it can support a number of different application areas. For instance, programs with
both regular and non-regular structures can be executed faster and more energy-efficient
when using a SIMD/MIMD reconfiguration. Additionally, reconfiguring the register banks
can speed up applications with a high register pressure or significant communication over-
head.

Classification In most related architectures, reconfigurable logic works as a coprocessor,
operates stand-alone, or the kind of coupling to a fixed core is not known (2.3.5). The first
type is very successful, because it enables the exploitation of coarse-grained parallelism on
loop-level and is not restricted to ILP or Instruction Set Extension (ISE). Furthermore, the
effort in communication is kept low in contrast to more loosely coupled styles. Systems
belonging to the latter type often consist of a highly-parallel network architecture, which
offers a high performance for suited applications.

CoBRA cannot really be classified according to the four levels, because supported architec-
tures do not consist of two coupled components, fixed processor and reconfigurable logic.
Instead, reconfigurability can be provided in many different ways: For instance, the con-
nections between ALUs and register banks could be reconfigurable to allow more freedom
in register allocation. On the other hand, multiple processors can be combined to a SIMD
machine. Consequently, CoBRA belongs to the special group discussed in Section 2.3.5.

An alternative perspective is to abstract from the multitude of reconfiguration variants
supported by CoBRA and to treat the reconfigurable components as a whole. Then, CoBRA
could be assigned to level 1 or 2, because it mostly targets reconfiguration in a processor or
between processors. Obviously, coupling a fixed machine with external reconfigurable logic
via an I/O bus or a network connection is not part of our research.

Hardware Support Most approaches have been implemented using commercially avail-
able FPGAs or comparable hardware-programmable logic. Garp (2.3.2.2) and MorphoSys
(2.3.2.3) are based on more coarse-grained RAs. Other systems like e.g. REMARC (2.3.2.4)
or RAW (2.3.5.2) even consist of simple processor tiles organized in a network. The network
of RAW can even be reconfigured to enable dynamic routing at run-time. Some approaches
like Garp or OneChip (2.3.2.1) provide no complete hardware implementation or only an
early prototype. In these cases, the code is executed on a software-based simulator only.
On the other hand, RAW, XPP (2.3.5.3), and Chameleon (2.3.2.6) were even implemented
as ASICs. As this thesis is focused on compiler techniques rather than hardware aspects,
detailed information can be found in the papers referred to above.

Our long-term goal is an ASIC implementation of the reconfigurable QuadroCore to eval-
uate its performance. Obviously, we expect best results, because reconfiguration is restricted
to modifying connections between fixed components in a mainly hard-wired processor.

Compiler Support The compiler assistance of the related approaches can be classified in
four groups: The first category (full) comprises all approaches providing full compiler sup-
port for a HLL such as C. The compilation process is transparent to the user, i.e. no further
input is necessary to partition the source code between a general-purpose processor and the
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reconfigurable logic. With respect to the related work presented in this thesis, about 37.5% of
the approaches like Chimaera (2.3.1.2), PRISC (2.3.1.1), and RAW (2.3.5.2) belong to this cat-
egory. A special case in this group is the C compiler for XPP which supports only a restricted
subset of C, but still hides decisions and technical details from the programmer.

Approaches of the second group (hybrid) also provide a compiler for the C language or
a variant, but the program code has to be partitioned manually. The group itself consists
of three subgroups: Firstly, the compilers of Garp (2.3.2.2), MorphoSys (2.3.2.3) and RaPiD
(2.3.5.1) accept modified C languages where the partitioning must be specified explicitly
by the programmer. Secondly, the PRISM (2.3.1.3) compiler even requires some user input
during compilation to decide for a certain HW partitioning. Thirdly, Spyder (2.3.1.3) is pro-
grammed by writing three different programs which are compiled separately. Hence, the
only benefit of a compiler in this case is the usage of a HLL instead of assembly language.
OneChip (2.3.2.1) also belongs to the third subgroup, when its simulator is targeted, because
the user has to implement both the entire program as well as the configuration in C. All in
all, about 37.5% of the approaches presented beforehand make up this group.

The third group (assembly) contains about 6% of the outlined approaches like REMARC
(2.3.2.4) where the behaviour of the reconfigurable logic needs to be specified in assembly
language. Only the program code running on the hard-wired microprocessor can be imple-
mented in C and must be linked against the configuration files.

Approaches of the fourth category (circuit) have to be programmed by specifying com-
binatorial logic, possibly in a HLL such as C or C++. Next to PAM and Splash (2.3.3.2),
OneChip belongs to this group, when the protypical hardware is targeted. The group con-
sists of about 19% of the approaches presented beforehand.

Conclusion The majority of about 60% of the considered related work has no full compiler
assistance. Instead, the programmer has to partition the program code manually and must
use complex programming environments with a lot of tools. Some approaches even require
implementing configurations in assembly language or specifying circuit behaviour.

Reconfiguration of variants is based inherently on a comprehensive compiler support. The
CoBRA compiler transforms C source code automatically into a machine program which
contains special instructions to reconfigure the target machine. Consequently, no further
input or additional tools are needed to yield best results in a short time.

In the next section, we present the fundamental ideas of CoBRA and discuss some key
challenges.
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Motivation and Introduction Automatic compilation is only supported by about 40% of
the existing reconfigurable systems (see Section 2.3.6). Typical approaches are restricted to
certain application domains like multimedia or DSP. The primary goal is to speed up ex-
ecution by mapping certain parts of a program like loops to reconfigurable logic. Such a
compiler identifies loops and selects the best candidates for execution in hardware. Hence,
the compiler is customized to a special hardware developed for a certain application domain.
Generally spoken, those compilers are merely a means to an end in order to automatize code
generation for typical reconfigurable systems.

From our perspective, it will be much more beneficial, if the type of reconfigurability is
adapted to the abilities of a compiler. For example, a multi-core may operate in a MIMD or a
SIMD mode dependent on the regularity of program code. The compiler can identify those
parts of a given program suited for MIMD or SIMD execution.

With our methodology called CoBRA1, a reconfigurable machine offers different alterna-
tives of a certain architecture, which are supported directly by a compiler. Such an alterna-
tive is called reconfiguration variant or briefly variant in the following. The compiler applies
program analysis techniques to partition given program code into sections and to determine
the best variant for each section. Then it generates a machine program which contains spe-
cial reconfiguration instructions to activate a certain variant where needed.

Importantly, the usage of several architectural variants provides an adaption to a wide
range of application areas. For instance, a SIMD execution is well-suited for regular program
structures which can be found in scientific or multimedia computations. The remaining non-
regular parts of a program can be executed in a MIMD manner to exploit the inherent ILP.
As a consequence, a number of different application domains can be supported by offering
just two architectural variants.

Structure This chapter covers the fundamental aspects of CoBRA and presents key deci-
sions as well as basic concepts. Most explanations refer implicitly to the QuadroCore used
as a reference architecture throughout this thesis (see Section 4.1).

Section 3.1 outlines the central ideas of an ideal reconfigurable machine offering architec-
tural variants and proposes five selected types of variants. Two of them, the SIMD/MIMD
reconfiguration (see Part III) as well as the reconfiguration of register banks (see Part IV) are
studied in this thesis and will be handled in detail.

Section 3.2 motivates two application scenarios mostly differing in the knowledge the
compiler has about the machine. In both cases, we explain the structure of the systems
based on compiler and reconfigurable target machine. This includes a rough overview of
the basic tasks and their temporal order.

Section 3.3 substantiates the first scheme and suggests the design of a compiler from a
practical perspective. Concretely, we first outline how the structure could look like in prin-
ciple and then motivate some simplifications and restrictions applied for the prototypical
implementation. Furthermore, challenges like selecting the best results for certain variants
as well as placement of reconfiguration instructions are discussed.

1Compiler-Driven Dynamic Reconfiguration of Architectural Variants (merge two Ds to a B)
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3.1. Reconfiguration of Variants

From the perspective of an optimizing compiler, the ideal reconfigurable machine consists of
fixed components like ALUs or register banks. Reconfiguration means to switch the build-
ing blocks alternatively during program execution. Figure 3.1 shows our reconfigurable
QuadroCore (see Section 4.1), which offers two possibilities for reconfiguration. The solid
lines represent the default connections between the components: Each processor consists of
an ALU which is connected to an instruction decoder, a register bank, and a local memory.
Consequently, the default mode corresponds to a MIMD execution where each processor can
only access its own register bank.

RB0ALU0

Mem0

DEC0

RB1ALU1

Mem1

DEC1

RB2ALU2

Mem2

DEC2

RB3ALU3

Mem3

DEC3

Reconfigurable register banks:
(1) processor can use registers of other processors temporarily
(2) processor can communicate using shared registers

External Memory

SIMD mode:
first decoder forwards results to ALUs of other processors
other decoders turned off to safe power

Figure 3.1.: Reconfiguration of variants

In the SIMD mode, there is only one instruction stream decoded by the first processor,
but executed on all processors with different data. This is indicated by the thin dashed lines
between the instruction decoder of the first processor as well as the ALUs of all processors.

The second reconfiguration targets the connection between the ALUs and the register
banks and is signified by the thick dashed lines. A processor can use registers of another
processor temporarily to avoid expensive spilling. Furthermore, registers could be used in a
shared manner to establish a fast communication.

As mentioned above, the feasible alternatives of an architecture enabled by such recon-
figuration are denoted as variants. Multiple associated variants like MIMD and SIMD form
a reconfiguration dimension. In general, a variant might also combine multiple variants of
different dimensions. Figure 3.2 illustrates the 2-dimensional space for the two dimensions
offered by the architecture shown in Figure 3.1. The first dimension called parallelization con-
sists of the SIMD/MIMD modes as well as the trivial single processor mode. The second
dimension register access comprises multiple variants of the connections between ALUs and
register banks (see Section 10.2.1), whereas our approach is limited to arbitrary mappings
and focuses on the actual reconfiguration of register connections.

Structure In the following, we consider five selected reconfiguration dimensions more in
detail with respect to the QuadroCore. Figure 3.3 illustrates the proposals which are num-
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Figure 3.2.: Space of reconfiguration variants

bered in clock-wise order. This thesis focuses on the first two dimensions, which are char-
acterized in Section 3.1.1 and Section 3.1.2. The remaining ones are mentioned briefly as
further ideas which could be studied in future (see Section 3.1.3 to Section 3.1.5). The con-
cepts evolved for the first two dimensions are presented in Part III and Part IV, while the
evaluation can be found in Section 13.3 and Section 13.4, respectively.

DEC

ALU

�� ��

DEC

ALU

� � ��

DEC

ALU

� � ��

DEC

ALU

� � ��

DEC

ALU

� � ��

ALU ALU ALU

MIMD mode

SIMD mode

P P P P

a0=b0+c0 a2=b2+c2 a3=b3+c3

a0 b0 c0
... a1 b1 c1

... a2 b2 c2
... a3 b3 c3

...

c0 c1 c2 c3

a = b + c  (with 64 or 128 bit integers)

Memory

P P P P

RB RB RB RB

Reconfigure connections to register banks

P

P

P

P

. . .

. . .

Pipeline topology

Standard topology

a1=b1+c1

� �

�

�

Figure 3.3.: Reconfiguration variants of CoBRA

3.1.1. Reconfiguration of Parallelization Paradigm

In the MIMD mode, all processors execute disjoint instruction streams on different data. This
behaviour is beneficial for unstructured or non-regular program code with a high degree of
ILP. Importantly, this does not imply that the data accessed by the processors is always
disjoint in general.

Many programs of the multimedia domain or scientific computations have a regular struc-
ture which is best suited for SIMD execution. Instead of providing four machine programs,
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only one instruction stream is executed by all processors on different data simultaneously.
The instructions are decoded by the first processor which forwards the results of the decod-
ing to the ALUs of all processors. As a result, the remaining instruction decoders can be
turned off in order to lower the energy consumption. The usage of one instruction stream
instead of n ones, where n corresponds to the number of processors, may reduce the code
size by factor n. With respect to the QuadroCore comprising four processors, the code size
would be shrunk by 75%.

SIMD/MIMD Reconfiguration Switching between MIMD and SIMD execution becomes
useful, if programs executed on the multi-core contain both regular and non-regular struc-
tures. Instead of deciding statically for one execution mode, the compiler can identify the
parts of a program suited for MIMD or SIMD execution and insert appropriate reconfigura-
tion instructions between them. Surely, turning off the instruction decoders in SIMD mode
only makes sense if its duration is greater than the startup time of the decoders.

For instance, aggregation network access node, like DSL Access Multiplexers (DSLAM),
may transcode multimedia data to suit the customer’s equipment. Consequently, the soft-
ware executed by such devices probably contains regular structures for multimedia com-
putations as well as non-regular structures for tasks related to the actual transmission. The
QuadroCore represents the ideal target machine for such reconfiguration, because it has orig-
inally been developed for networking applications and consists of four homogenous cores.

Low Parallelism If there is not enough parallelism available in some situations, a subset
of the four processors can be used for execution. Hence, the other processors can be shut
down completely to save a lot of energy. This idea works both in SIMD and in MIMD mode.
A special case is the usage of a single processor when no parallelism is available or the
effort in communication between multiple processors is larger than the speedup gained by
parallelization.

For simplification, this thesis concentrates on the reconfiguration between SIMD and MIMD
execution. We have developed an original approach called CHARISMA2, which is pre-
sented in Part III. Switching between different numbers of processors is not handled. In
a prior research project, we already studied a similar scenario where machine code needs
to be adapted to a superscalar processor at load-time by regarding the types and numbers
of its functional units. Thereby, we developed an original approach for efficient load-time
scheduling based on code annotations generated by the compiler [85]. The annotations en-
able a fast adaption of a program to a certain target machine in linear-time. Obviously, the
evolved analysis techniques could be re-used to realize switching to modes using only a
subset of the processors.

Reconfiguration of Granularity In principle, a multi-core architecture may also adapt to
different levels of parallelism like instruction, loop, or task. Currently, the CoBRA compiler
only exploits fine-grained parallelism within basic blocks (see introduction of Part II). The
basic idea idea of reconfiguring the granularity has been discussed briefly in Section 1.3.

2Compiler Handles Architectural Reconfiguration Integrating SIMD MIMD Automatically
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3.1.2. Reconfiguration of Register Access

With the default configuration, each processor can only access its own register bank. If a
processor needs temporarily more physical registers than available, it must spill register val-
ues to memory, while a different processor may not use all of its registers. A reconfiguration
of the connections between ALUs and register banks offers more freedom in exploiting all
registers of the multi-core. A processor can temporarily use registers from other processors
instead of executing costly spill code.

Furthermore, reconfiguration may establish shared registers which can be used to speed
up communication. By default, register values are exchanged via the external memory or a
dedicated register bank (see Section 6.1.1), whose access times are much larger than reading
or writing the registers of a processor.

Consequently, reconfiguring the connections to the register banks has two benefits: (1)
exploiting additional registers and (2) fast communication using shared registers. The sec-
ond advantage will only be visible, if multiple processors are targeted, of course. The first
benefit can also be observed for a single processor which owns more physical registers than
architecturally available. One example is the S-Core processor employed in the QuadroCore,
which has two register banks that can only be used alternatively by default. Reconfiguration
helps to exploit additional registers normally not available to a program in order to avoid
expensive spill code.

Reconfiguring the connections to the register banks is addressed in detail by Part IV, which
presents our approach denoted as CAPRICoRn3. The first prototypical implementation re-
quires that reconfigurable register access is used throughout a complete program. Further-
more, we allow arbitrary mappings to the physical registers and do not distinguish between
local and remote accesses (see Section 10.1.3). A more general register architecture is pro-
posed in Section 10.2.

Emulation of Register Queues Now, we focus on a special alternative of reconfigurable
register access, which may be used to compensate the high register pressure of software-
pipelined loops [104, 2]. The fundamental idea of software pipelining is to interleave multi-
ple iterations of a loop in order to speed up its execution. But such restructuring increases
the life-time of variables as well as the number of simultaneously live instances of a variable
as illustrated in Figure 3.4. Typical VLIW machines provide register queues [164] to reduce
the life-times of values. Such behaviour can be emulated by using the registers of all proces-
sors block-wise for different instances of variables from interleaved loop bodies. However,
this proposal is not studied further in this thesis.

Combination of SIMD/MIMD and Register Banks The key idea of CoBRA is to combine
multiple variants in order to get the optimal machine configuration for a certain piece of
code. As this thesis concentrates on SIMD/MIMD reconfiguration and reconfigurable regis-
ter banks, we study also the joint application of such methods. For instance, a SIMD mode
may use reconfigurable registers for fast communication or to permute variables, which is a
quite common operation for SIMD.

3Compiler Anticipated Processor Register Inter-Connected Reconfiguration
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Figure 3.4.: Alternative usage of reconfigurable register banks for software pipelining

Figure 3.5 gives an example of a loop which benefits from both variants: Vector parallelism
can be exploited by unrolling the loop according the number of processors and vectorizing
the code. Additionally, the value f used as a factor in each computation may be stored in a
shared register accessed by all processors to speed up communication.
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for (i = 0; i < N/4; i += 4)
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  a[i+2] = b[i+2] * f;
  a[i+3] = b[i+3] * f;
}

unrolling by factor 4

P
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Figure 3.5.: Example of jointly using SIMD mode and reconfigurable registers

3.1.3. Reconfiguration of Machine Topology

The parallel execution of code is only useful if a program offers enough parallelism to use all
the processors. For some applications which consist of dependent tasks like e.g. encryption,
compression, or error correction, a pipelined execution could yield much better results. An
obvious benefit is the interleaving of multiple computations to achieve a higher throughput
compared to a MIMD execution. As each processor operates only on the local data of its
subproblem, the data caches should be exploited better. The communication between the
pipeline stages could be realized using shared registers established by a proper reconfigura-
tion.
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3.1.4. Dynamic Assignment of Special Functional Units

Instruction Set Extension (ISE) is a common technique to better support certain application
domains. For instance, networking applications perform CRC checks to detect errors after
transmission or use cipher like DES to encrypt strictly confidential information. The ex-
ecution of such applications can be accelerated, if special instructions are introduced that
combine frequently used sequences of operations. The new instructions can either be added
to an existing processor or implemented in new functional units. In order to save chip area,
the number of those special units would probably be smaller than the number of processors
in our example.

Reconfiguration could be used to dynamically connect the special units to the processors
where needed. Given a source code program, the compiler could first determine a set of
hardware accelerators to speed up the execution of that application. In a second phase, it
could compute a mapping of the processors to this set for each time instant.

3.1.5. Combination of Instructions between Processors

ISE means to add new operations to an existing instruction set. Such operations often re-
sult from a combination of already existing instructions. Operations could also be joined on
a higher level: Multiple equivalent instructions executed on different processors could be
combined to achieve 64-bit or 128-bit arithmetics. This would demand a preceding synchro-
nization of the participating processors before the wide computation. As such synchroniza-
tion comes at a certain costs, the feasibility of combining instructions has to be estimated
carefully by the compiler.

Additionally, special instructions may be useful, which are executed on multiple proces-
sors only if some cores are not used temporarily. For instance, a 64-bit addition can be ex-
ecuted on one processor, if no further unit for a parallel computation is available. Alterna-
tively, two processors would be combined to a 64-bit core to perform the addition as a single
operation.

3.2. Application Scenarios

Compiler-Driven Up to now, we have assumed implicitly that the compiler knows the
targeted reconfigurable machine and especially the provided variants precisely. With these
prerequisites, a compiler can use program analysis to determine the best variants for a given
application. The resulting machine code can be executed directly on the hardware which
reconfigures itself according to the reconfiguration instructions in the program. This scenario
is called compiler-driven reconfiguration in the following, because the compiler is the central
tool in this case, which makes all decisions before execution.

Remarkably, machine code generated in this scenario does not need exclusive access to
a target machine. With respect to the QuadroCore, a program may only use two of the
four processors for execution. This is no restriction, as long as the compiler is aware of this
information or a multi-tasking operating system is used.
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Compiler-Supported In some situations, the compiler might lack information to decide
e.g. which variants are best-suited for a certain program or when the machine should be re-
configured. For instance, the compiler might not know how many processors will be avail-
able for execution. Further motivating examples are given in Section 3.2.2.

Hence, some decisions and computations have to be deferred to the load-time or even
run-time of a program. Basically, scheduling and preparing reconfiguration would need to
be delayed partly or even completely. For efficiency reasons, some analysis results needed
at load-time may already be computed at compile-time and stored as code annotations. In
the following, this scenario is called compiler-supported reconfiguration, because the compiler
can prepare some decisions made later.

Structure In this section, we suggest the structure of systems for the two mentioned sce-
narios. This includes a rough overview of the tasks which need to be performed by the
compiler or other tools of the systems. Furthermore, we deal with the temporal order of
such tasks according to the considered scenarios. Section 3.2.1 presents the structure of
the system for the compiler-driven reconfiguration, while Section 3.2.3 concentrates on the
compiler-supported reconfiguration. Section 3.2.2 discusses a couple of situations where
compiler-supported reconfiguration is needed.

The prototypical implementation of CoBRA considers only compiler-driven reconfigura-
tion. The concepts for the compiler-supported counterpart have to be refined and will be
evaluated in the future.

3.2.1. Compiler-Driven Reconfiguration

First Proposal In the standard scenario, the compiler knows all details of the reconfigur-
able machine. Consequently, it can exploit the results of program analysis best to generate
a machine program which uses the variants supported by the target machine to improve
resource efficiency. Importantly, all decisions about reconfiguration and scheduling can be
made at compile-time.
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Compiler

run-time
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01010
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11011

machine code

source code

Code
Generation

Code 
Integration

Analysis

Variant 1

addi
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...
movi
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Variant n
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...
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. . .

Figure 3.6.: Structure of system (compiler-driven reconfiguration)
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Figure 3.6 illustrates the rough structure of the system consisting of compiler and recon-
figurable machine. At first, the compiler analyzes the given program in order to get infor-
mation required by succeeding phases. For example, a reconfiguration between SIMD and
MIMD execution requires an analysis of inherent parallelism in a given piece of code. Ad-
ditionally, the program code might be split into several parts which are handled separately
later. Such a partitioning can also rely on the structuring of a function into basic blocks.

The second phase generates machine code for all parts of a program by using the n avail-
able variants. For instance, it may employ well-known scheduling and vectorization tech-
niques for a SIMD/MIMD reconfiguration. As a result, we get n schedules for each part
according to the number of supported variants.

Hence, a code integration is performed which comprises two basic tasks: (1) selection of the
best variant for a certain program section, and (2) placement of reconfiguration instructions.

Finally, the resulting machine program can be improved by applying local optimizations
like peepholing or performing techniques with a larger context like code re-ordering or even
re-scheduling. This phase is not shown for simplification.

Second Proposal Alternatively, the compiler could first perform some analyses in order
to decide which variants could be useful for the execution of a given program. For example,
a high register pressure could indicate a need to reconfigure the connections to the register
banks. After restricting the sets of feasible variants, machine code would be generated based
on the analysis results gained so far or by conducting more specific analysis. Then the best
results would be chosen as also done by the above strategy.

At the first glance, this idea is better, because it would reduce the effort for the compiler
by restricting the set of considered variants early. On the other hand, the quality of gener-
ated code would depend heavily on quite rough decisions based on imprecise information.
In terms of the example given above, the analysis could only make a rough estimate of the
need for a reconfiguration by considering the register pressure. But it could not anticipate
precisely which decision is the best one. Furthermore, it would not be clear how to resolve
the interaction between several variants. The compiler would have to foresee if the appli-
cation of a certain variant could impede the simultaneous usage of another one or even
excludes it. Such a problem cannot occur with the proposed concept, because it considers all
combinations and selects the best one.

3.2.2. Need for Compiler-Supported Reconfiguration

Load-Time If the compiler lacks crucial information about the targeted machine, some de-
cisions concerning reconfiguration or scheduling cannot be made at compile-time. In terms
of the QuadroCore, the number of available processors may not be known to the compiler:
Firstly, multiple programs could compete for access to the machine and no multi-tasking
operating system is available. Instead of granting exclusive access to only one program, the
four processors could be split among multiple programs to ensure optimal resource usage.

Secondly, one or more processors might be defect due to a hardware failure. This case
comprises a number of very challenging dependent problems like recognizing hardware
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bugs or determining the effects to other components. For simplification, we abstract from
the hardware details and conclude that the number of available processors is first known at
load-time in the two mentioned situations.

Run-Time The number of available processors might also change at run-time. For instance,
a program could finish execution or request more processors from the operating system. We
omit any extensive discussions about handling requests from programs as well as associated
aspects like process management and priorities.

Furthermore, hardware defects might crash some processors used by a currently execut-
ing program. We believe that this situation is the most complicated one, because there is a
multitude of challenges for both hardware and software. The hardware aspects have already
be mentioned above. On the software level, a transaction concept would be necessary to re-
store a previous program state for the affected processors. Obviously, a potential solution
would probably be too complicated and inefficient.

As a consequence, we consider only the two situations where a program finishes execution
or successfully requests more processors. In both cases, the other programs could be notified
of the event by a special interrupt. Basically, a concept for the load-time scenario could be re-
used here in order to adapt program code to the new requirements. Additionally, the current
state of a running program needs to be saved temporarily and restored after scheduling has
been finished. Such a state has to be suited according to the number of processors which
introduces further challenges.

Conclusion This thesis contributes a unique methodology for reconfigurable computing
based on variants of an architecture. Our effort has been focused to the compiler-driven
reconfiguration so far. Hence, we neglect situations where the machine is first known at
load-time or might even change unexpectedly during run-time. For completeness, the next
subsection presents some rough, but not yet concise ideas.

3.2.3. Compiler-Supported Reconfiguration

If the properties of the target machine are not known precisely at compile-time, some effort
must be delayed to the load-time or even run-time of a program. Several example situations
are discussed in Section 3.2.2. For simplification, we focus on the load-time scenario and
assume that the number of processors is not known at compile-time, but first at load-time.

Concretely, two fundamental tasks can first be done at load-time: Scheduling needs to
know the exact number of targeted processors in order to generate a proper executable ma-
chine program. Many decisions concerning reconfiguration are also dependent on the number
of processors. For instance, it does not make any sense to generate code for MIMD or SIMD
execution, if actually just one processor is available.

Scheduling At first, we concentrate on the scheduling aspect: A naive solution would
be to perform the entire scheduling including dependence analysis at load-time. Instead,
we propose to use code annotations which are computed by the compiler and contain all
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necessary information to enable an efficient load-time scheduling. We already developed a
similar approach [85, 86] for superscalar processors which could be adapted for multi-cores.
Hence, an obvious idea is to treat the processors of the QuadroCore as functional units of a
superscalar processor or a VLIW machine (see Section 4.2.1). More details about our concept
are presented in Section 5.3.2.
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Figure 3.7.: Structure of system (compiler-supported reconfiguration)

Reconfiguration To our best knowledge, no approaches exist yet where reconfiguration
is prepared at compile-time by computing code annotations. At first, we propose a rough
structure of the system for this scenario. Then we discuss briefly the challenge of partitioning
the effort among compile-time and load-time.

A feasible structure could be organized according to Figure 3.7. In contrast to Figure 3.6,
the compiler only analyzes a program to determine some information like dependence rela-
tions, parallelism, etc. Then it generates abstract code which has not been scheduled yet for
a concrete machine. Finally, the information are encoded in annotations and attached to the
code.

At load-time, the abstract machine code is adapted to the concrete target machine by
scheduling and selection of appropriate reconfiguration variants. For further information
about load-time scheduling based on annotations, the reader may refer to Section 5.3.2. The
annotations might also be used to generate code for several variants. For instance, depen-
dence relations and parallelism are a necessary input for any scheduling or vectorization
technique. A succeeding code integration phase chooses the best results and inserts recon-
figuration instructions between program sections using different variants. As a last step, an
executable machine program is generated which can be invoked immediately by the multi-
core.

Balancing of Tasks Obviously, the annotations can reduce the effort in scheduling at load-
time dramatically. But the code generation phase of CoBRA can only benefit partly from it:
If we consider different parallelization paradigms like MIMD or SIMD, information about
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dependences and parallelism will probably be quite beneficial. But preparing a reconfig-
uration of the connections to the register banks at compile-time seems to be impossible, if
register allocation is performed after the scheduling. The precise schedule is first known at
load-time which implies that life spans can first be computed then. Hence, the main effort
would be shifted from compile-time to load-time. We believe that similar observations could
be made for other reconfiguration dimensions like those covered in Section 3.1. Up to now,
we have not yet developed any concepts for either scenario.

Summary As a summary, we presented the rough structure of a system for the compiler-
supported scenario. For a practical implementation, it seems to be useful to realize the de-
sired reconfiguration dimensions for the compiler-driven scenario first. This should yield
important experience concerning the partitioning into subtasks as well as the appropriate
times when to perform such tasks. Afterwards, the evolved concepts can be extended to the
scenario handled here by deciding which tasks can or have to be done at compile-time or
load-time.

3.3. Compiler for Reconfiguration of Variants

Section 3.2.1 proposed a structure of CoBRA for the compiler-driven scenario. From now on,
the compiler-supported case (see Section 3.2.3) is ignored. This section concretizes the struc-
ture of the compiler step-wise with respect to the reconfiguration dimensions considered in
this thesis (see Section 3.1).

In principle, the relevant excerpt from the structure looks as shown in Figure 3.8. After
an analysis, code generation is performed for several variants. Finally, the code integration
phase selects the best resulting schedules for each program section and places reconfigura-
tion instructions between them. This scheme will be denoted as CoBRA component in the
following.

code output

source code

Code
Generation

Code 
Integration

Analysis

Variant 1

addi
subi
...
movi
mul

Variant n

subi
addi
...
mul
movi

. . .

Figure 3.8.: Structure of compiler (in principle, single decision point)

In general, a compiler supporting reconfiguration of variants may have an arbitrary num-
ber of dependent CoBRA components (see Figure 3.9). Such structure can be useful when
employing multiple variants that belong to different dimensions not related to each other.
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Suitable examples are the two dimensions parallelization and register access. At first, a sequen-
tial program may be parallelized using different paradigms like SIMD, MIMD, or single pro-
cessor. Then, a register allocation can be performed based on reconfiguring the connections
to the register banks. Thereby, different variants of connections like arbitrary or restricted
mappings may be considered (see Section 10.2.1).

Alternatively, the compiler may just produce several results by parallelization and register
reconfiguration followed by a single code integration phase.

source code

. . .

. . .

code output
Code 

Integration

Analysis

Variant 1 . . . Variant n

CoBRA . . . CoBRA

Figure 3.9.: Structure of compiler (in principle, multiple decision points)

The next subsection discusses the exemplary integration of this scheme into a parallelizing
compiler backend. Section 3.3.2 deals with the code integration phase.

3.3.1. Prototypical System

Figure 3.10 illustrates the structure of a compiler backend for the dimension parallelization
in detail. At first, the compiler performs some classical tasks to optimize the intermedi-
ate representation and to generate an abstract machine program. Then, it computes the
dependences between the machine operations and determines the fine-grained parallelism.
The core part of the backend parallelizes the sequential code using a couple of schedul-
ing [82, 56, 104, 2, 116] and vectorization techniques [127, 5, 107, 91]. The code integration
selects the best results and places reconfiguration instructions between them, if necessary.
Registers can be allocated using conventional techniques like graph coloring [32] or by em-
ploying reconfiguration of register banks (see Part IV). Finally, a peephole optimization is
performed.

An important challenge affects the granularity of the code integration: The referred schedul-
ing and vectorization techniques operate on quite different contexts such as basic blocks,
loops, or traces. For the first prototypical implementation, it seems to be easier to focus on
one context like a loop or a basic block as a reference unit. The benefit would be a much
easier implementation, because the results for each unit would have an equivalent function-
ality. Hence, the code integration could compare these results easily and select the best ones.
Else, a schedule for a loop might correspond to multiple schedules for the basic blocks of the
loop. Furthermore, additional glue code would be needed for software-pipelined loops in
order to integrate them into a machine program.
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Figure 3.10.: Structure of compiler (for dimension parallelization)

Consequently, we decided to focus on the basic block level for simplification. The intro-
duction of Part II refers to additional discussions about the level of the parallelization.

3.3.2. Code Integration

The code integration has to perform two tasks: (1) selection of the best variant for a cer-
tain program section, and (2) placement of reconfiguration instructions between the resulting
schedules. In this section, we focus on the selection task which is often denoted as code in-
tegration for simplification. The placement task is neglected, because it is irrelevant for the
current prototype of the CoBRA compiler as motivated below. The development of a concept
for the code integration which handles both issues will be part of future work.

According to the previous subsection, we require that the variants have been applied on
basic block level and consider a reconfiguration between SIMD and MIMD execution. The
sequential code of each basic block is parallelized in two ways using both a scheduling and a
vectorization. Hence, the code integration gets two schedules for each basic block which can
be evaluated using different characteristics like runtime, code size or energy consumption
(see Figure 3.11). A combination of such properties can be used to select the best schedule for
each basic block. The current implementation of the SIMD/MIMD reconfiguration considers
the estimated execution time only.

In general, a schedule can consist of multiple sections employing different execution modes
with reconfiguration code between them. For instance, the vectorization technique used by
the CoBRA compiler may also produce some MIMD code, if there is not enough SIMD par-
allelism available (see Section 8.3). If adjacent basic blocks end or start in different modes,
reconfiguration code must be inserted between them. The overhead in reconfiguration can
be used as an additional criterion for the selection of the best results.

As a consequence, the selection can be performed using two kinds of strategies: A local
strategy just considers single basic blocks. Hence, it can estimate the locally best results, but
neglects the effort in reconfiguration between blocks. This may lead to suboptimal results,
if high penalty costs are caused by many reconfiguration points or data re-organization. For
instance, a reconfiguration from MIMD to SIMD mode requires to arrange the register values
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Figure 3.11.: Model of code integration

in a certain manner not guaranteed in MIMD mode (see Section 8.4).

A global method can yield better results by taking a larger context of the Control-Flow-
Graph (CFG) into account. For instance, it may consider the predecessors and successors of a
basic block, frequently executed paths of the CFG (traces) [56], or a complete function. Please
note that the code generation is still assumed to be done on basic block level. Schedules for
the considered basic blocks are selected by taking the mentioned properties as well as the
overhead of reconfiguration between basic blocks into account.

The current implementation requires that branches are executed in MIMD mode (see Sec-
tion 8.2.3). If a basic block ends with SIMD code, the execution mode will be switched
to MIMD afterwards explicitly. As a consequence, there is no need for a global selection
heuristic or placement of reconfiguration code between basic blocks. Hence, the prototypi-
cal implementation of the CoBRA compiler provides a local code integration only.

For simplification, the code integration is performed immediately after applying schedul-
ing and vectorization. In order to get best results, the effect of succeeding phases like inser-
tion of communication instructions (see Section 6.1.2), data re-organization (see Section 8.4),
register allocation, and re-scheduling must be taken into account.
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CoBRA4 has been evaluated using the QuadroCore, a multi-core of four tightly-coupled
processors called S-Core [21, 105]. The processors of this homogenous machine own sepa-
rate register banks and can communicate via a shared memory. Programs executed on the
QuadroCore can benefit from reconfiguring the parallelization paradigm or the connections
to register banks. Hence, the QuadroCore is used as a reference architecture throughout this
thesis.

Challenges A fundamental aspect of our research was the development of a parallelizing
backend for the QuadroCore as a starting basis for the CoBRA compiler. The present part
concentrates on three major challenges which had to be solved during the development:

The data objects and operations of a sequential program must be partitioned across the
processors such that the inherent parallelism is exploited best while the number of inter-
processor dependences is kept low. Communication code has to be inserted into the schedule
to transport register values between the processors. Memory data objects are not affected by
the communication as motivated later. The overhead of communication can be minimized
by proper placement strategies. As the processors execute their instruction streams asyn-
chronously, inter-processor dependences need to be respected by inserting synchronization
operations.

Our current prototype of the CoBRA compiler only exploits Instruction-Level Parallelism
(ILP) in basic blocks. Section 4.2.4 motivates our decision from the perspective of paralleliz-
ing sequential programs for the QuadroCore. Section 3.3.1 argues that the code integration
is simplified a lot due to this decision. Reconfiguring the granularity of parallelization has
been discussed in Section 1.3.

As a consequence of our decision, this part does not cover other levels of parallelism like
Loop-Level Parallelism (LLP) or Thread-Level Parallelism (TLP), which may be supported
in a future version of CoBRA. Furthermore, we do not deal with concrete scheduling tech-
niques like software pipelining [104, 2] or trace scheduling [56, 37]. For both topics, the
reader may refer to the literature.

Structure According to the three mentioned challenges, this part is structured as follows:
Chapter 4 outlines the basic structure and concepts of the parallelizing compiler backend,
which is generated partly from a specification of a VLIW model for the multi-core. Before,
we give a short overview of the QuadroCore.

Chapter 5 explains the two-phase processor partitioning method of the CoBRA compiler,
which is based partly on affinity graphs. Furthermore, a holistic concept is proposed, which
assigns both data objects and instructions to the processors of a homogenous multi-core
jointly. Last but not least, we introduce a concept enabling load-time scheduling for such
machines, that also relies on the mentioned affinity graphs. This idea can be applied for
the second application scenario discussed in Section 3.2 which requires an adaption of the
machine code at load-time.

The first part of Chapter 6 explains the communication mechanism of the QuadroCore,
which is used to transport register values between the processors. Then we present sev-
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eral strategies to place special copy instructions supported by the implementation of the
mentioned mechanism. The second part handles inter-processor dependences, which are
caused by the communication of register values as well as accesses to memory data objects.
We introduce the mechanism for barrier synchronization provided by the QuadroCore and
present the barrier placement strategy of the CoBRA compiler.
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4 Compiler for QuadroCore

This chapter introduces the QuadroCore, which is used as a reference architecture in this
thesis, and explains the fundamental aspects of its parallelizing compiler backend. At first,
Section 4.1 provides some basic knowledge about the QuadroCore. The description com-
prises a short characterization of a massively parallel architecture based on the QuadroCore,
as well as the employed S-Core processors.

Section 4.2 deals with the basic structure and concepts of our parallelizing compiler back-
end for this multi-core. As our compiler exploits ILP, the QuadroCore was modelled as a
VLIW machine, which was specified using our high-level processor specification language
UPSLA. The corresponding UPSLA compiler can generate machine-specific parts of a com-
piler backend as well as a cycle-accurate software simulator. Scheduling is performed on
basic block level using list scheduling for simplification.

By default, all processors operate in a MIMD manner, i.e. they execute disjoint instruction
streams on different data. For program parts with a regular structure, the QuadroCore can
be switched to a SIMD mode where a single instruction stream is executed by all processors
on different data simultaneously. The SIMD/MIMD reconfiguration is covered by Part III.

4.1. Reference Architecture

Most of the explanations in this thesis are based on the QuadroCore as a reference archi-
tecture, which was developed in the GigaNetIC project [21]. The project aimed at devel-
oping high-speed components for networking applications based on massively parallel ar-
chitectures. A central part of the project was the design, evaluation, and realization of a
parameterizable network processing unit. The developed architecture is shown in Figure 4.1
and consists of several embedded QuadroCore multi-cores, which are arranged in a hierar-
chical system topology with a powerful communication infrastructure. Each multi-core is
connected via an on-chip bus to a so-called switch box, which allows to emulate arbitrary
on-chip topologies. Additional hardware accelerators can be used to improve the flexibility
and throughput of the system as well as to reduce the energy consumption.
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Figure 4.1.: System architecture based on embedded multi-cores
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4.1 Reference Architecture

QuadroCore The structure of a QuadroCore is shown in Figure 4.2. Each multi-core con-
sists of four 32-bit RISC processors called S-Core [105], which is explained below. The mem-
ories provide 8, 16, or 32-bit transfers. Accesses to the external memory are managed by the
bus arbitration, which works in a round-robin fashion.

RB0

sixteen 32-bit registers per bank

P0 Mem0

Memory

local memory for program code and runtime stack

RB1

P1 Mem1

RB2

P2 Mem2

RB3

P3 Mem3

external memory for global data

Figure 4.2.: Structure of QuadroCore

S-Core The S-Core is a straightforward 32-bit load/store architecture with big-endian byte
order, which is binary compatible with Motorola’s M-Core M200 architecture [122]. The pro-
cessor has been developed as a soft core using the hardware description language VHDL.
Additionally, we have an ASIC implementation using the ULSI technology provided by In-
fineon, which currently allows feature sizes of 130 nm. Currently, the chip area needed for
one S-Core is less than 0.2 mm2.

Each S-Core exhibits two register banks of 16 registers each, which can be used alterna-
tively in user mode. This offers an efficient realization of context switches or interrupt han-
dling. The parallelizing compiler presented in this section supports only the first register
bank. Obviously, the usage of both register banks is a special case of reconfiguring the regis-
ter banks covered in Part IV. Furthermore, each S-Core has a local memory, which contains
its executable machine code and its runtime stack.

All machine instructions have a fixed length of 16 bits with 2-address format. Conse-
quently, this results in high code density and reduces memory demands for the application
in embedded systems like network devices.

Local and External Memory Accesses An access of the external memory has a greater
latency than a local memory access due to the bus arbitration. In order to compute a par-
allelized schedule which resembles the actual execution as good as possible, the CoBRA
compiler tries to anticipate the execution time of a memory instruction by a static analysis.
It decides if such an operation will access the local or external memory during run-time.

Clearly, the analysis cannot determine the accessed memory in all cases, because of incom-
plete information at compile-time. Furthermore, a pointer passed to a function may point
to data in local or external memory for two distinct calls. If the accessed memory cannot be
determined with safety, the scheduling phase makes an optimistic assumption, i.e. treats an
operation as an access to the faster local memory.
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4.2. Parallelizing Compiler

The QuadroCore was modelled as a VLIW machine, because the CoBRA compiler exploits
ILP. Section 4.2.1 introduces the VLIW paradigm and compares it with superscalar proces-
sors. Then, Section 4.2.2 outlines a high-level machine model of the multi-core based on
a VLIW architecture. The specification of this model is used to generate machine-specific
parts of the compiler backend and our cycle-accurate software simulator. The structure of
the compiler backend as well as important conceptual details of certain phases are explained
in Section 4.2.3. Finally, Section 4.2.4 motivates our decision to parallelize on basic block level
using list scheduling.

4.2.1. VLIW Machines and Superscalar Processors

VLIW Machines A VLIW machine contains multiple functional units to exploit inherent
fine-grained parallelism on instruction-level. The program code consists of very large in-
structions words, which specify independent scalar instructions for each functional unit. All
functional units operate in lock-step according to a global clock. Figure 4.3 illustrates the
fundamental properties.

ClockFU FU FU FU

Figure 4.3.: Processing of very large instructions words in a VLIW machine

The concept of the VLIW architecture was developed by Fisher at Yale University in the
early 1980’s. Before he had worked on scheduling code for functional units and Instruction-
Level Parallelism (ILP) at New York University [55]. Fisher invented trace scheduling [56] as
a parallelization technique for VLIW to exploit fine-grained parallelism beyond basic blocks.
He recognized that the compiler and the architecture for the VLIW machine must be co-
designed in order fully expose the capabilities of the targeted hardware to the compiler. His
Ph.D. student Ellis developed the first VLIW compiler called Bulldog [50].

In 1984, Fisher left Yale University and co-founded the company Multiflow which pro-
duced the famous TRACE series of VLIW computers [37]. The TRACE machine could exe-
cute up to 28 instructions in parallel and was shipped around 1988. Unfortunately, Multi-
flow ended operation in 1990, because newer techniques enabled the production of multiple
issue processors on a single chip. A basic problem of the VLIW paradigm itself was the
object code incompatibility across VLIW architectures with different numbers or types of
functional units.

Superscalar Processors At the end of the 1980’s, superscalar processors became popu-
lar with the introduction of the first commercial single-chip superscalar microprocessors by
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Intel and AMD. The mainframe computer CDC 6600 developed 1965 by Seymour Cray is
often mentioned as the first superscalar design. Today, most RISC processors are based on
a superscalar design and even the instruction sets of CISC machines are implemented on
superscalar RISC micro-architectures.

Superscalar processors have much less functional units than a VLIW machine. A dis-
patcher issues machine instructions from a sequential code stream to the functional units,
where they are executed in parallel (see Figure 4.4). As a benefit, superscalar processors do
not require a code parallelization, while VLIW machines demand special instructions with
one operation per unit. On the other hand, a dispatcher can re-arrange instructions only
in a very constrained context of e.g. 4 consecutive operations in case of PowerPC hard-
ware [173]. A VLIW machine can exploit ILP best, because a corresponding compiler can
consider a larger analysis context than dispatcher hardware at run-time, e.g. a basic block
or a loop body. Additionally, more precise information about data dependences between
operations, especially memory accesses, are available due to prior program analysis.

FU

ClockFU FU FU FU

FU

FUD
is

pa
tc

he
r

Figure 4.4.: Differences between VLIW machine and superscalar processor

Stümpel et al. [155] demonstrated that an additional scheduling phase in the compiler
can increase efficiency of the dispatcher in a PowerPC 604. Scheduling in a compiler also
accounts for the types and numbers of functional units in the processor and hence optimizes
a program for a concrete target machine. But for mobile code in a heterogenous network with
superscalar processors, the types and number of functional units is not known at compile-
time. Hence, scheduling must be deferred to a later phase immediately before program
execution. We have developed an approach where the compiler determines code annotations
to enable efficient scheduling and register allocation with linear effort at load-time. The
method has been published in [85] and is also described more detailed in Section 5.3.2.

For simplification, we use the term VLIW interchangeably for architectures with multiple
functional units, although superscalar processors have much less functional units than the
famous TRACE computer. Hence, the QuadroCore is also regarded as a VLIW machine
with four general-purpose functional units. In contrast to a real VLIW machine, the proces-
sors of the QuadroCore operate on separate instruction streams in an asynchronous manner.
If one processor needs more time for an operation than assumed by the compiler, the re-
maining processors will not be stalled. Explicit synchronization is achieved via barriers (see
Section 6.2).
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4.2.2. Machine Model

In the GigaNetIC scenario [21], the compiler was primarily used to evaluate proposed vari-
ants of the base architecture. One important goal was cycle-accurate performance prediction
based on realistic application software, before corresponding hardware designs are avail-
able. Clearly, the compiler had to be easily retargetable when adding specialized super-
instructions or changing instruction timings. Hence, we described the QuadroCore by an
abstract machine model which was specified using our high-level machine specification lan-
guage UPSLA. The UPSLA compiler is employed to generate machine-specific parts of the
compiler backend as well as a cycle-accurate software simulator.

General Techniques The machine model provides a high-level view of the target pro-
cessor, i.e. it is reduced to just those aspects which are relevant for scheduling decisions at
compile-time. Consequently, the model describes the available functional units and regis-
ter banks of the processor as well as their capabilities and their connectivity [21]. A further
building block of the machine model is a description of the instruction set. The model de-
fines execution time, latency, semantics, and resource requirements in each clock cycle for all
machine instructions. The set of processor resources used by instructions abstracts far from
the actual hardware design. Hardware resources that contribute no discriminating schedul-
ing constraints can be safely omitted. Complex interactions between multiple interrelated
hardware resources are represented by a single virtual resource that only captures the result-
ing behaviour on the instruction-level [155].

VLIW Model of QuadroCore As mentioned in the previous subsection, the CoBRA com-
piler regards the QuadroCore as a VLIW machine with four general-purpose functional
units. Behaviour that affects more than one S-Core processor is modelled by two additional
pseudo units of the VLIW. The pseudo branch unit manages the common control-flow for
all four processors in concert, while the virtual synchronization unit is used to store barrier
instructions.

op op op
op op
x x x

op
x

op op op

CPU0 CPU1 CPU3CPU2

x x x x

x sync

SyncBranch

jump x

op op op
op op op

op op op

CPU0 CPU1 CPU3CPU2

sync sync sync sync

jump jump jump jump
four separate

programs

Figure 4.5.: Scheduling model and integration of pseudo unit instructions

The instructions of the pseudo units are integrated into all four code streams (see Fig-
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ure 4.5) immediately before emitting the code streams. However, the concept of central-
ized pseudo units guarantees structurally correct code after scheduling, without any artifi-
cial scheduling constraints. Additionally, the usage simplifies code transformations in later
phases like e.g. peephole optimization.

4.2.3. Structure of Compiler Backend

Figure 4.6 illustrates the structure of the compiler backend, which has been derived from an
existing backend for VLIW machines. In contrast to the original backend, it features three
additional phases which are highlighted in the picture and explained in the following.

Machine-Independent
Optimization 

Code
Selection

Register
Allocation

Peephole
Optimization

Scheduling

Processor
Partitioning

Re-Scheduling

Inter-Processor
Communication

Figure 4.6.: Structure of parallelizing compiler backend

At first, the intermediate representation is optimized using a set of well-known machine-
independent optimizations. Worth mentioning are copy propagation, common subexpression
elimination, strength reduction, and loop unrolling [1, 95]. The code selection phase trans-
forms an intermediate language tree representing one statement of the original source code
program into a sequence of machine instructions. Our code selection is based on a variant
of Bottom-up Rewrite Systems (BURS) technology [58] and generated from a tree grammar
to specify the capabilities of the target processor.

Processor Partitioning, Scheduling, Communication Processor partitioning decomposes
into partitioning of data objects and allocation of functional units, which is needed as input
for the scheduling. The data partitioning method is based on affinity graphs, while the func-
tional units are allocated using the BUG algorithm by Ellis [50]. Our concept is motivated
and explained in Chapter 5.

Scheduling performs automatic fine-grained parallelization for the S-Core based multi-
core. Fischer et al. [54] demonstrated that parallelizing compilers are very efficient for a
small number of processors. The parallelization is based on both machine-specific code gen-
erated from a description of the target machine as well as a library of hand-written schedul-
ing algorithms. The library includes several algorithms like list scheduling [82] and software
pipelining [104]. Currently, we use only list scheduling (see Section 4.2.4).
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According to Section 4.2.2, the scheduling phase treats the multi-core similar to a VLIW
machine with four general-purpose functional units and two pseudo units for branch and
synchronization instructions, respectively. Barrier synchronization is handled in detail by Sec-
tion 6.2.

Immediately after the scheduling, the remote data dependences between different proces-
sors are determined. This information is used for the placement of communication code to
exchange register values, which is described in Section 6.1.

Register Allocation The register allocation is performed simultaneously for all processors.
In the non-reconfigurable case, it considers only the first register bank of each processor. The
allocation heuristic is based on global register allocation by graph coloring [32]. Addition-
ally, it incorporates several improvements to reduce spill code and to avoid conflict edges in
the interference graph presented by Briggs et al. [24].

As each processor of the QuadroCore can only access its own registers by default (see
Section 4.1), registers of processor p must be allocated for an instruction executed by p. Si-
multaneously, a virtual register v may be accessed by different processors, although the data
partitioning (see Section 5.2) has assigned it to a single processor. Hence, v must be dupli-
cated before the register allocation in order to allocate physical registers of the corresponding
processors. Concretely, v is replaced by a newly created virtual register vp for each processor
p accessing v. Furthermore, communication code is added to copy its value from the defining
core to the using processors (see Section 6.1). As a consequence, a machine program result-
ing from a parallelization and the described transformation looks like written explicitly in
parallel (see Figure 4.7).

RB0 RB1 RB2 RB3

P0 P1 P2 P3

RB0 RB1 RB2 RB3

separate register banks!

CPU0 CPU1

def v
use v

CPU2
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CPU0 CPU1

def v0
cstw v0, o

cldw v1, o

CPU2

cldw v2, o
use v1 use v2

communication
+

duplication

allocate registers
of corresponding

processors

Figure 4.7.: Duplication of virtual registers

Re-Scheduling and Insertion of Barriers After register allocation and peephole optimiza-
tion, a re-scheduling is performed to produce a more compact schedule. Instead of just ap-
plying local optimizations to the existing schedule, the Data Dependence Graph (DDG) is
re-constructed and scheduled again. This phase also inserts barrier instructions on-the-fly
to ensure that remote dependences between processors are respected. Our compiler repre-
sents parallelized code as a VLIW schedule until synchronization code is inserted in order to
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yield separate code streams for an asynchronous multi-core. Section 6.2 introduces barrier
synchronization and compares asynchronous with synchronous execution. Furthermore, we
present the concept of the re-scheduling phase and especially the integration of barrier in-
structions.

4.2.4. Context of Scheduling Phase

Our first prototypical implementation of the CoBRA compiler parallelizes sequential code
by exploiting fine-grained parallelism on basic block level using list scheduling [82]. In
principle, our library of scheduling algorithms also includes different variants of software
pipelining [104] described in [133]. But the prototypical implementation was not technically
mature in order to apply it for real existing machines like the QuadroCore. We decided to
abstrain from an improvement of our software pipelining implementation due to several
reasons: Firstly, this thesis concentrates on reconfiguration of processors and not on imple-
menting a parallelizing compiler for the QuadroCore. Secondly, as such a compiler was not
available, unfortunately, we set focus on the most important challenges like processor parti-
tioning (see Chapter 5) and barrier synchronization (see Section 6.2). Thirdly, our simulator
does not provide a debugger or at least an interface to common debugging tools. Hence,
the debugging of parallelized code was already a very time-consuming task when using list
scheduling. The introduction of this part refers to further arguments with respect to the
CoBRA approach.

Management of Control-Flow The decision to schedule on basic block level implies that
the processors of the QuadroCore have a common control-flow during the execution of ma-
chine programs generated by the CoBRA compiler. Surely, more sophisticated scheduling
techniques like software pipelining or even the exploitation of coarse-grained parallelism
could enable a more independent instruction processing of the processors. This would also
reduce the number of barriers needed for explicit synchronization significantly.

Despite of this common control-flow, each processor of the QuadroCore has its own com-
pare register, which is also used by some arithmetic instructions. By default, a single com-
pare instruction is executed by one of the processors per conditional branch. A special
crsync instruction copies the result of a comparison to the other processors (see Figure 4.8)
to ensure that the branch condition is equal among all processors. This technique is also
known as collective branching [69]. In our case, the instruction writes the compare bit of the
denoted processor in the first half of the cycle and reads it in the second half. The processors
are synchronized by a barrier operation beforehand.

jump

cmp

CPU1

crsync 1
jump

CPU0

crsync 1
jump

CPU2

crsync 1
jump

CPU3

crsync 1

forward CR to other processors

Figure 4.8.: Exchanging of compare register
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Consequently, conditional branches have a significant overhead due to the additional bar-
rier and copy operations. In order to minimize such penalty costs, a compare instruction can
be executed in parallel by all processors. But this requires to copy the compared register val-
ues to each processor beforehand. Hence, the CoBRA compiler offers an alternative strategy
which creates multiple independent copies of induction variables and the accessing code to
reduce the costs of communication between the processors.
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5 Processor Partitioning

Motivation and Introduction Recent processor architectures often consist of multiple clus-
ters or cores to avoid the scaling problem caused by bottlenecks of centralized register files.
Instead, functional units, register files, and memory subsystem are partitioned to decentral-
ize the hardware design and meet technology constraints in terms of cycle time, area, and
power consumption. Some well-known examples are clustered VLIW machines, the IBM
Cell processor [132], and the RAW machine [158] mentioned in Section 2.3.5.2.

A major challenge for a compiler targeting such architectures is to partition data objects
and operations effectively to achieve a high throughput. Conventional approaches like the
famous BUG algorithm by Ellis [50] (see Section 5.1) focus only on distributing the operations
of a program but ignore the influences of partitioning data objects. This restriction might be
neglected for some VLIW machines, where the data partitioning is trivial (see Section 4.2.1).
One example is the architecture on the left side of Figure 5.1 which has only a single memory
and two register files for integer and floating-point values, respectively. Consequently, the
partitioning of register values and structured data objects is quite straightforward.

RB0 RB1 RB2 RB3

Memory

P0 P1 P2 P3

RB0 RB1 RB2 RB3

Multi CoreVLIW

Memory

Integer
ALU 1

Load/
Store
Unit

Integer
ALU 2
Mult.

Floating-
Point
ALU

Floating-
Point

Register
Integer-
Register

Figure 5.1.: Comparison of VLIW machine and S-Core based multi-core

In contrast to the asymmetric structure of a VLIW machine, the clear symmetry of the
QuadroCore (see Section 4.1) allows completely arbitrary assignments of register values and
machine instructions to the four processors (see right side of Figure 5.1). Obviously, the qual-
ity of scheduled code depends mainly on overhead of communication and synchronization
due to such assignments.

As a consequence, the current prototype of the CoBRA compiler partitions data and op-
erations in two phases. Firstly, a data partitioning is performed with an original method
using an affinity graph. Then, the functional units are allocated by the mentioned BUG al-
gorithm (see Section 5.1). We envision a holistic processor partitioning method based on
affinity graphs which considers both data objects and instructions jointly.

Structure At first, the work related to our approach is discussed in Section 5.1. Section 5.2
presents the Variable Affinity Graph (VAG) which is used to partition the variables of a
function. Section 5.3 outlines two interesting directions of future research: In Section 5.3.1,
we discuss a rough concept to merge both partitioning phases into a single approach. Early
ideas to an extension of our method for load-time scheduling are presented by Section 5.3.2.
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5.1. Related Work

The first and most famous approach for partitioning operations across functional units was
developed by Ellis [50] for the Bulldog compiler targeting early VLIW machines. The algo-
rithm called BUG performs a two-phase traversal on the DDG of a function. The bottom-up
phase determines those functional units which can be used for the execution of an operation.
On the way back, that functional unit is chosen for each operation which can make the result
available as early as possible for succeeding operations. The decision is based on both the
execution time of an instruction as well as the communication costs between a functional
unit and the register banks containing the operands. Consequently, the heuristic relies on a
partitioning of register variables to achieve satisfactory results. Otherwise, it would lack a
necessary basis for decision and could distribute the instructions based on their execution
times only. The outstanding advantage of BUG is its intuitiveness and simplicity compared
to more complex approaches outlined below. But as it does not produce the final schedule, it
cannot estimate the resource usage precisely. Consequently, the later scheduling could cause
disarrangements compared to the preliminary resource allocation determined by BUG.

Approaches like [92, 126] try to overcome this problem by integrating cluster assignment,
instruction scheduling, and register allocation in one procedure. The benefit is a holistic
method which is aware of all resource constraints in contrast to other compiler backends
with multiple phases for these tasks. But like BUG, these approaches focus only on parti-
tioning the operations and ignore the data objects.

Capitanio et al. [29] developed a code partitioning method for Limited Connectivity VLIW
architectures which consists of three phases: Firstly, a DDG is built from code for an ideal
VLIW machine. Secondly, a graph partitioning algorithm is applied in order to assign the
operations to the clusters. The partitioning uses a cost function which is based on the cutset.
Finally, data movement instructions are inserted to transport values between the clusters.
As in our approach, the problem of processor partitioning is reduced to a graph partitioning
problem. But to our best knowledge, this idea is not used for partitioning the data objects
and does not rely on edge weights to model affinities between operations.

Terechko et al. [159] studied the effects of partitioning values that are alive in a whole func-
tion or across multiple scheduling units for a clustered VLIW processor. Clearly, such global
values have a big impact on the schedule because of their long live ranges. Their results
have shown that trivial assignments, like mapping all these values to one cluster, can result
in a significant loss in performance. Furthermore, they present three advanced algorithms
for partitioning global values based on multi-pass scheduling and affinity of variables. We
consider only the first and most relevant solution at this point.

The affinities are computed for all pairs of variables and model the benefit of assigning
them to the same cluster. The computation is based on the number of operations on a path
in the DFG, the priority of an instruction [81, 80] as well as the execution frequencies of the
scheduling units. According to the paper, the latter data is gained by a prior profiling. But
to our best knowledge, there is no information how the parallelization for the profiling is
performed to exploit all available scheduling units. Due to the usage of affinities between
variables, the mentioned approach is partly similar to our concept. But the affinities are
not regarded as edge weights of a graph that is partitioned afterwards. Additionally, no
affinities between instructions are determined to achieve an allocation of functional units
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with a similar methodology.

Chu et al. [36] proposed an integrated technique for partitioning both data objects and
operations across multiple clusters. As both problems are quite complex and also interact
with each other, the approach is divided into two simpler subproblems that are solved in
a phase-ordered manner. The first phase performs a global partitioning of the data objects
which uses a rather simple view of the operations and data communication. The second
phase partitions the operations based on the results of the first phase.

At first, a program-level DFG is constructed where the nodes correspond to the opera-
tions in the program code. Memory operations and calls to memory management functions
(like malloc() in C) are annotated with information about the associated objects. By these
means, the effects of the operations can be estimated best. Then, all operations accessing the
same memory objects are combined followed by merging these objects. Finally, the DFG is
partitioned using the graph partitioning tool set METIS [94] which is also applied by our
approach.

The second phase uses an enhanced Region-based Hierarchical Operation Partitioning
(RHOP) which is explained in [35]. An outstanding property of the algorithm is the model-
ing of the resources and estimates of the schedule length. Edge weights are used to model
the affinities between operations.

As outlined later, the method by Chu et al. is more powerful than our approach and also
applicable for heterogenous clustered architectures in general. Our technique was devel-
oped primarily for our parallelizing compiler which has been used as a starting point for the
CoBRA compiler. We decided to keep the partitioning method as simple as possible while
trying to achieve a good performance for the QuadroCore.

5.2. Partitioning of Data Objects

In terms of the QuadroCore, three types of data objects need to be distinguished for the
partitioning: The register variables of a program have to be mapped to register banks of the
multi-core such that the costs in inter-processor communication are minimized. Local stack
variables need to be distributed among the processors whereas the access is restricted to just
one processor. Global variables do not need to be considered, because they are stored in
external memory and hencefore are accessible by all processors.

This section addresses partitioning of local variables using the Variable Affinity Graph
(VAG) with respect to the QuadroCore. In Section 5.2.5, we discuss some restrictions of our
approach motivated mainly by the symmetric structure of this machine. If the approach
should be used for asymmetric clustered architectures, the partitioning method must be en-
hanced by taking number and types of resources into account.

The nodes of a VAG correspond to the variables of a function. The affinities between
variables are modelled as edge weights and express communication costs that will occur, if
such variables are stored on different processors. The size of variables can be represented
by node weights in order to balance the register and memory requirements. The resulting
graph is partitioned using common graph partitioning techniques and additional heuristics
mentioned later to optimize the results.
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From the compiler’s view there are three important requirements: Firstly, the number of
VAG partitions should be at most as large as the number of target processors. Secondly,
the number should be optimal such that the total affinities of cut edges are minimized. As
a benefit, the communication costs between processors would be minimized, too. Thirdly,
the algorithm should partition a VAG into approximately equally sized partitions. The Co-
BRA compiler uses the graph partitioning tool set METIS [94], which meets the first and last
requirement. The second goal is achieved by a special heuristic.

Structure This section is structured as follows: At first, Section 5.2.1 introduces an example
to understand the basic idea of computing the affinities between variables and partitioning
them afterwards. Furthermore, variables and life spans are discussed as two feasible levels
of granularity. Our approach is based on the variables in the intermediate representation of
a program.

In Section 5.2.2, we present the computation of affinities in detail, which mainly depends
on the number and weight of statements where two variables are used together. The latter
input may either be determined statically or by considering profiling results.

The remaining parts deal with the actual partitioning of the VAG. Section 5.2.3 outlines a
simple heuristic to determine the optimal number of partitions. The decision is based on the
ratio between the sum of affinities of cut edges and the total sum of affinities.

Finally, Section 5.2.4 explains how to consolidate the partitioning of function parameters
predetermined by the calling conventions of the CoBRA compiler with the present method
of partitioning variables.

5.2.1. Introductory Example

We start with an introductory example (see Figure 5.2) to illustrate the basic idea of partition-
ing variables using a VAG. The nodes of the VAG correspond to the four register variables a,
b, x, y, the parameters c and d, as well as the loop variable i. For simplification, node weights
are neglected here. Edge weights accord to the affinities between two variables, which arise
from the number of statements where both variables occur together. To consider (nested)
loops, affinities could be multiplied by the loop counts of outer loops. In our example, the
affinities between register variables used together in the for-loop are always 100. This leads
directly to a partitioning into two parts.

Loop variables should be duplicated, because a static assignment to one register bank
could yield bad performance results when a loop variable is accessed by multiple processors.
The same applies for induction variables in general. Additionally, all instructions accessing
those variables need to be duplicated and distributed to the relevant processors.

In general, the concept outlined above can be imprecise, because it is based on variables
instead of life spans. Assume that a variable is re-defined multiple times and used at least
once after each definition. Obviously, each instance of that variable occurs in another context
of a program and probably might have different affinities to other variables. Instead, each
instance of a variable could be replaced by a auxiliary variable before applying our method.
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#define N 100

int vec1[N];
int vec2[N];

int f(int c, int d)
{
  int *a = vec1;
  int *b = vec2;
  int i;
  int x = 0;
  int y = 0;

  for (i = 0; i < N; ++i)
  {
    x += c ^ *a; /* 1 */
    y += d ^ *b; /* 2 */
    ++a;
    ++b;
  }

  return x * y; /* 3 */
}

i i

CPU0

duplicate
loop variable

1

b

y

100 d

100

100

a

x

100c

100

100

CPU1

1 2
3

Figure 5.2.: Example of variable affinity graph

5.2.2. Affinities Between Variables

In the CoBRA compiler, the affinities are computed by considering the intermediate repre-
sentation of a function: The affinity of two variables equals the sum of affinities between
these variables in all statements. The affinity with respect to a certain statement corresponds
to the weight of the basic block which contains the statement, if both variables occur in the
statement, otherwise 0. The weight of a basic block depends on its loop depth. Alterna-
tively, profiling results could be exploited in order to weight basic blocks according the loop
iteration counts and branch probabilities.

a

b

1 c

1

1

VAG

Intermediate representation (TIL)

assign

local a const 2

assign

local b const 3

assign

local c

add_int

deref

local a

deref

local b

void _main(void)
{
  ...
  int a = 2;
  int b = 3;
  int c = a + b;
  ...
}

Figure 5.3.: Computation of affinities between variables

Intermediate results which are only used in the machine code generated for one interme-
diate tree are not considered. Obviously, the affinities would be too small and a graph parti-
tioning would probably cut the corresponding edges. Instead, those intermediate results are
implicitly partitioned during the allocation of functional units.

Concretely, the affinity between two variables is defined as follows:
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Definition 5.1 (Affinity of variables)
Let x and y be two variables. Then their affinity α(x, y) is defined as:

α(x, y) =
∑

∀stmts s

αs(x, y)

αs(x, y) is the affinity between x and y with respect to the statement s:

αs(x, y) =
{

ω(β(s)) : x, y ∈ s
0 : x /∈ s ∨ y /∈ s

The basic block containing s is denoted by β(s) and its weight by ω(b):

β(s) = basic block which contains s

ω(b) =


1 : λ(b) = 0

10 : λ(b) = 1
100 : λ(b) = 2

1000 : λ(b) ≥ 3

λ(b) = loop depth of b

Loops are modelled by static values instead of considering the actual number of loop iter-
ations. Theoretically, the loop counts could be determined by the compiler where possible.
But for some loops the number of iterations is influenced by dynamic effects and is therefore
only known at run-time. Furthermore, an intermixing of static (ω(b)) and dynamic weights
(loop counts) for basic blocks is not useful. We aim to improve the incorporation of loops for
computing affinities in the future.

Finally, a VAG and its partitioning is defined as follows:

Definition 5.2 (VAG and partitioning)
Let

• G = (V,E) be a VAG where V corresponds to the set of variables and E to the pairs of
variables with non-zero affinities

• w : E → N a weight function representing the affinities

• p the number of partitions

• π : V → P := {0, . . . , p− 1} an assignment of nodes to partitions

• C ⊆ E the set of cut edges, i.e. ∀{c1, c2} ∈ C : π(c1) 6= π(c2)
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5.2.3. Optimal Number of Partitions

In this section, we explain a simple heuristic to determine the optimal number of partitions,
which is based on the fraction of the sum of affinities of cut edges and the total sum of
affinities. To better understand the basic idea, we first consider an example (see Figure 5.4)
where the optimal number is clearly 2, because the graph consists of two cliques of the same
size and all affinities are 1.

Initially, the heuristic partitions the VAG into four parts corresponding to the maximum
number of target processors. Then the result is evaluated by comparing the affinities of
the cut edges Acut with the sum of all affinities Asum. Concretely, the heuristic checks if
Acut/Atotal is less than a pre-defined constant σ ∈ [0, 1]. In our example, we assume σ = 1/6.
Consequently, the result of the partitioning is rejected by the evaluation, because 2/3 of the
affinities belongs to cut edges. Then the algorithm proceeds with 3 target processors which
leads to the same result. Finally, a satisfactory partitioning of the VAG into 2 parts is found
which is also an optimal one, because it yields no cut edges.
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1

1

a

b

1 c

1

1

d

e
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1

1
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Acut =  4
Anoncut =  2
Scut =  2/3
Snoncut =  1/3

a

b
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1

1

d

e
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1

1

Atotal =  6
Acut =  4
Anoncut =  2
Scut =  2/3
Snoncut =  1/3

Atotal =  6
Acut =  0
Anoncut =  6
Scut =  0
Snoncut =  1

4 parts

3 parts

2 parts

Figure 5.4.: Example of computing the optimal number of partitions

Before we take a look at the concrete algorithm, we need to define some metrics for the
evaluation of a graph partitioning:

Definition 5.3 (Evaluation of VAG partitioning)
A∗ denotes the sum of affinities for a certain set of edges:

Atotal =
∑
∀e∈E

α(e)

Acut =
∑
∀e∈C

α(e)

Anoncut =
∑

∀e∈E\C

α(e)

S∗ corresponds to the relative affinity with respect to a set of edges:
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Scut = Acut/Atotal

Snoncut = Anoncut/Atotal

The result π of a partitioning is called good if Scut < σ where σ ∈ [0, 1] is a quality constant
defined in the compiler. Otherwise we call it a bad result. In our case, σ = 0.2 has led to
satisfactory results during the evaluation (see Section 13.2).

Initially, p is set to the maximum of the number of processors and the number of nodes in
the VAG. If the computed result is good, it will be marked as a candidate. Then the algorithm
iteratively decrements p by 1 and partitions the VAG until p < 2.

The desired optimum corresponds to the candidate with minimal p among all candidates
with minimal Scut. If no candidate can be determined or the VAG contains only one node,
all variables will be assigned to one processor.

5.2.4. Variable and Parameter Partitioning

In this section, we outline how to consolidate the partitioning of variables presented above
with the partitioning of function parameters according to the calling conventions of the Co-
BRA compiler.

5.2.4.1. Calling Conventions

To start with, we first explain the calling convention: The first 12 words of parameters are
passed in registers and distributed to the first three parameter registers on each processor in a
cyclic fashion. All remaining words are passed on the stack of the first processor. Structures
are passed as pointers to a duplicate (call-by-value) or just as a pointer without copying
(call-by-reference). A result is returned in the first parameter register of the first processor.
Figure 5.5 illustrates the explanations.

If a function parameter is passed on processor x, but used on processor y, it must be
copied from x to y before its use on y. Obviously, this is a special case of the placement of
communication code (see Section 6.1). Figure 5.6 shows a small example where the second
parameter b is passed by processor 1 but used by processor 0.

5.2.4.2. Adaption of Variable Partitioning to Parameter Partitioning

Up to now we have presented a new method for the partitioning of register and local vari-
ables and a fixed partitioning scheme for function parameters defined by the calling con-
ventions of the CoBRA compiler. Now both partitionings have to be matched as Figure 5.7
illustrates for our initial example (without loop variable i): Parameter c is passed by the first
processor while the variables a and x are assigned to the second processor although con-
nected by edges with weight 100. The same applies to b, d, and y. If these partitions are used
without further optimization, high communication costs will arise.
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void f(struct st *s1,
  int pr0, int pr1, ... int pr11,
  int pr12, ..., int pr15,
  struct st *s2)
{

...
}

pr0 pr4 pr8

pr1 pr5 pr5

pr2 pr6 pr8

pr3 pr7 pr11

r2 r3 r4 r5 r6 r7

CPU0

CPU1

CPU2

CPU3

Parameter registers Stack of CPU0

pr15
pr14
pr13
pr12

s2

s1

f

higher
addresses

lower
addresses

Figure 5.5.: Example of partitioning of function parameters

a

b

r2

CPU0

CPU1

mov c, a

addu c, b

CPU0 CPU1

b
void f(int a, int b)
{
  int c = a + b;
}

Figure 5.6.: Example of distribution of function parameters

The basic idea of our solution is to permute the partitions of variables such that the men-
tioned penalty is minimized or even removed completely. As a consequence, a mapping
from partitions of variables to processors must be determined by considering their affinities
to the already assigned parameters (see bold numbers in Figure 5.7):

Definition 5.4 (Mapping between VAG partitions and processors)
Let

• n be the number of processors

• m ≤ n the optimal number of partitions (for VAG partitioning)

• P0, . . . , Pm−1 the VAG partitions

• C0, . . . , Cn−1 the processors

Then the affinity α(Pi, Cj) between a partition Pi and a processor Cj is defined as the sum
of affinities between all pairs of variables in Pi and parameters of Cj :

1

b

y

100 d

100

100

a

x

100c

100

100

Figure 5.7.: Matching of variable and parameter partitioning
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α(Pi, Cj) =
∑

var v∈Pi

∑
param p on Cj

α(v, p)

In principle, a partition Pi is mapped to that processor Ck where α(Pi, Ck) is maximal with
respect to all processors Ck, k ∈ {0, . . . , n− 1}}:

Π(Pi) = {j |α(Pi, Cj) = max{α(Pi, Ck) | ∀k ∈ {0, . . . , n− 1}}}

To avoid surjective mappings, processors are allocated on a FIFO basis.

5.2.4.3. Extension of Original Concept

The mentioned solution demands some modifications to the partitioning of variables (see
Figure 5.8): Firstly, the VAG is constructed by considering register and local variables as well
as function parameters. Secondly, a subgraph of the VAG containing only the variables is
partitioned as described before. Finally, the results from variable and parameter partitioning
are matched to get a partitioning of the original VAG.

v v

v pv

p

VAG without parameters

v v

v v

graph partitioning

v v

v v
p?

v v

v v

p ?

Figure 5.8.: Overview of variable/parameter partitioning

One remarkable property of the matching is that all processors are considered, indepen-
dent of the optimal number computed for the partitioning of variables. This follows directly
from the calling convention of the CoBRA compiler, because parameters are passed by all
processors while variables might be divided into fewer parts.

Figure 5.9 clarifies the difference for a small example, where the optimal number of VAG
partitions is obviously 2. If only two target processors are considered by the matching, the
final partitioning will be poor, because the variable b has been assigned to the second proces-
sor while the parameters q0 and q1 are passed by the third and fourth processor, respectively.
Instead, using four target processors leads to an optimal matching, because the variables a
and b are assigned to one of the two processors where the associated parameters are passed.
Hence, this example has four optimal partitionings of variables and parameters.
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void f(int p0, int p1, 
int q0, int q1)

{
  int a = p0 + p1;
  int b = q0 + q1;
}

#CPUs = 2

p0

p1

1 a

1

1

q0

q1

1 b

1

1

CPU0 CPU1 CPU2 CPU3

#CPUs = 4

p0

p1

1 a

1

1

q0

q1

1 b

1

1

Figure 5.9.: Number of target processors for matching

5.2.5. Discussion

We have presented a method for partitioning the local variables of a program with regards
to the QuadroCore. The fundamental ideas are summarized at the beginning of this section.
Obviously, the approach is restricted to symmetric architectures with homogenous proces-
sors like the QuadroCore, because the method does not distinguish certain features of the
cores. This property is most apparent for the actual partitioning of the VAG as well as the
heuristic to determine the optimal number of partitions (see Section 5.2.3).

In order to apply our method for asymmetric architectures with heterogenous proces-
sors, the partitioning method must be aware of the number and types of their resources.
This would probably require to develop a new graph partitioning algorithm which tries to
achieve optimal ratio of partition sizes and distribution of nodes with respect to the targeted
machine. Even the very powerful tool set METIS [94] used by the CoBRA compiler is not
capable of partitioning a graph into partitions with different sizes. The properties of nodes
can only be modelled by node weights, which is probably not sufficient in this case. A com-
pletely new approach might be the best solution when partitioning variables for heteroge-
nous multi-cluster architectures. Chu et al. [36] (see Section 5.1) developed an appropriate
technique which can partition both data objects and operations.

Nevertheless, our method has been applied successfully by the CoBRA compiler for the
QuadroCore where such restrictions can be neglected. Implementing a more complex par-
titioning approach would have caused a much higher effort without any visible benefits for
this thesis.

5.3. Improvements and Extensions

In Section 5.2, we have presented a novel approach to partition data objects based on an
affinity graph. Currently, the CoBRA compiler allocates functional units by employing the
BUG algorithm [50] (see Section 5.1). In the future, both data and operations should be
partitioned among the processors by a holistic approach using affinity graphs. Section 5.3.1
discusses an early concept.
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The second direction of our research concentrates on extending the approach to enable an
efficient load-time scheduling using code annotations computed by the compiler [85]. First
ideas are discussed in Section 5.3.2 with regards to the QuadroCore.

5.3.1. Holistic Partitioning of Variables and Instructions

Currently, the partitioning of register variables is mainly used as an input for the allocation
of functional units. More importantly, the assignment of a register variable to a processor is
implicitly given by the allocation of a functional unit for an instruction using that variable.
As a consequence, the data objects should be partitioned during the allocation of functional
units by a holistic approach.

def v

use v

def w

use w

def v

λd

use v

def w

use w

a(v,w)

λd

Figure 5.10.: Partitioning of variables and instructions

We suggest a concept where the DDG is augmented by further edges to model the affini-
ties between variables (see Figure 5.10). The original DDG edges get weights according to
the represented dependences. Data dependences should have the highest weight among
all dependences, because expensive communication using shared memory must be avoided
(see Section 6.1). Anti and write dependences between different processors disappear after
the register allocation, because each processor reads and writes its own registers by default.
Hence, non-data dependences should have a low affinity or even negative affinity to enforce
using different cores. A substantiation of the relation between VAG affinities and depen-
dences weights can be part of future research.

5.3.2. Load-Time Scheduling Using Compiler Annotations

Until now, we assumed implicitly that a program can use all four processors of the Quadro-
Core for execution. In practice, only a subset of the four processors might be available due
to several reasons. Section 3.2.2 discusses some motivating examples. In all scenarios the
number of available processors is only known at load-time or run-time of a program. Con-
sequently, a program needs to be adapted to the actual number of processors which can be
determined by an additional mechanism or the operating system if present. Here, we focus
only on code adaption at load-time.
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Load-Time Scheduling for Superscalar Processors In [85] we presented a similar ap-
proach called CALS for superscalar processors. We assumed that the target machine belongs
to a so-called family of processors. A family contains several machines which all use the
same instruction set and encoding, but differ in types, numbers, and effectiveness of their
parallel execution units. In principle, all processors of a family can execute parallelized ma-
chine code. However, maximum performance is only achieved for the processor model that
was used as the target machine during scheduling. If the types and numbers of the func-
tional units are not known at compile-time, scheduling must be deferred to the load-time of
a program.

Concretely, the CALS compiler prepares parallelization by analyzing the fine-grained par-
allelism in a program and computing code annotations. Then code and annotations are
sent to the target machine in one object file. At load-time, very efficient scheduling can be
performed in linear time using an one-pass algorithm and the supplied annotations. Our
recent prototype SALT yields comparable or even better results than standard scheduling
techniques for fixed target machines [86].

Load-Time Scheduling for Multi-Cores In the following, we give a rough overview of
an adaption of the introduced concept for the multi-core. The fundamental challenge is to
prepare an efficient load-time partitioning of data objects and instructions by producing a
suitable representation at compile-time. For the scheduling we can re-use the linear-time
algorithm presented in [85].

affinity graph

101101001
010101001
101101010
110110101
101001011
011010110
101101101

abstract
machine code

annotations

partitioned graph

annotation graphslim binary

Figure 5.11.: Preparation of load-time scheduling at compile-time

Obviously, a proper representation has to support an efficient partitioning in at least two
and at most n parts, where n is the maximum number of processors (n = 4 for the multi-
core). We envision the following concept: At compile-time (see Figure 5.11), an affinity graph
is partitioned into lcm(2, . . . , n) parts where lcm is the least common multiplier. For the multi-
core with n = 4, a graph would be partitioned into 12 parts. Then a so-called annotation
graph is constructed whose nodes correspond to the partitions of the affinity graph. An edge
between two nodes exists if there is at least one edge between the nodes of the corresponding
partitions in the affinity graph. The weight of an edge equals the sum of weights for all edges
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between the corresponding partitions. Finally, the two graphs and a mapping between their
nodes are attached to the unscheduled machine code as code annotations.

slim binary

Scheduling and
Register Allocation

load-time

? run-time

processor
partitioning

101101001
010101001
101101010
110110101
101001011
011010110
101101101

abstract
machine code

annotations

101101001
010101001
101101010
110110101
101001011
011010110
101101101

abstract
machine code

Figure 5.12.: Load-time scheduling by compiler annotations

At load-time (see Figure 5.12), the data objects and machine instructions are first parti-
tioned using the two provided graphs. Then scheduling and register allocation are per-
formed to generate an executable machine program. For simplification, the further annota-
tions needed for scheduling and register allocation have been omitted in the picture.

The affinity graph can be partitioned easily by partitioning the annotation graph accord-
ing to the actual number of processors. Consequently, the usage of a simplified annotation
graph reduces the effort in partitiong at load-time significantly. Furthermore, the size of the
annotations is minimized in contrast to encoding all different possibilities of partitioning the
original graph.

annotation graph

2 partitions

4 partitions

3 partitions

Figure 5.13.: Partitioning of annotation graph

Alternatively, the results of partitioning the annotation graph into 2, . . . , n parts could also
be provided in the annotations. Hence, the scheduler would just read the partitioning for a
certain number of processors from the annotations and then perform the actual scheduling
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process. Figure 5.13 shows the results of partitioning the annotation graph from Figure 5.11
using 2, 3, and 4 partitions, respectively.
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Without register reconfiguration (see Part IV), a processor of the QuadroCore cannot ac-
cess the registers of other processors directly. If a register value v is defined by a processor x
and used by processor y, v needs to be transported from x to y via a shared memory. As the
four processors of the QuadroCore do not operate in lock-step, they need to be synchronized
explicitly where necessary.

Structure As communication and synchronization are closely related with respect to the
QuadroCore, this chapter handles both topics. At first, Section 6.1 presents our concepts for
both compiler and hardware to copy register values between the processors. Importantly, we
outline several optimizations and placement strategies in order to minimize the overhead for
communication.

Section 6.2 introduces the mechanism for barrier synchronization provided by the Quadro-
Core and compares it with related work. Then, our strategy for placing barriers is pre-
sented: Barriers for dependences within a basic block are inserted on-the-fly during the re-
scheduling phase. Synchronization code for global dependences is placed by an additional
heuristic.

6.1. Communication between Processors

This section deals with the communication of register values between the processors of the
QuadroCore. Section 6.1.1 first presents the communication mechanism implemented in the
QuadroCore. We introduce the basic concept of identifying those data dependences where
communication is necessary. Furthermore, two optimizations are outlined to reduce the ef-
fort in communication before computing the actual placement. Section 6.1.2 proposes several
strategies for placing communication code based on the determined data dependences.

6.1.1. Communication Mechanism and Basic Concepts

Basically, there are two fundamental concepts to realize a communication between proces-
sors [78]: At first, communication can be based on common variables stored in a shared
memory. In addition to the shared memory, a synchronization mechanism is needed, which
can either use critical sections protected by semaphores or barrier synchronization.

Secondly, message-oriented architectures have no common address space, but the data is
partitioned to the different processors. Communication is realized by messages which copy
data objects between the local memories. Message passing is more suited for large amount
of data exchange but infrequent communication. As the processors of our architecture de-
mand fast and frequent exchange of register values, we decided to use a shared memory
for communication. Such shared memory can be either based on the external memory of
the multi-core or a dedicated register bank. The current implementation of the QuadroCore
features such a dedicated register bank that is used exclusively for communication. The reg-
ister bank contains 32 entries of size 32 bits each, that can be written or read by two special
instructions cstw and cldw , respectively.
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In order to ensure downward compatibility, our system also offers a legacy communica-
tion using the external memory of the QuadroCore. For simplification, we often abstract
from the actual implementation in the following and just use the terms shared memory or
communication buffer. The designations register or register bank always refer to the registers of
the processors, which can be accessed much faster than the dedicated register bank or the
external memory.

def v

use v, w

def w

CPU0 CPU1

cstw v, o
cldw v, o

use v, w

def v def wCPU0 CPU1

use v, w

def v def w

remote
dependence

local
dependence

v, w register values

Figure 6.1.: Communication of register values

Remote Data Dependences Figure 6.1 illustrates the organization of the communication
buffer and the basic principle of integrating copy instructions into the schedule. In the up-
per left corner of the picture, an excerpt of a DDG with three nodes is shown. Clearly, the
use node depends on the two definition nodes. The right hand data dependence is called
a local dependence, because the participating nodes are scheduled on the same processor.
Instead, the left hand data dependence is denoted a remote dependence, because the nodes
are executed by different processors.

Communication code is needed to transport the value v defined by def v from processor
0 to 1 where it is used by use v, w . The communication consists of two parts: Firstly,
v is written into the communication buffer by executing a cstw instruction on processor
0. Secondly, v is read from the communication buffer via a cldw instruction executed by
processor 1.

Importantly, communication is only necessary for remote data dependences concerning
register values. Anti- and write-dependences do not need to be considered, because the
unintentional overwriting of values is already avoided by using register banks of different
processors. Consequently, this offers much freedom for the re-scheduling phase to produce
a very compact schedule.

Optimization In order to reduce the total communication costs, the compiler can perform
two optimizations: Let d be a definition of a value v on processor pd and u1, . . . , un multiple
uses of v on processors p1, . . . , pn different from pd. If p1 = · · · = pn = pu for a processor
pu 6= pd, it is sufficient to copy the value v only once (Each CPU). If the p1, . . . , pn are pair-
wise different, the value v can be copied by a fast 1:n communication using one entry of the
communication buffer (Broadcast). A naive solution would be to perform the communication
n times for each use which would slow down the execution significantly (Each Use).
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For many practical applications, p1, . . . , pn are neither equal to a certain using processor
pu nor pair-wise different. In such a case, a 1:m communication is used, whereas m < n is
the number of pair-wise different using processors.

6.1.2. Placement of Communication Code

The placement of communication code is a very important challenge for realistic applica-
tions as demonstrated in Figure 6.2. The value v needs to be copied to processor 1 only if
the right branch is taken. Hence, copying this value in the upper basic block would cause
additional penalty costs if the left branch is executed. The value w is incremented in the loop
by processor 0 and used by processor 1 after the loop. Clearly, performance can degrade, if
the value is already copied after each increment instead of communicating it once after the
loop.

In the following, we present three placement strategies used by the CoBRA compiler. The
first two strategies consider remote dependences at single definitions. The simple method
places communication code directly after a definition and may produce suboptimal results
in case of structured control-flow and loops. The second strategy attempts to determine
the most suited position for copy code in terms of execution time. Thereby, communication
instructions are moved out of loops. Such heuristic is extended by the third method which
tries to merge multiple definitions for common uses. The evaluation of these strategies can
be found in Section 13.2.4.

 def v
 def w

 inc w

CPU0 CPU1

 use v

 use w

Figure 6.2.: Motivating example of placement of copy code

For simplification, the CoBRA compiler neglects replacing the transportation of a register
value v from processors x to y by the re-computation of v by processor y. In order to reduce
the complexity of our heuristic approach, we require that associated cstw and cldw instruc-
tions are always placed in a common basic block. Additionally, a cstw always corresponds
to at least one cldw , but not vice versa. Merging multiple cstw operations is handled by
our third strategy.
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Directly After Definition An obvious simple strategy is to insert copy code directly after a
definition. The correctness can be shown easily using Figure 6.3. Let us assume that the pro-
cessors would have only one common register bank. Then, defining a register value in such
fictive architecture would correspond to defining a register value and copying it to all other
processors in terms of the QuadroCore. A similar observation can be made for using register
values. Consequently, accesses to the shared register bank of the architecture in Figure 6.3
correspond to register accesses in the actual QuadroCore combined with a communication
of latency 0.

RB0

P0 P1 P2 P3

RB

CPU0 CPU1

cstw v, o
cldw v, o

use v

def v

Figure 6.3.: Correctness of communication after definition

But unfortunately, the strategy is not optimal: If it is applied for the example of Figure 6.2,
the result will look like illustrated in Figure 6.4: The value v is copied even if the left branch
is executed. w will be communicated in each iteration of the loop, although its result is first
used after the loop.

 def v
 cstw v, o

 def w
 cstw w, o'

 cldw v, o

 cldw w, o'

 inc w
 cstw w, o''

CPU0 CPU1

 cldw w, o''

 use v

 use w

Figure 6.4.: Result of placement strategy Directly After Definition for Figure 6.2

Alternatively, communication code may be placed immediately before a use. But such
strategy cannot be applied, if multiple definitions are executed by different processors in
the presence of structured control-flow. In Figure 6.5, it cannot be decided with safety at
compile-time which value of v is relevant at the use. Clearly, v should be copied in the
same basic blocks where it is defined to avoid this problem. If v was defined in different
branches but on a single processor, copying before a use would be correct, because the value
of v would be stored into a unique register. Concretely, each defining processor would need
to store v into a common entry of the communication buffer, which would be read before
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executing the use. This contradicts with our assumption that a cldw instruction is never
associated with multiple cstw instructions (see beginning of Section 6.1.2).

 def v

 cstw v, o1

 def v

CPU0 CPU1

 cstw v, o2

 cldw v, o1

 cldw v, o2
 use v

CPU2

correct source value
cannot be determined!

Figure 6.5.: Infeasible communication directly before use

Common Cheap Basic Blocks Assume that a value v is defined in a basic block x and
used in a basic block y. Importantly, we restrict our explanations to single definitions here.
Let Bxy be the set of basic blocks, which are located on all paths from x to y. Obviously, it
holds x, y ∈ Bxy. Hence, copy code can be placed at a single position by selecting a block
in Bxy. In order to reduce the effort in communication, copy code is inserted into a basic
block b ∈ Bxy with the lowest execution frequency, that can be determined by a profiling.
The CoBRA compiler uses a static estimation based on the nesting depth. If there are n > 1
uses in blocks y1, . . . , yn, respectively, then Bxy =

⋃
i∈{1,...,n} Bxyi .

Figure 6.6 shows the result of applying this strategy for the example from Figure 6.2: The
value v is transported in the right branch now, i.e. only when really needed by processor 1,
because such block is executed less often than its predecessor. Value w is still copied within
the loop body and not after the loop (before the use), because the use is reached by two
different definitions of w.

Currently, the set Bxy containing those blocks located on all paths from x to y is computed
in a naive way, which may lead to significantly increased compilation times for functions
with many control-flow paths. At the first glance, the desired information could be deter-
mined using the dominator relation. But the dominator relation is only defined with respect
to the entry and the exit node of the CFG for a single function, while Bxy needs to be com-
puted through the dominator for all blocks on paths between x and y. Hence, determining
such dominator seems to have the same complexity as our naive solution. Our long-term
goal is to improve the computation of Bxy, although the actual placement strategy is inde-
pendent of its procedure.

Let there be multiple remote dependences d1 → u, . . . , dn → u for a single use u and a
basic block b ∈ Bd1,u. As the current strategy is restricted to single definitions, it will not
insert copy code to b, if a program position in a block b is reached by multiple definitions in
{d1, . . . , dn}. Such basic blocks can be identified using def-use information and are removed
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 def v
 def w
 cstw w, o'  cldw w, o'

CPU0 CPU1

 inc w
 cstw w, o''

 cldw w, o''

 use w

 cstw v, o

 cldw v, o
 use v

Figure 6.6.: Result of placement strategy Common Cheap Basic Blocks for Figure 6.2

from Bxy before selecting the cheapest block. If the definitions are executed by different
processors, placing communication code in such blocks is even not allowed. This problem
corresponds to the infeasibility of copying directly before a use, that has already been dis-
cussed above.

Merge Definitions The third strategy is an extension of the previous one and merges defi-
nitions of remote dependences with common uses, if possible. Let b be a basic block located
on all paths between the definitions and uses and d1, . . . , dn be the definitions reaching b.
Basically, copy code can be inserted into b, if d1, . . . , dn are executed by the same processor.
Hence, the code size will be reduced compared to the previous strategy, which would insert
communication code into a block reached by a single definition only.

As demonstrated in Figure 6.7 for the example from Figure 6.2, this strategy also moves
the instructions transporting the value w outside the loop. Consequently, we have found
the optimal solution by (i) selecting a basic block with minimum execution frequency which
occurs on all paths from definitions to uses and (ii) merging definitions to fulfill the given
constraints to our approach (see beginning of Section 6.1.2).

 def v
 def w

 cstw v, o

 inc w

CPU0 CPU1

 cldw v, o
 use v

 cstw w, o'
 cldw w, o'
 use w

Figure 6.7.: Result of placement strategy Merge Definitions for Figure 6.2
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6.2. Barrier Synchronization

The processors of the multi-core operate in an asynchronous manner and need to be synchro-
nized explicitly for inter-processor dependences. Our goal was to utilize a synchronization
mechanism which can be supported transparently by the compiler, while the actual syn-
chronization is implemented in hardware completely. Consequently, we have chosen barrier
synchronization [78] instead of semaphores, because the latter one requires a special pro-
gramming model.

In the presence of coarse-grained parallelism, processors can operate more independently
and only synchronize rarely when using asynchronous execution. This implies an improve-
ment of the performance compared to lock-step execution. Furthermore, the code size can
be reduced, because VLIW code contains additional nop instructions to fill empty slots if
there is not enough parallelism. The clock frequency of the multi-core may also be higher
than that of a comparable VLIW machine where the processors have to be synchronized af-
ter each operation. If an application mainly contains fine-grained parallelism, the number
of inter-processor dependences is probably very high. Hence, barrier synchronization can
introduce a large overhead and therefore is too expensive in terms of both execution time
and code size. As a result, a lock-step execution may be more promising.

Barrier synchronization is also applied between the different multi-cores of the GigaNetIC
architecture (see Section 4.1). In contrast the barriers inserted by the CoBRA compiler, those
barriers must be specified explicitly using the Bulk-Synchronous Parallel (BSP) model [166],
which is introduced roughly in the next subsection.

Structure This section begins with a study of the related work about barrier synchroniza-
tion in Section 6.2.1. Section 6.2.2 outlines where barrier synchronization is needed when
compiling programs for the QuadroCore. Furthermore, we give a precise definition of the
employed barrier mechanism. For more information about the hardware implementation,
the reader may refer to [87].

Throughout the rest of this section, the placement of barriers is explained in detail: At first,
Section 6.2.3 presents the re-scheduling phase which inserts barriers for dependences within
a basic block on-the-fly. The need for global barriers is motivated by discussing two problem
situations in Section 6.2.4. Finally, an additional heuristic to determine synchronization code
for global dependences is sketched in Section 6.2.5.

6.2.1. Related Work

Typically, code generation for asynchronous multi-cores is based on a special programming
model provided by the source language or a certain library. The compiler inserts barriers to
synchronize certain processors where necessary. Consequently, an important goal is to speed
up program execution by reducing the number of barriers using optimization techniques.

In the literature, a multitude of approaches can be found which often focus on special
structures like loops. Boyle and Stöhr [125] presented an algorithm that aims for minimiz-
ing the number of barriers placed in perfect loop nests and in certain imperfect loop nest
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structures. Their approach has been implemented in a prototypical FORTRAN compiler and
can deal with entire, well-structured control-flow programs containing arbitrary nesting of
conditional control-flow, loops, and subroutines. The referred paper also gives an excellent
overview of further related work.

Han et al. [71] developed an algorithm for elimination of barriers applied at compile-
time that targets distributed-memory parallel architectures like the Cray T3D. Instead of just
reducing the number of barriers, their approach tries to use data and event synchronization
via post/wait statements.

Gupta [68] developed another interesting approach called fuzzy barrier where the waiting
time at a barrier is exploited by executing instructions not related to the barrier. Concretely,
the compiler computes a set of instructions that can be executed by a processor p after being
ready to synchronize. If all remaining processors participating in the barrier are ready for
synchronization, processor p must synchronize and then continues execution.

Valiant [166] proposed the Bulk-Synchronous Parallel (BSP) model as a common scheme
for parallel computation. It is both used as a machine model for hardware architectures as
well as a programming model for algorithm designers. In principle, a BSP machine is based
on processors which have separate local memories and are connected by a networking sup-
porting point-to-point messages and barrier synchronization. A BSP program consists of a
sequence of supersteps where the processors first perform local computations and can send
messages to other processors. Then each processor invokes a synchronization function and
waits until all processors have reached the barrier. Finally, all messages that have been sent
in the previous superstep are received and made available for the next superstep. In the
GigaNetIC architecture (see Section 4.1), coarse-grained parallelism among multiple embed-
ded QuadroCores is exploited by using the BSP model.

Finally, the hardware approaches for barrier synchronization should be addressed. Dietz
et al. [45] developed a static barrier mode for a MIMD machine. Barriers are realized by a
memory access which implicitly synchronizes all enabled processors. Their approach also
exploits collective branching [69] where one processor determines the branch condition and
forwards it to the other processors.

Beckmann et al. [11] published a hardware scheme for barrier synchronization in a sin-
gle cycle. Their paper also includes an extensive survey about the variety of hardware ap-
proaches. The reader may refer to this paper for further details.

6.2.2. Barrier Synchronization for the QuadroCore

Two processors have to be synchronized explicitly to respect remote data dependences (see
Figure 6.8). Let us assume that a processor 0 defines a register value which is needed by
processor 1 later. If processor 0 suffers from an unexpected delay, the other processors will
not be stalled like in a VLIW machine. Consequently, a barrier must be inserted to ensure that
processor 1 does not read the register value from the communication buffer before processor
0 has written it.

In addition to remote dependences concerning register values, barriers are also needed
to respect dependences between accesses to the external memory. For instance, it must be
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def v
...

CPU0 CPU1

...

...
use v

...

waiting caused by
dynamic effect

...

... ...

...all processors
are stalled VLIW

def v

CPU0 CPU1

...
...waiting caused by

dynamic effect

... ...

other
processors
are NOT
stalled Multi-Core

... use v

... ...

barrier

waiting
for

barrier

Figure 6.8.: Ensuring remote dependences by VLIW machine and multi-core

guaranteed that a read operation accessing a memory structure is always executed after
the defining write operation. Last but not least, the processors will be synchronized before
broadcasting the result of a comparison (see Section 4.2.4).

Definition of Barrier Mechanism Synchronization between a certain set of processors P
is realized by executing a special barrier instruction on each processor in P . As soon as all
processors in P have executed their barrier instruction, they can continue execution. If only
a real subset P ′ ⊂ P has reached a barrier at a particular time, the processors in P ′ must wait
for the remaining processors.

CPU0 CPU1

def v def w

CPU2

use v

w (011)

v (101)

use w

Figure 6.9.: Example of barrier synchronization for the QuadroCore

In order to synchronize disjoint sets of processors at the same time independently, a bar-
rier instruction has an immediate field which represents the set P as a bitmask, called the
barrier mask. In the following, this mask is often denoted as a barrier mask and equated with
the corresponding set of processors.

Figure 6.9 illustrates an example. For simplification, the instructions accessing the com-
munication buffer have been omitted in the picture. Processor 0 and 1 define values v and
w, respectively, which are used by processor 2. Hence, processor 2 has to be synchronized
with both processors 0 and 1 separately. The alternative solution using only one barrier is
not considered here.
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Now assume that processor 2 reaches its barrier with processor 1. Then it has to wait
until processor 1 defines w and executes its barrier instruction. Importantly, the execution
of the barrier instruction by processor 0 does not induce processor 2 to continue execution,
because the barrier masks are not equal. It is not sufficient that processor 2 is also denoted
by the bitmask of the barrier instruction executed by processor 0. Instead, processor 2 is
first synchronized with processor 0 after the barrier with processor 1 and using the supplied
value w. Consequently, the barrier mask can also be regarded as the identifier of a barrier.

In the following, the algorithm for placing barrier instructions during the re-scheduling
phase of the CoBRA compiler is presented. Then, we introduce several optimizations to
reduce the number of barriers and hencefore the total execution time of generated code.

6.2.3. Placement of Local Barriers during Re-Scheduling

The re-scheduling phase inserts barriers on-the-fly to respect remote dependences within a
basic block. Further barriers for global dependences are placed by another heuristic pre-
sented in the following subsection. Here, we first motivate the need for a re-scheduling
phase and outline the functioning of our implementation. Then an extension is outlined
which inserts barriers automatically where necessary during scheduling.

Motivation and Functionality of Re-Scheduling The re-scheduling computes a more
compact schedule by re-arranging instructions. With respect to the S-Core used in the Quadro-
Core, it has three different motivations: Firstly, the code selection of the CoBRA compiler
generates many transport instructions (mov) between registers, because the S-Core is only a
2-address machine. The majority of these instructions becomes superfluous because of the
register coalescing performed by the CoBRA compiler and is eliminated by the peephole
optimization. Consequently, new opportunities for arranging instructions are given.

Secondly, the register allocation can add spill code which implies empty slots on the other
processors. Thirdly, remote anti and write dependences disappear after the register alloca-
tion, because each processor reads and writes its own register by default. As a consequence,
more Instruction-Level Parallelism (ILP) is uncovered. In both cases, compacting the sched-
ule can yield significant performance improvements.

The re-scheduling phase of the CoBRA compiler re-constructs the DDG and performs list
scheduling [82] which operates on basic block level. List scheduling uses a so-called ready
list which contains all operations that are not yet scheduled, but whose predecessors are
scheduled. Selection of nodes is mostly done by using heuristics such as earliest scheduling
time or height in DDG which corresponds to the sorting of the ready list.

An alternative idea for re-scheduling is to apply local optimizations like re-ordering to the
existing schedule. Typically, the results are worse unless complex transformations are used.
Hence, we decided for using list scheduling, because it computes a complete re-arrangement
of all instructions in a basic block and exhibits a reasonable complexity.

Placement of Barriers We extended the concept of list scheduling as illustrated in Fig-
ure 6.10: When the scheduler selects a node u from the ready list, all successors v which are
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executed on a different processor than u will be marked with the barrier mask {u, v}. In the
example, the two right-most uses (gray and dark-gray) are marked when the definition is
extracted from the list.

def v

use v
use v

use v

barrier(s) needed

Ready list:  contains all operations that are not yet scheduled,
     but whose predecessors are scheduled

highest
priority

lowest
priority

use v use vuse v

No barrier needed
before instruction

Barrier needed
before instruction

+ =

. . . . . .

Figure 6.10.: Barrier insertion by list scheduling

Each time an instruction with a marker is selected, a barrier will be inserted before this
instruction. Such barrier synchronizes the processors denoted by the markers of the instruc-
tions in the ready list. Obviously, the combination of the barrier masks of all marked instruc-
tions reduced to a single barrier synchronizing all relevant processors. With respect to our
example, the three processors used will be synchronized. Finally, the markers are removed
from all instructions in the ready list. Consequently, a barrier between two dependent in-
structions u → v is always inserted after placing u and before placing v.

In order to minimize the number of inserted barriers, marked instructions are selected
with a lower priority. Concretely, the existance of a marker is used as a primary criterion,
while the original criterion becomes the secondary criterion. Hence, synchronization in-
structions are inserted as late as possible in order to support coalescing of multiple barriers
into fewer barriers.

6.2.4. Need for Global Barriers

The re-scheduling phase presented above inserts only local barriers to respect remote de-
pendences within a basic block. In this subsection, we motivate the need for global barriers
between basic blocks or when calling functions. For simplification, we use abstract examples
which consider the unintended overwriting of values instead of differing between register
and memory dependences. Thereby, we neglect the original definitions of values and focus
on a single use as well as a succeeding re-definition. Section 6.2.5 deals with a heuristic to
place synchronization code for global dependences.

Structured Control-Flow At first, we focus on single functions with structured control-
flow. Figure 6.11 shows an excerpt from a CFG where control flow (i) branches or (ii) joins.
For case (i), we assume that all processors take the left branch. As processor 1 is delayed un-
expectedly, processor 0 might overwrite the value v before processor 1 has read it. This case
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can occur, although the processors are synchronized before the crsync instruction (see Sec-
tion 4.2.4). Re-scheduling might re-order the instructions of a basic block such that crsync
is executed before instructions whose execution might be delayed or implies remote depen-
dences.

 def v

 use w

crsync

waiting caused by
dynamic effect

CPU0

 def w

 use v

crsync

CPU1

Figure 6.11.: Need for barriers between basic blocks

In case (ii), it is assumed that each processor branches to the basic block on the right.
Similarly, processor 0 could read the value w after being overwritten by processor 1.

Obviously, both situations could be avoided by a naive strategy which places a barrier
synchronizing all processors at the beginning of each basic block. In the next subsection, a
much better heuristic is presented where barriers are only inserted if necessary.

Function Calls Explicit synchronization might also be needed when calling other func-
tions as Figure 6.12 illustrates. Both processors call a function g from a function f . In g,
processor 1 is delayed before using a value v that could be part of a global memory structure
in this example. Instead, processor 0 leaves g immediately and returns to f where it might
overwrite v before processor 1 has read it.

CPU0 CPU1

def v

call g call g

CPU0 CPU1

use v

Function: f Function: g

waiting caused by
dynamic effect
like cache miss

Figure 6.12.: Need for barriers between functions

Again, a naive strategy would just prepend or append barriers to the beginning or end of
each function. An optimal heuristic could use inter-procedural information about barriers as
well as accessed memory elements and registers to determine the needed barriers precisely.

For simplification, the CoBRA compiler inserts barriers at function calls during the re-
scheduling: If a call depends on other calls, memory instructions, communication code, or
vice versa, a barrier will be inserted. Surely, this solution is quite similar to the naive one,
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but it allows to merge the barrier with other barriers inserted during the re-scheduling (see
Section 6.2.3). Just adding barriers at the beginning and end of a function would not allow
such optimizations.

6.2.5. Placement of Global Barriers

The previous subsection motivated the need for global barriers in case of structured control-
flow and multiple functions. As mentioned above, barriers at function calls are already
placed during the re-scheduling phase. Hence, this subsection deals with the placement
of synchronization code beyond basic blocks for single functions. At first, we explain two
characteristic scenarios with global dependences where barriers have to be placed between
basic blocks. Then a heuristic algorithm to insert barriers in these cases is outlined briefly.

Problem Cases Firstly, overwriting of entries in the communication buffer must be avoided
(see Figure 6.13). Let us assume that processor 1 reaches the lower basic block at first and ex-
ecutes the cstw instruction before processor 0 executes its cldw instruction. Then the value
at index o of the communication buffer would be overwritten before reading it.

 cldw v, o

CPU0

 cstw w, o

CPU1

cldw v, o

cstw w, o

 cldw v, o

CPU0

 cstw w, o

CPU1

b

b'

b

b'

r(b,0,1) = {o}

w(b',1,0) = {o}

r(b,0,1) � w(b',1,0) � 
�

Figure 6.13.: Global barrier to avoid overwriting of entries in communication buffer

The second case concerns global memory dependences (see Figure 6.14). Imagine a similar
situation as before where processor 1 executes its store instruction in the lower basic block
before processor 0 can invoke its load operation.

Theoretically, a third case might be possible where associated cstw and cldw instructions
are added to different basic blocks. A barrier would be needed to avoid that the transported
register value is read before it has been written. But this case cannot occur in the current
compiler prototype, because communication code is always placed in the same basic block
(see Section 6.1.2). If the placement of communication code is improved in the future, this
case can be reduced easily to the first case.
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 load v, mem

CPU0 CPU1

 store w, mem

 load v, mem

CPU0 CPU1

 store w, mem

load v, mem

store w, mem

b

b'

b

b'

Figure 6.14.: Global barrier to respect memory dependences

Placement of Barriers Our heuristic algorithm places barrier operations for single func-
tions. It consists of three phases: The first two phases determine processors which need to be
synchronized according to the scenarios introduced above. The last phase places the barriers
by considering existing synchronization code. For simplification, we explain only the first
two phases in the following.

The first phase inspects the schedules to identify those entries of the communication buffer
which could be overwritten unintentionally. Concretely, it computes two functions, r : B ×
P ×P → C and w : B×P ×P → C. r(b, i, j) models the entries of the communication buffer
which are read by cldw instructions executed on processor i in basic block b after the last
barrier with processor j. w(b, i, j) represents the entries of the communication buffer that
are written by processor i using cstw instructions in basic block b before the first barrier
with processor j. If r(b, i, j) ∩ w(b′, j, i) 6= ∅, the processors i and j have to be synchronized
explicitly between the end or beginning of basic block b or b′, respectively. Let us consider the
example from Figure 6.13 again. Obviously it holds r(b, 0, 1) = {o}, because of the cldw after
the last barrier with processor 1. Similarly we can conclude w(b′, 1, 0) = {o}. As r(b, 0, 1) ∩
w(b′, 1, 0) 6= ∅, the processors 0 and 1 must be synchronized between the end of b and the
beginning of b′.

The second phase considers global memory dependences to compute further pairs of pro-
cessors which need to be synchronized. Unfortunately, the concept of the first phase can-
not be re-used, because the compiler cannot determine the accessed memory elements with
safety. Hence, this phase analyzes the schedules of the relevant basic blocks to find a barrier
synchronizing the involved processors between two globally dependent memory instruc-
tions u → v. If such a barrier does not exist, synchronization of the processors executing u
and v is needed.
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Motivation and Introduction If a given program exhibits both regular and non-regular
structures, a reconfiguration between SIMD and MIMD execution can be beneficial. A good
example are aggregation network access nodes, like DSL Access Multiplexers (DSLAM),
capable of transcoding video/audio data during transmission. Program code implementing
the actual transmission may be executed in MIMD mode, while most of the regular tasks are
based on the SIMD mode. As our QuadroCore has been developed for network applications
originally, it is an ideal architecture to evaluate the reconfiguration. By using a single code
stream for SIMD execution, the energy consumption and code size of a program can be
reduced significantly. Furthermore, vectorizing a given piece of code exhibiting a regular
structure surely yields comparable or even better results than a scheduling that neglects its
regularity.

This part presents our approach for SIMD/MIMD reconfiguration called CHARISMA1

with respect to both compiler and reconfigurable architecture. For simplification, a special
version of the CoBRA compiler only supporting SIMD/MIMD reconfiguration is denoted
as CHARISMA compiler in this part. We focus on switching between SIMD and MIMD
execution and neglect the utilization of a subset of the available processors in case of low
parallelism (see Section 3.1.1). Additionally, we do not deal with subword computations
supported by Multimedia Extensions (MME) like MMX or AltiVec (see Section 7.2) as well
as combination of instructions between processors (see Section 3.1.5).

Structure At first, Chapter 7 presents the work related to CHARISMA. This comprises
a short overview of vector machines and classical vectorization as well as a survey about
MMEs and associated vectorizing compilers. Furthermore, an alternative work towards
SIMD/MIMD reconfiguration is discussed, where similar ideas have been established, but
no compiler or hardware prototype is on-hand yet. Chapter 8 outlines the concepts of the
CHARISMA compiler for our reconfigurable architecture. Thereby, we focus on the vector-
ization phase, the machine model in SIMD mode, as well as the conceptual extensions to the
register allocation.

1Compiler Handles Architectural Reconfiguration Integrating SIMD MIMD Automatically
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This chapter presents the work related to CHARISMA1. We start with a short overview of
classical vector supercomputers and vectorization techniques in Section 7.1.

Vector machines have inspired the development of Multimedia Extensions (MME) for
general-purpose microprocessors. Section 7.2 first motivates some challenges when apply-
ing classical vectorization techniques for MMEs. Then, we characterize selected vectorizing
compilers based on classical methods. Additionally, an alternative approach based on tree-
pattern matching is presented.

Larsen et al. [107] developed a simple, but concise method for vectorization that oper-
ates on basic block level and exploits vector parallelism through loop unrolling. Hence, we
decided to re-use their approach for the CHARISMA compiler. As we have adapted their
method for our reconfigurable QuadroCore, their approach is presented in Section 8.3 of the
next chapter.

Section 7.3 presents two selected SIMD processors. The famous CELL microprocessor
was developed for multimedia applications and offers high performance for SIMD code,
but cannot be reconfigured between SIMD and MIMD execution like our QuadroCore. The
indirect access to vector element registers provided by the eLite DSP inspired our concept of
memory accesses in the SIMD mode (see Section 8.2.2).

Finally, we discuss existing work from the literature, which also uses SIMD/MIMD recon-
figuration. In contrast to CHARISMA, their approach lacks a proper hardware implementa-
tion as well as a vectorizing compiler.

7.1. Vector Machines and Classical Vectorization

Many early supercomputers like the famous Cray were vector processors [177]. Such ma-
chines include a large file of vector registers which may comprise up to a few hundred of ele-
ments each (see Figure 7.1). Classical vector machines process vector registers in a pipelined
manner. Each operation is partitioned into suboperations, which are executed sequentially
in stages of a pipeline. The speedup gained by such pipelining corresponds to the number
of stages, if compared to a sequential execution.

Array computers have parallel processing units to operate on the elements of vector regis-
ters. Like the pipeline stages of vector machines, the units cannot influence control-flow. Sys-
tolic arrays [103] are a special form of array computers and are based on a 2 or 3-dimensional
mesh of processing elements. The execution is performed synchronously in pipelined stages.
Arrays are well-suited for processing sets of homogenous data.

In order to exploit the huge amount of parallelism offered by supercomputers efficiently,
most of them are programmed using HLLs. The language of choice is Fortan, where a num-
ber of vectorizing compilers is available.

The classical vectorization algorithm by Allen and Kennedy [3, 5] is illustrated in Fig-
ure 7.2: At first, a DDG is constructed and the Strongly Connected Components (SCC) in
that graph are computed. Then, each SCC is replaced by a single node to get an acyclic
graph. Obviously, the instructions of a condensed node cannot be vectorized. Instead, the

1Compiler Handles Architectural Reconfiguration Integrating SIMD MIMD Automatically
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...

0 1 ... i ... n-1

vector register file

vector register

VR1

VR0

...

VRm-1

0

pipeline processor

sequential loop:

int a[1000], b[1000], c[1000];

for (i = 0; i < 1000; ++i)
a[i] = b[i] + c[i];

vectorized loop:

int a[1000], b[1000], c[1000];

a[0:999] = b[0:999] + c[0:999];

Figure 7.1.: Vector machine

cycles are broken and mapped to a sequential loop, while the remaining simple nodes are
vectorized.

S2

sequential loop:

    do I = 2,N
S1:   A(I) = B(I)
S2:   C(I) = A(I) + B(I-1)
S3:   E(I) = C(I+1)
S4:   B(I) = C(I) + 2
    end do

vectorized loop:

S1: A(2:N) = B(2:N)
S3: E(2:N) = C(3:N+1)
    do I = 2,N
S2:   C(I) = A(I) + B(I-1)
S4:   B(I) = C(I) + 2
    end do

S1

S3

S4

S2,4

S1

S3

Figure 7.2.: Overview of classical vectorization

In practice, the application of this simple principle requires a couple of complex loop trans-
formations [182, 7, 177] like scalar expansion, loop interchanging, loop fission, loop fusion,
or strip mining. The basic problem is the interaction between the different techniques as well
as the resulting non-determinism.

7.2. Compilation for Multimedia Extensions

In the past decade, the high computational workloads caused by multimedia applications
have led to the development of MMEs for general-purpose microprocessors. The MMEs
of most processors have a simple SIMD architecture based on short, fixed-length vectors, a
large register file, and an instruction set targeted at the very specific multimedia application
domain. Importantly, the design is inspired from array computers (see Section 7.1).

The first SIMD extension, MAX-1 [111], was introduced by HP in 1994. Today, there exist
at least 10-15 commercially available MMEs like Intel Multi-Media eXtension (MMX) [118,
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131] or Streaming SIMD Extensions (SSE) [43, 160], Motorola AltiVec [44, 70], Sun Visual
Instruction Set (VIS) [162, 100], etc. to mention only a few of them.

MMEs are often programmed manually using assembly, system libraries, or macros in a
high-level language. Such strategies are only benefical for special applications like games,
where maximum performance is the most important criterion. As the execution of games
mainly considers small parts of a program, it is even worthwhile to decide for their im-
plementation by hand-optimized assembly code. On the other hand, manual effort is usu-
ally very time-consuming and error-prone. Further problems of these approaches are the
low portability due to inconsistencies among different instruction sets or high development
costs.

The similarity between MMEs and vector machines has resulted in the usage of classical
vectorization techniques (see Section 7.1). However, there are also some fundamental dif-
ferences which are discussed in the next subsection. Then, Section 7.2.2 characterizes some
work towards vectorizable compilers for MMEs that use classical vectorization methods. A
further technique which is based on pattern recognition is discussed in Section 7.2.3. The
Superword Level Parallelism (SLP) approach used in the CHARISMA compiler targets se-
quential code by considering adjacent memory accesses and unrolls loops to uncover vector
parallelism. It is explained in detail in Section 8.3.

7.2.1. Challenges of Vectorization for Multimedia Extensions

In contrast to classical SIMD computers, MMEs mostly operate on small data types of 8
or 16-bit width. Hence, multiple values are stored in a packed manner in one 32 or 64-bit
register and processed by a single operation. Similarly, a memory access reads or writes
whole packed vectors to exploit the width of the data bus as best as possible. Due to the
number of supported data types, a lot of instructions are needed in principle to provide a
quite small set of arithmetic operations.

In practise, multimedia instructions sets are typically very specialized and only support
certain types of vectors. For instance, MMX does not provide floating-point computations
for packed data. In SSE, the min/max operations are only available for vectors of signed
16-bit integers and unsigned 8-bit integers.

Another problem affects memory accesses: An MME has a much weaker memory unit and
lacks native support for the gather/scatter type of memory operations to vectorize code with
non-contiguous data. Architectures of MMEs typically have alignment constraints which
impede the vectorization of loops. The latter problems is handled extensively by Wu et
al. [179]. They have called SIMD vectorization as simdization to emphasize the mentioned
challenges compared to classical vectorization. However, we still denote it as vectorization,
because this thesis does not focus on generating optimal code for MMEs.

Further challenges are introduced by the style of programming MMEs like the usage of
pointers instead of arrays which complicates dependence analysis or the manual unrolling
of loops. Last but not least, a language like C, which is widely used for programming mul-
timedia applications, has a lot of limitations in contrast to Fortan that is common for vector
computers: For example, all subword data types are automatically transformed to the size
of a machine word before performing any arithmetic operations. Additionally, special com-
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putations like saturated arithmetics are not supported directly by the language, but must be
expressed with native C operations. Ren et al. [141] discuss these aspects in detail.

7.2.2. Vectorizing Compilers for Multimedia Extensions

Cheong and Lam [33] have implemented a vectorizer using the SUIF compiler kit [175],
which operates as a source to source optimizer and consists of two phases. At first, parallel
loops are identified and conditional operations are replaced by predicated single operations.
Then, scalar expansion and loop fission [182, 7, 177] are used to vectorize instructions for
an abstract model supporting infinite length vectors. Finally, some optimizations like mini-
mization of total number of vector registers are conducted and the vectorized operations are
transformed into function calls of Sun VIS instructions.

DeVries [42] has developed a vectorizing SUIF compiler which targets inner for-loop bod-
ies. Strip mining adapts them for the maximum vector length of the hardware and splits the
loop body into scalar and vectorizable parts.

Krall and Lelait [101] have proposed a vectorizing compiler for Sun VIS, that can either use
classical techniques or loop unrolling (see Section 8.3). Their evaluation has demonstrated
that loop unrolling is as effective as conventional vectorization, but can be implemented
with a much lower effort.

Sreraman et al. [154] have presented the implementation of a vectorizing C compiler for
Intel MMX. Again, the vectorizer is based on the SUIF toolkit and performs a C source to
source transformation, whereas the vectorized parts are encoded as inline assembly. The
basic idea is to identify data parallel sections of a program and to improve the results by
transformations like strip mining, scalar expansion, and condition distribution.

Bik et al. [16, 18] have developed the automatic parallelization and vectorization methods
used by the Intel C++/Fortan compilers. At first, control-flow, data-flow, and data depen-
dences are analyzed using classical techniques [177]. Then, the program is restructured to
enable a parallelization. If the data dependence analysis has failed beforehand, the compiler
even adds dynamic data dependence tests to improve the exploitation of parallelism. Fi-
nally, the sequential code is transformed into semantically equivalent multithreaded code or
SIMD instructions. For more details about the vectorizer, the reader may refer to [15].

7.2.3. Vectorization by Pattern Recognition

Classical vectorization focuses on how to transform source code into vector form correctly.
Instead, the utilization of multimedia extensions concentrates on automatic recognition and
vectorization of SIMD-style parallelism. First work in this direction has been done by Bik et
al. [17], which used tree-rewriting to recognize saturation and min/max operations. Boekhold
et al. [20] have proposed a programmable engine for code transformations on ANSI C pro-
grams to exploit coarse-grained parallelism or multimedia instruction sets.

Fisher and Dietz [57] have developed a C-like language called SWARC to ease the writing
of programs exploiting SIMD Within A Register (SWAR) parallelism. The term SWAR was
formed by the authors and basically denotes SIMD parallelism for multimedia extensions
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(see Section 7.2). The idea is to write portable SIMD programs in the SWARC language,
which are compiled to efficient modules and interface code in order to integrate them into
ordinary C programs.

Jiang et al. [91] have implemented a recognition engine based on the BURS technique [58],
which is integrated into the classical vectorization algorithm (see Section 7.1). At first, the
representation of a program is simplified using IF-conversion [4], which converts control
dependence into data dependence. Then, vectorizable statements are identified using the
BURS technique. Each rule consists of the BURS rule, the vector length, estimated costs for
vectorized and sequential code, a definition as well as its uses, and a constraint to handle
dependence or data type. From this information, a Directed Acyclic Graph (DAG) is con-
structed, where each node either represents the best rule for a statement or a match of a
multi-statement rule. Edges model the inclusion relationship between multi-statement and
statement nodes. Afterwards, the DAG is decomposed into a series of trees and invalid or
unprofitable trees are removed. The selection of the best trees for a set-covering problem
is formulated by defining the weight of each tree as the speedup of vectorization. As set-
cover is an NP-complete problem, a greedy algorithm is used, which favours trees with
most number of statements and minimal costs first. Finally, the selected trees are mapped to
SIMD instructions.

In principle, the approach of Jiang et al. should be quite powerful, extendable, and merely
require the specification of a small amount of rules. The authors demonstrated that their
method can recognize more vectorizable idioms supported by typical multimedia extensions
like MMX than classical vectorization. On the other hand, the vectorization of the example
discussed in the paper already requires a number of rules compared to its complexity. The
effort in specification required for the bigger benchmarks considered by the evaluation is not
disclosed. The presentation of their approach even suggests that the number of rules can be
quite high. Last but not least, the selection of the best subtrees bears a high complexity that
contrasts with the smartness of the tree pattern matching.

7.3. SIMD Processors

In this section, we discuss two selected processors which both offer SIMD execution. The
CELL microprocessor (see Section 7.3.1) is aimed at multimedia and vector processing ap-
plications and is employed by the PlayStation 3 game console, for instance. In contrast to
the QuadroCore, it provides much more computational power, but cannot be reconfigured
between SIMD and MIMD execution.

The eLite DSP (see Section 7.3.2) offers an indirect access to the elements of vector registers
in order to speed up the data-reorganization impeding conventional multimedia extensions.
Such idea can also be re-used for the memory accesses in SIMD mode of the reconfigurable
QuadroCore (see Section 8.2.2).
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7.3.1. CELL Microprocessor

The famous CELL microprocessor [132] was developed jointly by Sony, Toshiba, and IBM
for multimedia and game applications. It consists of a multithreaded Power Architecture
processor as well as eight attached streaming processors on a single chip. Most instructions
provided by the streaming processors operate in a SIMD fashion on 128-bit words. Each
processor has seven execution units and can issue two instructions per cycle.

The CELL architecture supports a wide range of programming models [49]: At first, the
streaming processors can be programmed in assembly in order to achieve best results. Al-
ternatively, the user can write separate programs for the different processors in a HLL using
distinct compilers. Intrinsic functions are always provided to optimize performance critical
parts of an application.

The third level of support enables automatic vectorization for the available SIMD units,
which operates on both loops and basic blocks. The alignment contraints imposed by the
memory subsystem of the architecture are handled by a systematic approach [179]. At this
level, the user still has to partition an application manually as well as inserting special code
and data transfers.

The highest level of abstraction demands the usage of an OpenMP programming model,
whereas the programmer has to specify parallel sections of a program. Due to the authors,
their approach is also applicable to automatic parallelization support.

Vectorization on loop-level is based on classical techniques targeting innermost loops [5,
182]. Non-vectorizable loops are distributed to the different processors using a cost model
to avoid excessive distribution. Furthermore, sequential code is inspected for SIMD paral-
lelism, which can be found in e.g. unrolled loops. This special vectorization is performed
using the SLP approach also employed by the CHARISMA compiler (see Section 8.3). The
vectorizer of the CELL compiler handles basic blocks before loops, because vectorized se-
quential code may be re-used by the loop-level vectorization.

7.3.2. eLite DSP

The eLite DSP [120] was developed by IBM to support efficient vectorization techniques by
offering two types of SIMD [124]: Single Instruction Multiple packed Data (SIMpD) refers to
conventional subword SIMD operations also provided by MMEs like MMX or AltiVec. This
functionality is only useful, if data are aligned properly, contiguous, and not re-used.

Single Instruction Multiple disjoint Data (SIMdD) accesses a large vector-element register
file through vector pointers in order to support efficient access to non-contiguous data. Each
vector pointer register consists of four elements which contain the indices of the referred
vector element registers. Consequently, data re-ordering needed at each permuted access
for SIMpD is avoided by modifying the vector pointers once.

A vector pointer is described by the quadruple

(v, (∆0,∆1,∆2), δ, ρ)
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where v denotes the address of the first vector element register and ∆0,∆1,∆2 represent
the offsets to the next registers. Hence, such vector pointer has the following value:

(v0, v1, v2, v3) = (v, v + ∆0, v + ∆0 + ∆1, v + ∆0 + ∆1 + ∆2).

The values δ and ρ specify the post-increment of each vi:

vi = vi − (vi mod ρ) + ((vi + δ) mod ρ).

Thereby, δ represents the distance between two vectors, and ρ denotes the value where a
pointer is reset to v. For instance, a vector pointer toggling between two consecutive quadru-
ples of vector element registers starting at address v is represented by (v, (1, 1, 1), 4, 8).

Figure 7.3 shows the memory layout and the corresponding vector pointers for the com-
putation of the complex inner-product. We assume that the data is given as two arrays a1
and a2 of alternating real and imaginary values. For simplification, the ρ value is ignored.

a1+0 2 2 2 8real1:

a1+1 2 2 2 8imaginary1:

a2+0 2 2 2 8real2:

a2+1 2 2 2 8imaginary2:

Memory layout:

Vector pointers:

re11 ...im11 re12 im12 re13 im13 re14 im14 re15 im15

re21 ...im21 re22 im22 re23 im23 re24 im24 re25 im25

array 1:

array 2:

Figure 7.3.: Vector pointers for computation of inner product

The vectorizer of the eLite compiler targets loops, because the focus of the authors was set
on optimizing loop kernels. At first, vectorizable loops are identified by memory and data
dependence analysis [177]. Furthermore, access patterns and memory alignment of data
references are determined to define a set of possible options for data layout. The information
can also be re-used for the setup of vector pointers. The actual vectorization decides between
SIMpD and SIMdD, assigns operations to the units, and allocates space in the vector register
files.

7.4. SIMD/MIMD Reconfiguration

Barretta et al. [8] proposed a multi-clustered VLIW architecture, which can be switched be-
tween so-called ILP and SIMD modes. Similar to our CHARISMA approach, the goal is to
exploit both regular and non-regular structures in a given program. Currently, there exists
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only a simulator, but neither a proper hardware implementation nor a corresponding com-
piler. Although the approach seems to be rather incomplete, there are no follow-up papers
describing any extensions. The suceeding publications of the authors have concentrated
on multi-threading of multi-cluster VLIW processors. In the following, we characterize the
aproach of Barretta et al. and compare it with CHARISMA.

Reconfigurable Machine The authors envision to reconfigure the machine between ILP
and SIMD modes by executing special reconfiguration instructions. They argue that there
can be either a single instruction which switches the current mode or two separate instruc-
tions to enable a certain mode. Barretta et al. favour the latter solution in order support
further execution modes in the future. Our machine features a single reconfiguration in-
struction where the execution mode to be enabled is encoded as an immediate operand.

In SIMD mode, single instructions are distributed to all clusters of their VLIW architecture
where they are executed on different data. It is not explained wether such instructions are
still part of a very long instruction word or wether the VLIW decoder can be adapted to han-
dle also scalar instructions. The SIMD mode of the QuadroCore executes a single instruction
stream whose instructions are decoded by the first processor and forwarded to the ALUs of
all processors. In the MIMD mode, the processors operate on separate instruction streams
instead of combining them to a VLIW program.

Each cluster of the architecture by Barretta et al. has a private register file as well as a
load/store unit for memory access. Before entering the SIMD mode, the base registers of
the clusters are loaded with different addresses to operate on disjoint data. The S-Cores
employed by the QuadroCore also have separate register banks and can access the external
memory independently. We use common base addresses to avoid the additional effort in
preparing the memory access before switching to SIMD mode. Instead, a processor c can
access memory data of word size w by adding c ∗ w to a base address during load/store
operations (see Section 8.2).

Level of Parallelization Barretta et al. propose a compiler that focuses on coarse-grained
regular structures, because ILP techniques do not detect all data parallelism. This minimizes
the communication effort between the clusters of their machine. Concretely, they consider
two levels of SIMD parallelism: LLP (one iteration of a loop is executed simultaneously by
each cluster) and TLP (one instance of a function call is executed simultaneously by each
cluster). The relation of SIMD and TLP does not really become clear in the paper.

The SLP approach (see Section 8.3), that is employed by the CHARISMA compiler, tar-
gets sequential code in basic blocks instead of performing complex transformations on loop
nests. The authors have shown that focusing on SLP leads to simple and robust compiler im-
plementations while still achieving a good performance. In contrast to classical vectorization
techniques, SLP can also be exploited when vector parallelism is scarce or loop transforma-
tions cannot be applied.

Functionality of Compiler The concepts of the envisioned compiler are presented in a
very rough way: At first, it may identify portions of the source code that can be executed in
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SIMD mode by determining accesses to disjoint memory blocks. Such information can either
be provided in the source code or has to be computed automatically. We believe that both
strategies are suboptimal, because the information is too general, even if gained automati-
cally. The applied SLP approach starts by identifying adjacent memory accesses, which can
be implemented using a couple of alignment and array analysis techniques. Our compiler
uses an adapted version of CSE for this task, which is presented in Section 8.3.1.

As a next step, the desired compiler may allocate data in memory such that the locality is
maximized. Finally, a scheduling is performed based on the previously identified portions
of code.

CHARISMA features a fully automated compiler, which identifies parts of a given pro-
gram to be executed in SIMD or MIMD mode. The reconfigurable QuadroCore is available
as both real hardware as well as a cycle-accurate software simulator. Furthermore, this spe-
cial reconfiguration is part of our superior methodology CoBRA.
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In this chapter, the concept of our CHARISMA1 compiler for machines reconfiguring be-
tween SIMD and MIMD execution is presented. At first, we give an overview of the struc-
ture of the parallelizing compiler backend in Section 8.1. As the CHARISMA compiler uti-
lizes the functionality of both modes, Section 8.2 derives the machine model used in the
SIMD mode from the original MIMD model of the QuadroCore. The vectorization phase of
the CHARISMA compiler is based on the Superword Level Parallelism (SLP) approach of
Larsen et al. [107], which targets sequential code in basic blocks. Section 8.3 introduces the
SLP approach and outlines some extensions developed by us. Last but not least, Section 8.4
explains some conceptual changes of the register allocation motivated by the implementa-
tion of vector registers.

8.1. Structure of the Compiler Backend

The backend of the CHARISMA compiler has been developed from the parallelizing back-
end for the QuadroCore (see Section 4.2.3). An overview is illustrated in Figure 8.1. For
simplification, some phases like processor partitioning have been omitted. The reader may
refer to Section 4.2.3 for further details about the other phases.

source code

ANSI-C
Frontend

Intermediate
Language TIL

Machine-Independent
Optimization 

Code
Selection

Register
Allocation

Peephole
Optimization

code output

CHARISMA

P0 P1 P2 P3

Vectorization

#cycles
code size
...

P0 P1 P2 P3

Scheduling

Code 
Integration

Analysis

#cycles
code size

...

Figure 8.1.: Structure of compiler backend with CHARISMA component

Basically, the scheduling phase has been replaced by a new component called CHARISMA.
Its structure is shown in Figure 8.2. At first, an analysis is performed to compute depen-
dences between instructions as well as inherent parallelism. Furthermore, this phase may
partition the code into several pieces which are considered separately during code genera-
tion. As we decided to schedule on basic block level (see introduction of Part II), our com-
piler just considers the control-flow graph of a function.

Then, the code of each basic block is parallelized for both MIMD using list scheduling [82]
and for SIMD using the SLP approach of Larsen et al. [107], which is described in Sec-
tion 8.3. Afterwards, the code integration selects the best result for each basic block and
inserts reconfiguration instructions at the interfaces (see Section 3.3.2). Our current proto-
type of CHARISMA aims for a short execution time. In the future, other goals like small

1Compiler Handles Architectural Reconfiguration Integrating SIMD MIMD Automatically
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P0 P1 P2 P3
#cycles
code size
...

Vectorization

#cycles
code size
...

P0 P1 P2 P3

Scheduling

Code 
Integration

Analysis

Figure 8.2.: Structure of CHARISMA

code size and low power consumption will be considered also. Importantly, high savings in
code and energy are achieved also, if the vectorizer yields a faster result based on a single
code stream than the scheduling phase.

8.2. Functionality of SIMD and MIMD Modes

Figure 8.3 gives a rough overview of the machine models utilized by the two modes. The
SIMD mode is used for parts of a program with a regular structure, which can be found in
multimedia applications, for instance. A single code stream is decoded by the first processor
and executed by all processors with different data. During the execution of parts which
exhibit an irregular program structure, the processors operate on different code streams in a
MIMD manner.

Alternatively, the vectorization can also be utilized to produce multiple code streams for
a MIMD mode. In such case, neither reconfiguration instructions nor additional code to ar-
range register values for the execution of vectorized code (see Section 8.4.1) are required.
Hence, this so-called pseudo SIMD mode can be regarded as an optimistic estimation of the
results gained by using the real SIMD mode considered in the following. The pseudo SIMD
mode is employed by the evaluation of the SIMD/MIMD reconfiguration presented in Sec-
tion 13.3.

In order to develop a compiler for a machine which can reconfigure between SIMD and
MIMD modes, their functionality must be specified precisely. Section 8.2.1 outlines the ma-
chine model for SIMD execution, which has been derived from the default MIMD model.
This comprises the implementation of vector registers as well as the semantics of non-memory
instructions in SIMD mode. Section 8.2.2 explains the concept of wide memory accesses in
SIMD mode and proposes an extension for non-adjacent data. Finally, a technique to handle
branches in SIMD mode is proposed in Section 8.2.3.
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Figure 8.3.: SIMD/MIMD modes of QuadroCore

8.2.1. Machine Model in SIMD Mode

Typical SIMD architectures like famous vector supercomputers (see Section 7.1) or Multi-
media Extensions (MME) of general-purpose microprocessors (see Section 7.2) have special
vector registers. In the QuadroCore, each S-Core processor has a separate register bank to
store scalar values. Clearly, such design is useful for the default MIMD mode (see Figure 8.4).

Let C be the number of processors and R be the number of registers per processor. Due to
the presence of a single code stream, a register operand must refer to a single vector register
ri, i ∈ {0, . . . , R − 1}, which consists of an ordered set of C scalar registers of pair-wise dif-
ferent processors. Furthermore, the set of scalar registers represented by two vector registers
ri and rj , i 6= j, must be disjoint. In order to minimize the changes of the existing architec-
ture for the SIMD mode, the j-th entry of ri is mapped to the register ri,j of processor j, for
i ∈ {0, . . . , R − 1} and j ∈ {0, . . . , C − 1}, as illustrated in Figure 8.5. In the following, such
registers ri,j , for a certain i and all j, are denoted as homonymous registers. Obviously, this
decision demands a proper register allocation to ensure that C homonymous scalar registers
of the processors are allocated for a single vector register.

Consequently, a single instruction with encoded register operand ri is executed by all pro-
cessors j with different values stored in their registers ri,j , respectively. Hence, we decided
that non-memory instructions should have the same behaviour in both modes to model the
SIMD manner best. Instead, it does not make sense to execute a single memory access mul-
tiple times on different processors. The adapted semantics of memory instructions is ex-
plained in the next subsection.

8.2.2. Memory Accesses in SIMD Mode

Wide Access of Adjacent Elements In the SIMD mode, a processor c accesses memory
data of word size w by using c ∗ w as an offset to a base address as illustrated in Figure 8.6.
Such semantics corresponds to wide memory accesses known from vector machines (see
Section 7.1) or conventional MMEs (see Section 7.2) and exploits the existing data-paths as
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Figure 8.4.: Functionality of original MIMD mode
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Figure 8.5.: Functionality of SIMD mode

best as possible. Furthermore, it matches the perspective of the SLP approach employed by
the CHARISMA compiler (see Section 8.3), which is based on adjacent memory accesses.

P0 P1 P2 P3

Address

Figure 8.6.: Memory access in SIMD mode

Importantly, this decision requires that memory access and corresponding address com-
putation are performed in the same mode. For instance, the processors may compute the
addresses for each memory element from Figure 8.6 separately in MIMD mode. Hence, the
memory must also be accessed in MIMD mode in order to avoid the implicit adaption of
the addresses as described above. Vice versa, a common address computed by each proces-
sor in SIMD mode may only be used for a wide memory access in SIMD mode. In order
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to allow that address computation and memory access were executed in different modes,
two types of memory instructions would be needed: The first group might behave like the
original memory instruction, while the second one corrects the address as mentioned. Our
prototypical implementation does not distinguish between two types of accesses.

With respect to the structure of the QuadroCore (see Section 4.1), memory data used in the
SIMD mode must be stored in the external memory to enable the access by all processors.
The hardware architecture has been modified accordingly to support such wide memory
access to adjacent memory elements, instead of serializing it by the bus arbitration. Our
compiler transforms local arrays or structures to global memory data if necessary.

Alternatively, data-structures may be partitioned among the local memories of the proces-
sors in order to speed up their access. But this behaviour impedes a usage in MIMD mode,
which assumes contiguous arrays by default. On the other hand, maintaining two different
versions of those data-structures used in both modes is clearly too expensive. Last but not
least, data-structures used only in SIMD mode could be stored in the local memories of the
processors, while memory data used in both modes would be placed in the external memory.
But this demands further interprocedural analysis at compile-time to determine all functions
where memory data might be used. Hence, we decided to use the external memory for all
data-structures accessed in SIMD mode.

Access of Non-Adjacent Elements In the following, we propose a concept for the imple-
mentation of wide memory accesses of non-adjacent elements. The method has been derived
from a related approach and its implementation is still pending.

The eLite DSP (see Section 7.3.2) offers an indirect access to vector elements by using
so-called vector pointers. One example is the computation of the complex inner product,
where real and imaginary values are stored alternatingly in two arrays. Please refer to the
mentioned subsection for the notation used in the following.

The concept of vector pointers can be mapped to the machine model in SIMD mode. For
simplification, we neglect the ρ parameter in the following, which would allow to compute
addresses modulo a certain value. This is realized by resetting a vector pointer to the base
address of a vector when a specific address is reached.

Figure 8.7 illustrates the implementation of vector pointers with common offset values
∆. The basic idea is that each processor begins the iteration through the array elements at
the address rb = β + cpu ∗ ∆. Hence, no additional register is needed to store the offset ∆
afterwards. The initialization may also be executed in SIMD mode, if the processors add
their number times the offset value implicitly. In contrast to the concept presented above, no
offset needs to be added by each processor before the actual memory access. Incrementing
rb by the distance δ provides access to the next elements.

If the offset values are not equal, the initialization has to be changed as illustrated by
Figure 8.8. Again, no further registers are needed. But, the initialization cannot be performed
efficiently in SIMD mode, because each processor has to access and sum up the offset values
separately.

For a practical implementation, the first proposal seems to be more suited. Although it
is simpler, the common offset values should not be too restrictive for most applications.
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Figure 8.8.: Concept of non-adjacent memory access with arbitrary offsets

However, an implementation would require to augment the architecture by special vector
registers, because parallel memory accesses to non-adjacent elements can probably not be
realized efficiently in hardware. Like the eLite DSP, contiguous memory data would be read
into such vector registers to perform computation and written back to memory afterwards.

Furthermore, the vectorization technique would need to be changed accordingly to rec-
ognize regular accesses to non-adjacent memory elements. Our compiler uses the SLP ap-
proach, which identifies adjacent memory accesses as a starting basis for vectorization. Fur-
ther information are provided in the following section.

8.2.3. Branches in the Presence of SIMD/MIMD Reconfiguration

For simplification, branches are always executed in MIMD mode by code resulting from the
current prototype of CHARISMA. Hence, all processors can directly proceed executing their
own instruction stream after a reconfiguration from SIMD to MIMD mode. In the following,
we illustrate the challenge of branches in SIMD mode and outline a technique which may be
integrated into a future version of CHARISMA.
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Branches in SIMD mode can only be executed by the first processor which fetches and
decodes instructions for the other cores. Let us assume a scenario as illustrated by Figure 8.9.
In the basic block b, the execution mode is switched from MIMD to SIMD at program position
p. The SIMD code stream contains a branch instruction such that execution ends up in a
succeeding basic block b′, where it encounters a reconfiguration back to MIMD at program
position p′. Please note that the program counters of the processors except the first one still
point to the prior reconfiguration point p. In order to guarantee a proper execution, the
program counters need to be updated with the addresses of the first instructions in MIMD
mode after p′. This can be done by inserting branches after the reconfiguration code at p.

CPU0 CPU1 CPU2 CPU3

SIMDmimd

MIMD

MIMD

SIMD

b simd simd simd simd

SIMD

MIMD

jmp

SIMD

MIMD

b'

. . .

p

program counters
of CPUs 1-3
still point to P

SIMD

p'

p

Figure 8.9.: Branch in SIMD code

8.3. Vectorization with SLP

Classical vectorization which was developed originally for vector machines (see Section 7.1)
has been re-used in a number of vectorizing compilers for Multimedia Extensions (MME)
(see Section 7.2.2). However, complicated loop transformation techniques are required to
parallelize loops that are only partially vectorizable [3, 27, 115]. Furthermore, different loop
transformations interact with each other and imply a non-deterministic, hardly manageable
behaviour. Last but not least, classical vectorization is only capable of identifying SIMD-style
parallelism inside loops but not within a single basic block.

Superword Level Parallelism Larsen et al. [107] introduced the concept of Superword
Level Parallelism (SLP) as a fundamentally different type of parallelism than the vector par-
allelism associated with traditional vector supercomputers. SLP is defined as short SIMD
parallelism in which the source and result operands of a SIMD operation are packed in a
storage location. While vector machines require a large amount of parallelism inside loops
to achieve speedups, exploiting SLP is already profitable for a low degree of parallelism. The
authors have demonstrated that their method can yield significant speedups over classical
vectorization. Focusing on a clear and concise method leads to a simple and robust compiler
implementation. Consequently, we decided to re-use their technique for the vectorizer of the
CHARISMA compiler.
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The basic idea of the SLP approach is to identify so-called isomorphic statements within
a basic block. Two statements are isomorphic, if they contain the same operations in the
same order. Statements with adjacent memory references among corresponding operands
are well-suited for vectorization, because the operands are effectively pre-packed in mem-
ory and address computation is only needed once. Hence, adjacent memory accesses pro-
vide first candidates for isomorphic statements. Further SIMD operations are determined by
traversing the def-use/use-def chains of the operands.

t0 = c * z[i+0]

a = b + t0

...

t1 = f * z[i+1]

d = e + t1

...

t2 = t * z[i+2]

r = s + t2

...

basic block

packed superwords

t3 = y * z[i+3]

w = x + t3

...

CPU0 CPU1 CPU2 CPU3

CPU0

CPU1

CPU2

CPU3

Figure 8.10.: Vectorization based on adjacent memory references

Figure 8.10 shows an abstract example based on statements in 3-address form. The three
shades of gray visualize the statements which can be vectorized, i.e. packed to be executed
in parallel. As the statements in the light-gray boxes access adjacent elements of the array z,
they are remembered as an initial set. Traversing the def-use chains of t0, . . . , t3 leads to the
statements in the medium-gray boxes and may find further candidates for SIMD execution,
which are not considered here for simplification.

Our compiler transforms the intermediate statements directly into machine instructions
using code selection. We define that two instructions are isomorphic, if they have the same
opcode and address adjacent memory elements (load/store instructions) or have equal im-
mediate operands (non-memory instruction). Register operands can be neglected at this
point, because registers are allocated later. The register allocation phase mainly has to en-
sure that registers with common indices are accessed by each processor to enable the usage
of a single instruction in SIMD mode (see Section 8.4).

Vector Parallelism and SLP In order to exploit vector parallelism between loop itera-
tions, loop unrolling is applied to create more SLP. Concretely, vector parallelism is trans-
formed into SLP in the same way that loop unrolling translates loop level parallelism into
ILP. Hence, only a single and straightforward loop transformation is needed to exploit par-
allelism between different loop iterations. Figure 8.11 illustrates by using different shades of
gray how loop unrolling produces a basic block with SLP like in Figure 8.10.
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sequential loop
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Figure 8.11.: Loop unrolling transforms vector parallelism into SLP

Structure In this section, we explain the SLP approach by using an example and outline
some customizations for CHARISMA. The method consists of a preparation and a SLP uti-
lization stage, which include four phases each (see Figure 8.12). Basically, the first stage
unrolls loops and identifies adjacent memory accesses, which are used as a starting basis for
the second stage which generates code by exploiting SLP. Section 8.3.2 gives an overview of
the preparation, while the phases of the vectorization are handled in Section 8.3.3. Before-
hand, Section 8.3.1 presents an original analysis of adjacent memory developed by us which
was inspired by the data-flow problem Common Subexpression Elimination (CSE).

Preparation

SLP Utilization

source code
Loop Unrolling

Alignment
Analysis

Optimization Transformation

Identify Adjacent
Memory References

Find Data-Dependent
Operations

Combination

Scheduling

basic block with SIMD instructions

CPU0 CPU1 CPU2 CPU3

Figure 8.12.: Overview of SLP algorithm

8.3.1. Adjacent Memory Accesses

A mandatory requirement for the SLP approach of Larsen et al. [107] is an analysis of ad-
jacent memory references. According to their paper, they utilize both alignment informa-
tion [108] and array analysis for computing adjacence. Our approach is based on the idea
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of the well-known compiler optimization technique Common Subexpression Elimination
(CSE). At first, we introduce CSE and then present our method.

Common Subexpression Elimination Two computations are denoted as common subex-
pressions, if their evaluation gives the same result. With respect to a single tree, such expres-
sions can be recognized by checking subtrees for structural equivalence, if the evaluation of
operands does not imply side effects. The identification of common subexpressions in larger
contexts such as basic blocks or functions has to ensure that two expressions are based on a
common set of values also. In the following, we always refer to single functions. CSE can op-
timize a given function such that common subexpressions only have to be computed once.
Thereby, the result of a computation is assigned to a newly introduced auxiliary variable
which replaces the remaining occurrences of the expressions.

For instance, the upper left part of Figure 8.13 shows an excerpt of a program which com-
putes two expressions and assigns them to variables x and y, respectively. As the expression
b + c is computed with common values for b and c each, b + c is a common subexpression
for the computation of x and y. Hence, the program can be simplified by computing b + c
first and assigning its result to a auxiliary variable h, which is used to calculate x and y
afterwards.

x = a * (b + c)
   ...
y = (b + c) / 2

�

h = b + c
x = a * h
   ...
y = h / 2

Is expression e computed on every path
from the entry to a program position p
and none of its variables is defined
after the last computation before p?

pred(B)

Out =
(In – Kill)

∪
Gen

                         

Out

In

Out

In

Out

In

p: y=(b+c)/2

b = ...
c = ...

b = ...
c = ...

x=a*(b+c)

h=b+c

Figure 8.13.: Data-flow problem Common subexpressions

CSE can be formulated as a data-flow problem, which determines the available expressions
for all program positions. An expression e is available at a certain program position s, if
e is computed on every path from the entry node to s and none of its variable is defined
after the last computation before s. Such information can be used to both identify common
subexpressions and determine program positions for assignments to auxiliary variables.

The information about expressions is propagated according to the control-flow, because
the data-flow property at a program position s depends on information about expressions
computed before s. As available expressions are defined with respect to all paths, the join
operator corresponds to the intersect function. Hence, CSE is a forward-intersect problem.
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Strong and Weak Structural Equivalence Address computations for adjacent memory
accesses have a similar structure and only differ in a constant. Adjacence can be shown by
considering the effect of such constants on the address computation as well as the width of
memory accesses. Hence, we formed the term weak structural equivalence, which softens
the definition of the known (strong) equivalence by ignoring different constant values. We
omit a precise definition for simplification, because this would require to specify types of
operators used in expression trees and their interaction.

Figure 8.14 gives an example: The left subtrees of each intermediate tree correspond to
address computations for the assignments to the elements i and i + c of an array a, respec-
tively. Both computations only differ slightly: In the tree on the left-hand side, the index i is
left-shifted 2 bits and added to the address of a. The shifting corresponds to a multiplication
by 4, because the array contains 32-bit words. In the right tree, the value c∗4 is further added
to i ∗ 4 to get the offset of i + c relatively to a.

assign

addradd

shlderef

localobj const 2deref

localobj a[i]

a

i

assign

addradd

shl

deref

localobj

const 2deref

localobj a[i+c]

a

i

add

const c*4

a[i] a[i+1] a[i+2] a[i+3]a ... ...

Figure 8.14.: Intermediate trees of address computations for indexed memory access

Obviously, the analysis of weak structural equivalence can be realized quite similar to the
original definition by neglecting different constants in address computations. After the anal-
ysis, each assignment or dereference node is annotated with a triple (b, o, s) which can be
used to determine the adjacence later efficiently.

The first element b of the triple denotes an abstract base address and corresponds to the
index of a table entry that contains the expression for the address computation. As shown
in Figure 8.15, the trees of Figure 8.14 have common base addresses, because the address
computations are weakly structural equivalent. The second element o represents the con-
stant offset in the corresponding address computation. Clearly, o is 0 for the first tree a[i]
and c ∗ 4 for the second tree a[i + c]. The size of the memory access in bytes is equal to the
third element s.

Computation of Adjacence Given two memory accesses, adjacence can be queried easily
using the annotated triples. Obviously, non-adjacence must be assumed if the abstract base
addresses are not equal. In case of common base addresses, the accessed memory blocks are
modelled by intervals [o, o + s], whereas o is the offset and s the size of the access, again.
In the following, we always neglect the base address and use the terms memory block and
interval interchangeably.
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8.3 Vectorization with SLP

At first, we focus on strong adjacence, i.e. two intervals [o1, o1 + s1], [o2, o2 + s2] need to be
tangent to each other, but must not interfere. Hence, it holds either o2 = o1+s1 or o1 = o2+s2.
Figure 8.16 illustrates the computation and gives three examples. If two accesses are strongly
adjacent, they are used as a starting basis for the SLP approach (see Section 8.3.3).

(base address, offset, size)

assign

addradd

(42, 0, 4)

a[i]

assign

addradd

(42, c*4, 4)

a[i+c]

add

const c*4

c*40

Figure 8.15.: Annotation of intermediate nodes with information about memory access

Pure adjacency

Weak adjacency

(b1, o1, s1), (b2, o2, s2)

b1 = b2

o2 = o1 + s1  ∨  o1 = o2 + s2

(42, 0, 4), (42, 4, 4)  yes
(42, 0, 4), (42, 8, 4)  no
(42, 0, 4), (23, 4, 4)  no

Formal Examples

(b1, o1, s1), (b2, o2, s2)

b1 = b2

o2 = o1 + s1  ∨  o1 = o2 + s2

(42, 0, 4), (42, 4, 4)  yes
(42, 0, 4), (42, 8, 4)  yes
(42, 0, 4), (23, 4, 4)  no

needed for vectorization

weakly adjacent memory accesses
do NOT depend on each other

Figure 8.16.: Computation of adjacence information from annotations

An interesting alternative is the weak adjacence, which only demands that the intervals
are disjoint, i.e. the memory accesses are independent. Importantly, the base addresses
must still be equal, and strongly structural equivalent memory accesses are always weakly
structural equivalent. Information about weakly structural equivalence is exploited by the
CHARISMA compiler to optimize the dependence information for scheduling and vector-
ization.

As the presented method is only a heuristic, adjacence cannot be proven in all cases.
Hence, if two memory accesses are not weakly or strongly adjacent, independence must not
be assumed. On the other hand, adjacence is only claimed if it holds, by construction. The
presented concept was implemented with a reasonable effort by re-using an existing module
for CSE and has demonstrated its effectiveness.
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8 Compilation for SIMD/MIMD Reconfiguration

8.3.2. Preparation

Here, we explain the preparation stage of the SLP approach, which consists of four phases
as shown in Figure 8.12. The SLP utilization is outlined in the next subsection.

Loop Unrolling At first, the loops of a function are unrolled on the intermediate level.
When targeting an MME, the unroll factor must be chosen according to the data sizes used
within the loop. For instance, a vectorizable loop containing 32-bit values should be unrolled
4 times for a 128-bit datapath. The prototype implemented by Larsen et al. unrolls loops
based on the smallest data type present.

Our compiler unrolls loops by the number of targeted cores, i.e. 4 if all processors of the
QuadroCore are used. The exemplary unrolling of a loop with iteration count 11 by factor 4 is
illustrated in Figure 8.17. Unrolling yields a new loop body which comprises four iterations
of the original loop. The remaining 3 iterations are appended as sequential code after the
new loop. This scheme can also be applied if the upper bound of loop count l is not known
at compile-time, but at run-time before executing the loop. Then, the new loop is executed
bl/4c ∗ 4 times and is followed by l mod 4 iterations of the original loop.

int i, n = 0;

for (i = 0; i < 11; ++i)
{
    n += i;
}

int i, n = 0;

for (i = 0; i < 8; i += 4)
{
    n += i;
    n += i+1;
    n += i+2;
    n += i+3;
}

n += i;
n += i+1;
n += i+2;
i += 3

n += i;

n += i;
n += i+1;
n += i+2;
n += i+3;

n += i;
n += i+1;
n += i+2;

original loop

new loop

remaining
iterations

i = i + 1

i = i + 4

Figure 8.17.: Basic scheme of loop unrolling

Figure 8.18 demonstrates the specific benefits of loop unrolling for the SLP approach: The
original loop consists of accesses to three arrays, but does not contain SLP. If the loop is
unrolled by factor 4, adjacent memory accesses appear, which can be used as a starting basis
for the SLP algorithm.

Alignment Analysis After loop unrolling, an alignment analysis attempts to determine the
address alignment of load/store instructions. This information is crucial to compile for tar-
get architectures that do not support unaligned memory access or where unaligned accesses
imply high penalty costs. On the Pentium 4 processor, for instance, unaligned loads even
suffer from two penalties, namely the cost of handling the unaligned access and the impact
of the cache line splits. If memory accesses must assumed to be unaligned, additional merg-
ing code needs to be emitted for each wide load/store operation. Such merging overhead
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for (i = 0; i < N; ++i)
{
    a[i] = b[i] + c[i];
}

for (i = 0; i < N; i += 4)
{
    a[i+0] = b[i+0] + c[i+0];
    a[i+1] = b[i+1] + c[i+1];
    a[i+2] = b[i+2] + c[i+2];
    a[i+3] = b[i+3] + c[i+3];
}

a[i] a[i+1] a[i+2] a[i+3]...

b[i] b[i+1] b[i+2] b[i+3]...

c[i] c[i+1] b[i+2] b[i+3]...

a[i]...

b[i]...

c[i]...

...

...

...

...

...

...

no adjacency information

adjacency information available

Figure 8.18.: Benefits of loop unrolling for vectorization technique

can be reduced to one additional merge operation per load and store by using data from
previous iterations, if a contiguous memory block is accessed in a loop (see Figure 8.19).

0 1 2 3 4 5 6 7 8

Aligned accesses:

0 1 2 3 4 5 6 7 8

Unaligned access:

0 1 2 3 4 5 6 7 8

Unaligned access
with merge code:

0 4 8 12 16 20 24 28 32

Loop accessing
contiguous block:

Figure 8.19.: Aligned and unaligned accesses

Alignment analysis can completely remove the overhead introduced by the merging code.
Larsen et al. use an enhanced pointer analysis package developed by Rugina and Rinard [143]
for C sources. A full description is off-topic and is given in [109]. Their prototype offers com-
pilation both with and without alignment constraints.

Our prototypical implementation handles alignment only in a very simple way, because
the focus of our research was the reconfiguration between SIMD and MIMD. Concretely,
alignment is ignored during the vectorization. At the end of the compiler run, adjacent
memory accesses are replaced by wide accesses which load or store 4 contiguous words.
This transformation is only performed if the base address of a wide access is divisible by 4
times the size of one word. In principle, we can re-use the alignment analysis employed by
Larsen et al. to influence the vectorization such that the base addresses of memory blocks
addressed by adjacent accesses are aligned properly. For simplification, alignment analysis
is neglected throughout the rest of this section.

III-29



8 Compilation for SIMD/MIMD Reconfiguration

Transformation and Optimization The two latter phases of the preparation stage trans-
form the intermediate representation of a program into a low-level 3-address representation
and apply standard compiler optimizations [1, 95]. According to the authors [107], the SLP
algorithm has best flexibility when operating on a 3-address form, instead of finding iso-
morphic intermediate statements. As adjacent memory references can be identified much
easier using an intermediate representation of address computations, adjacence information
is determined beforehand and annotated to the low-level form. Our compiler transforms the
intermediate statements directly into machine instructions using code selection. Optimiza-
tions are already applied on intermediate level to improve the representation early.

8.3.3. SLP Utilization

The utilization stage targets single basic blocks and relies on proper loop unrolling as well
as identification of adjacent memory accesses by the preparation stage (see previous subsec-
tion). For simplification, we assume that the SLP algorithm operates on instructions like our
implementation of the CHARISMA compiler. The original method by Larsen et al. is based
on a low-level 3-address representation.

SLP utilization comprises four phases, which are illustrated in Figure 8.12. The first two
phases determine pairs of isomorphic instructions, which are combined to groups by the third
phase. Below, we discuss the usage of pairs and groups. In the last phase, dependences
between the groups resulting from irregular program structures are resolved by splitting
groups. Finally, code is generated by mapping groups to SIMD instructions.

Pairs/Groups According to the authors, pairs are used as an intermediate step in order
to explore the space of feasible groupings by computing all pairs first and then building
groups incrementally. For instance, suppose that there are four operations a, b, c, d and you
can either vectorize a, b, c or b, c, d, but not a, b, c, d. Examples prohibiting the larger group
may be the vector length of the machine or dependences between the operations.

Each pair consists of a left and a right operation, which must not be dependent on each
other. An instruction may belong to two pairs as long as it occupies a left position in the first
one and a right position in the other one. Obviously, this allows the efficient combination of
pairs to groups.

Assume that loops are unrolled by a factor f (see Section 8.3.2). Then, vectorization may
determine groups of size f directly instead of identifying pairs and building larger groups
incrementally. In their paper [107], Larsen et al. also discussed an alternative algorithm that
skips the intermediate step of computing pairs and just combines operations that originate
from the same unrolled statement. Like the approach mentioned above, it enables efficient
parallelization of partially vectorizable loops without complicated loop transformations. On
the other hand, it may not be applicable to architectures with long vectors, because the unroll
factor needs to be consistent with the vector size.

In the following, we present the general SLP algorithm by using the example shown in
Figure 8.20. The program on the left-hand side consists of four statements using adjacent
elements of the array z. The abstract machine code on the right-hand side is commented
with the arithmetic operations and array accesses.
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a = b + c * z[i+0];
d = e + f * z[i+1];
r = s + t * z[i+2];
w = x + y * z[i+3];

. . .

ldw %v14, (%v13, 0)  # z[i+0]
mov %v15, %v3  # c
mul %v15, %v14  # * c
addu %v15, %v2  # + b
mov %v1, %v15  # a = ...

. . .

ldw %v20, (%v13, 12) # z[i+3]
mov %v21, %v12  # y
mul %v21, %v20  # * y
addu %v21, %v11  # + x
mov %v10, %v21  # w = ...

source code abstract machine code

Figure 8.20.: Example of vectorization with SLP

Identifying Adjacent Memory References The initial set of pairs is made up of operations
using adjacent memory references, because the operands are effectively aligned in memory
and do not require further rearrangement within a register. Additionally, costly address cal-
culations for memory access need only to be executed once and not redundantly for each
element. Due to Larsen et al. [107], the latter improvement achieved the greatest speedup
during their measurements. Such optimization is quite similar to the replacement of expen-
sive multiplications in address computations by the linear increment of array addresses [95].

The compiler of Larsen et al. determines adjacent memory references by using both align-
ment information [108] and array analysis. Our adjacence module is based on a customized
version of CSE which has been presented in Section 8.3.1. It computes all expressions which
are weakly structural equivalent. In contrast to strong structural equivalence, we allow that
address computations differ in constants. Such constants are annotated at the memory nodes
of the intermediate representation in order to determine the adjacence afterwards.

With respect to our example, the four load instructions (ldw ) operate on adjacent elements
of the array z and are packed into pairs (see Figure 8.21).

. . .
ldw %v14, (%v13, 0) # z[i+0]
mov %v15, %v3 # c
mul %v15, %v14 # * c
addu %v15, %v2 # + b
mov %v1, %v15 # a = ...

. . .
ldw %v16, (%v13, 4) # z[i+1]

. . .
ldw %v18, (%v13, 8) # z[i+2]

. . .
ldw %v20, (%v13, 12)# z[i+3]
mov %v21, %v12 # y
mul %v21, %v20 # * y
addu %v21, %v11 # + x
mov %v10, %v21 # w = ...

ldw %v14, (%v13, 0)
ldw %v16, (%v13, 4)

ldw %v16, (%v13, 4)
ldw %v18, (%v13, 8)

ldw %v18, (%v13, 8)
ldw %v20, (%v13, 12)

Figure 8.21.: Identification of adjacent memory references and creation of pairs

Identification of Data-Dependent Instructions In order to exploit SLP for non-memory
instructions also, the second phase determines further pairs based on the current set of pairs.
Given a pair of instructions (l, r), a new pair of instructions (l′, r′) is identified such that l is
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data-dependent on l′ or vice versa. A similar requirement must hold for r and r′. This can
be done by traversing the def-use/use-def chains of the register operands of l and r until all
pairs have been found. Clearly, l′ and r′ must be isomorphic and independent to each other.
Furthermore, l′ and r′ must not already be packed in a left or right position, respectively.

Additionally, Larsen et al. demand that alignment information are consistent and the esti-
mated execution time of the parallelized instructions is less than the sequential version. As
mentioned in Section 8.3.2, we neglect alignment during vectorization. Further information
about the cost model of the original SLP approach can be found in [107]. With respect to
the CHARISMA compiler, estimating the penalty costs imposed by communication (see Sec-
tion 6.1) or arrangement of register values (see Section 8.4) is too expensive and imprecise at
this point. Even if the vectorization produces a suboptimal output, the code integration can
still select a better result computed by the MIMD scheduling or a further variant using only
a single processor (see Section 3.1.1).

In the example, traversing the def-use chains of the load instructions (ldw ) leads to iso-
morphic multiplication and transport instructions (mul , mov) amongst others. Such instruc-
tions are packed into new pairs (see Figure 8.22).

ldw %v14, (%v13, 0)
ldw %v16, (%v13, 4)

mul %v15, %v14
mul %v17, %v16

mov %v15, %v3
mov %v17, %v6

Figure 8.22.: Traversal of def-use/use-def chains to find further pairs

Combination As a third step, pairs are combined to groups which can be regarded as tu-
ples mathematically. The size of the groups must not not exceed the superword datapath
size. Our vectorizer is aimed at creating groups with a cardinality equal to 4, which corre-
sponds to the number of targeted processors of the QuadroCore.

Two pairs are combined, if they have a common element, i.e. the left instruction of one pair
is also the right instruction of the other one. An important goal of CHARISMA is to yield
groups where dependences only occur between instructions with common index between
the corresponding groups. Otherwise, additional communication code has to be added to
transport register values between the processors. The requirement is ensured by a simple
heuristic: The grouping of pairs starts with those pairs (l, r) such that there exist no further
pairs (l′, r′) with r′ = l. Then, each pair (x0, x1) with this property is combined with pairs
(x1, x2), (x2, x3), . . . . In terms of our example, the load instructions (ldw ) are combined to a
group, for instance (see Figure 8.23).

Scheduling The last phase schedules the instructions of a basic block according to their
original order with As Soon As Possible (ASAP) strategy. A group is arranged as soon as all
of its instructions are arrangeable.

The prior phases of the SLP algorithm ensure that two instructions within a group do
not depend on each other. However, it may happen that the combination of pairs implies
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ldw %v14, (%v13, 0)
ldw %v16, (%v13, 4)

ldw %v16, (%v13, 4)
ldw %v18, (%v13, 8)

ldw %v18, (%v13, 8)
ldw %v20, (%v13, 12)

ldw %v14, (%v13, 0)
ldw %v16, (%v13, 4)
ldw %v18, (%v13, 8)
ldw %v20, (%v13, 12)

P
a
i
r
s

G
r
o
u
p

Figure 8.23.: Combination of pairs to groups

cycles between the resulting groups, which impede vectorization. This situation can only
be caused by irregular structures in sequential code. Unrolling a loop always yields groups
with regular forward dependences.

For instance, the upper left part of Figure 8.24 shows a DDG with two backward edges
which may be caused by loop-carried dependences. The graph on the upper right side cor-
responds to the first graph, where the nodes of each group have been collapsed into single
nodes, causing a cycle made up of three groups. Obviously, the cycle can be destroyed by
splitting a single group as shown in the lower part of the figure.

In the original SLP approach, such cycles are resolved during scheduling by splitting that
group containing the earliest unscheduled instruction. For further explanations, the reader
may refer to the original paper [107].

Figure 8.24.: Resolving of inter-group cycles by splitting nodes

Our vectorization destroys cycles before scheduling by using a heuristic which tries to
minimize the number of split groups. We re-use a variant of the algorithm by Tarjan [157]
for finding strongly connected components, which only needs linear time and is described
in [123]. Our greedy strategy favours nodes with a high degree, because it is likely that split-
ting them destroys the SCC property. As soon as all inter-group cycles have been resolved,
a scheduling is performed which is quite similar to list scheduling [82].
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Generation of SIMD and MIMD Code In terms of CHARISMA, the splitting of groups can
lead to schedules which consist of both SIMD and MIMD code. This is a fundamental dif-
ference to the original SLP method, where no reconfiguration is considered and parallelism
may be decreased only due to the splitting of groups. In order to maximize contiguous
pieces of code using a single execution mode, the scheduling phase of CHARISMA handles
MIMD and SIMD operations alternately. Furthermore, it inserts reconfiguration instructions
when switching between MIMD and SIMD. Figure 8.25 shows the schedule for the example
from Figure 8.24.

CPU0 CPU1 CPU2 CPU3

simd simd simd simd

mimd

MIMD

SIMD

MIMD
simd simd simd simd

SIMD
mimd

MIMD

Figure 8.25.: Schedule for example from Figure 8.24

8.4. Register Allocation for SIMD and MIMD Code

Let C be the number of processors and R be the number of registers per processor. As men-
tioned in Section 8.2.1, vector registers exist only conceptually in our architecture and are
mapped to corresponding homonymous registers of all processors. Hence, the vector reg-
ister ri consists of the scalar registers ri,j , i ∈ {0, . . . , R − 1} and ∀j ∈ {0, . . . , C − 1} (see
Figure 8.26).

ri, 0 ri,1 ri,2 ri,3ri

CPU0 CPU1 CPU2 CPU3

Figure 8.26.: Conceptual vector register

In this section, we outline the register allocation for functions consisting of both SIMD and
MIMD code. The MIMD mode exhibits C code streams, whereas an instruction of the j-th
stream is executed by processor j accessing its physical registers. In SIMD mode, there is a
single stream of instructions which use conceptual vector registers ri. At run-time, such in-
structions are executed by the C processors operating on different data stored in the physical
registers ri,j .
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8.4.1. Allocation of Vector Registers

Let o0, . . . oC−1 be vectorized instructions which are processed in parallel in SIMD mode
such that oj is executed by processor j. By definition, such instructions have a common
opcode. Denote the k-th virtual register operand of instruction oj as vk,j . Obviously, all vk,j ,
for all j and a certain k, have to be considered jointly to allocate a vector register. Hence,
our compiler maintains C code streams for the SIMD mode until register allocation. Then,
a single instruction o is generated for the SIMD code stream, which has the same opcode
as o0, . . . oC−1 and combines their semantics. Concretely, each register operand is set to the
allocated vector register. The remaining immediate operands must be initialized according
to the corresponding operands of o0.

In detail, homonymous scalar physical registers ri,j need to be allocated for the virtual
registers vk,j with respect to a common i ∈ {0, . . . , R − 1}. This is achieved by creating
virtual vector registers vk, which combine C virtual scalar registers vk,j , j ∈ {0, . . . , C− 1} in
the context of o0, . . . oC−1. Hence, vk,j corresponds to the j-th entry of vk. The k-th register
operand of o is initialized with vk. For each vk, C homonymous physical registers ri,j are
allocated for all j and a certain i. Obviously, this corresponds to allocating ri,j for the virtual
scalar register vk,j . Finally, vk is replaced by ri in the instruction o.

The entries vk,j of a virtual vector register vk can be represented as a C-tuple (vk,0, . . . , vk,C−1).
Let v1 and v2 be two virtual vector registers. v1 is denoted to be the permutation of v2, if the
corresponding tuples are permutations of each other. As each virtual scalar register belongs
to a certain processor (see Section 4.2.3), there cannot be two virtual vector registers v1 and
v2, where v1 is the permutation of v2, or vice versa. Hence, vector registers may only vary
in single scalar registers as outlined in Figure 8.27 for two vector register v1 and v2 differing
in v1,1 and v2,1. There, xi and yj denote virtual scalar registers and the =, 6= operators signal
(in)equality. Such example may be caused by two groups of adjacent memory operations us-
ing the tuples of virtual scalar registers represented by the vector registers v1 and v2. Last but
not least, two virtual vector registers v1 and v2 with a common scalar register in the j-entry
are denoted as overlapping in the following. Otherwise, v1 and v2 are called to be disjoint.
If there are many tuples of scalar registers, a lot of virtual vector registers will be needed.
Hence, the register pressure may increase significantly, if the cut through overlapping life
spans of virtual vector registers is large.

CPU0

= � = =
x0 = a[0]
x1 = a[1]
x2 = a[2]
x3 = a[3]

x0 = b[0]
y1 = b[1]
x2 = b[2]
x3 = b[3]

x0 = a[0]  x1 = a[1]  x2 = a[2]  x3 = a[3]

x0 = b[0]  y1 = b[1]  x2 = b[2]  x3 = b[3]

x0v1
x1 x2 x3

x0v2
y1 x2 x3

CPU1 CPU2 CPU3

Figure 8.27.: Virtual vector registers
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Transport Instructions We refer to the above definition of o0, . . . oC−1 to be executed in
SIMD mode and their virtual scalar register operands vk,j . Assume that the virtual vector
register vk depends on definitions of vk,j in MIMD mode and is read by the newly created
instruction o in SIMD mode. In order to compute life spans properly, the j-th entry of vk must
be initialized with vk,j for all j. Consequently, C transport instructions tj are needed which
copy the value of vk,j to the j-th entry of vk on the respective processors. This is achieved
by copying vk,j to vk on processor j, because the access of a vector register vk on processor
j always refers to the j-th entry vk,j (see Section 8.2.1). Let p0, . . . , pC−1 be the physical
registers allocated for vk,0, . . . , vk,0, respectively, such that pj is a register of processor j. The
p0, . . . , pC−1 may be non-homonymous, because they are defined in MIMD mode. Hence,
transport instructions tj must be executed in MIMD mode also, after the last definitions of
vk,j before reconfiguring to SIMD mode.

Vice versa, assume that the vk,j are used in MIMD mode and depend on a prior definition
of vk in SIMD mode. Similarly, transport instructions must be added to copy vk to vk,j on the
respective processors before the first use of vk,j after switching back to MIMD mode.

Importantly, a transport instruction may become superfluous, if a common physical reg-
ister ri,j is allocated for a virtual register vk,j used in both modes. Besides, the number of
transport instructions can be reduced by register coalescing [121], which is explained briefly
in Section 9.1.3. Our current implementation of register coalescing can only deal with nor-
mal transport instructions between scalar registers, but not with multiple definitions for the
same virtual vector register.

Example Figure 8.28 illustrates the fundamental ideas described above using an example.
For simplification, we restrict ourselves to a single virtual vector register. Hence, the first
index of the virtual registers can be omitted in the picture. Overlapping virtual vector reg-
isters are handled in Section 8.4.2. The virtual registers v0, . . . , v3 are defined in both upper
basic blocks in MIMD mode. The two lower basic blocks are executed in SIMD mode, where
the registers are used by four instructions. According to the above description, a new virtual
vector register v is created which corresponds to the tuple (v0, . . . , v3). The four instructions
are replaced by a single instruction using v, respectively. Hence, transport instructions are
inserted before switching to SIMD in the centered basic block, such that the j-th entry of v if
initialized with vj on processor j.

Register Allocation The mentioned requirements can be fulfilled by a two-phase approach:
In the first phase, virtual vector registers vk are determined by considering tuples of virtual
scalar registers vk,j ,∀j ∈ {0, . . . , C − 1}, where k is the number of a register operand. Then,
C parallel instructions o0, . . . oC−1 in SIMD mode are replaced by a single instruction o using
virtual vector registers. Furthermore, transport instructions between scalar and vector regis-
ters are inserted at the boundaries between SIMD and MIMD code to arrange register values
properly. A method for efficiently placing such transport code is outlined in Section 8.4.2.

During the second phase, the registers are allocated using conventional techniques known
from literature. Section 8.4.3 describes the employed approach briefly and then discusses
spilling of register values in SIMD mode.
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  CPU0      CPU1      CPU2      CPU3
 

 v0=    v1=    v2=    v3=

  CPU0      CPU1      CPU2      CPU3
 

 v0=    v1=    v2=    v3=

  CPU0      CPU1      CPU2      CPU3
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v0 v1 v2 v3v

Figure 8.28.: Idea of Placement Algorithm

8.4.2. Efficient Placement of Transport Instructions

In order to minimize the additional effort in arranging register values, transport instructions
should be moved out of frequently executed loops. Furthermore, transport code should
be placed in basic blocks, where multiple definitions of common vector registers can be
handled. In the following, we present a heuristic algorithm to place transport instructions
efficiently.

For each use u of a virtual scalar register vk,j , a set of basic blocks B is computed, which
occur on all paths from the definitions of u to the use u. The computation of B is discussed
in Section 6.1.2. If there is a block b ∈ B containing a transport instruction which copies
vk,j to the j-th entry of vk (u in SIMD mode) or vice versa (u in MIMD mode), we are ready.
Otherwise, at most two positions in both SIMD and MIMD mode are determined, for all
blocks in B. Finally, the best positions are selected based on the estimated execution count of
the basic blocks and the used execution mode, with decreasing priority. As transport code
must be executed in MIMD mode, additional reconfiguration may be needed, if a selected
position is located in SIMD mode. If there are no overlapping virtual vector registers and all
definitions for a use are executed in the same mode, it is always sufficient to place transport
code at a single position.

Equivalence Classes In the presence of structured control-flow, there may be multiple
definitions of a vector register which are executed in different modes (see Figure 8.29). Fur-
thermore, a virtual scalar register, which may be part of a vector register v, can depend on
multiple definitions of different overlapping vector registers (see Figure 8.31). The examples
are outlined after describing the solution. Both cases can be handled by partitioning the
definitions of a virtual scalar register into equivalence classes. Such scalar register is either
accessed in MIMD mode or is part of a vector register used in SIMD mode. Two definitions
are denoted as equivalent, if they define the same virtual register.

As a consequence, the above algorithm has to be modified as follows: Given a use of a
virtual register, the equivalence classes of the corresponding definitions are determined. For
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each equivalence class, transport code is placed by determining all feasible positions and
selecting the best position afterwards, as described above. Transport instructions can only
be inserted in the basic block containing the use, if the number of equivalence classes is equal
to 1. For all remaining blocks b, the number of equivalence classes which reach the end of b
must not be greater than 1. Importantly, this restriction does only affect equivalence classes,
but not definitions. In Figure 8.28, there is only a single vector register v and hencefore a
single equivalence class for both uses of v in SIMD mode. Hence, transport instructions can
be placed in the centered basic block in order to minimize the overhead, although there are
two definitions of v.

Now, we consider examples for each of the two situations motivated above. Figure 8.29
deals with definitions of a vector register in different modes. In the left branch, the scalar
registers v0, . . . , v3 represented by the vector register v are defined in MIMD mode. As the
right branch contains a definition of v in SIMD mode, transport instructions may only be
placed in the left branch.

 v=

  CPU0      CPU1      CPU2      CPU3
 

 v0=    v1=    v2=    v3=
 v=v0   v=v1   v=v2   v=v3

 v=

MIMD mode

SIMD mode

SIM
D m

od
e

v0 v1 v2 v3v

Figure 8.29.: Definition of virtual vector and scalar registers

Handling multiple definitions of overlapping vector registers is outlined in two steps: At
first, the placement is explained for multiple overlapping vector registers defined in a single
basic block. Such model is used to present a solution for structured control-flow.

In Figure 8.30, we get two overlapping virtual vector registers v1 and v2 due to the two
upper groups of adjacent load operations. A third vector register v3 represents the combina-
tion of virtual scalar registers used by the adjacent store instructions. Transport instructions
must be inserted between the memory loads and stores, because each use of a scalar entry of
v3 depends on a single definition. For each processor j, the j-th entry v3,j of v3 is set to the
j-th entry of either v1 or v2 which contains the last definition of v3,j .

x0v1
y1 x2 x3

x0v2
x1 y2 x3

x0v3
y1 y2 x3

 v1=
 v2=

 v3=v2  v3=v1  v3=v2  v3=v2

 =v3

SIMD mode

SIMD mode

MIMD mode

wide memory loads

wide memory store

Figure 8.30.: Definition of overlapping virtual vector registers

Figure 8.31 illustrates a situation where transport code needs to be placed at two different
positions, because there are two equivalence classes of definitions executed in SIMD mode.
In the lower block, the vector register v5 is used, which depends on a definition in one of
the two upper basic blocks. Hence, v5 must be defined based on either v1, v2 or v3, v4 in the
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corresponding blocks. The equivalence classes for the use of y2 in the lower block are the
definitions of v2 and v3, for instance.

 =v5

x0 y1 y2 y3v5

x0v1
y1 x2 x3

x0v2
x1 y2 y3

x0v3
y1 y2 x3

x0v4
x1 x2 y3

 v1=
 v2=

 v5=v2  v5=v1  v5=v2  v5=v2

SIMD mode

SIMD mode

MIMD mode

 v3=
 v4=

 v5=v4  v5=v3  v5=v3  v5=v4

Figure 8.31.: Overlapping registers and structured control-flow

8.4.3. Register Allocation and Spilling

After replacing virtual scalar registers by virtual vector registers and inserting appropriate
transport code (see previous subsection), the actual allocation can be performed using con-
ventional techniques known from literature. Our compiler uses global register allocation by
graph coloring [32], which is described in Section 9.1.3.

CPU0

CPU1

CPU2

CPU3

P0

P1

P2

P3

common offset

Figure 8.32.: Spilling areas for vector registers

In principle, spilling of a vector register ri can be reduced to spilling the corresponding
scalar registers ri,j , j ∈ {0, . . . , C − 1} on processors j, respectively. For simplification, the
scalar registers are stored at a common offset in the stack frame of each processor (see Fig-
ure 8.32). Hence, the given address is not incremented by the shifted processor number as
done when accessing data structures in external memory (see Section 8.2.2).

Alternatively, the content of a vector register may be stored in a contiguous memory block.
As the processors of the QuadroCore have separate runtime stacks (see Section 4.1), vector
registers would need to be spilled to adjacent elements of the external memory by a wide
access (see Section 8.2.2). But this would require to spill already when only a single free
register is available, because at least one register is needed for address computation. Alter-
natively, a certain register must be reserved for this purpose. When spilling to the runtime
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stack of a processor, the stack pointer can be incremented temporarily if the offset within the
stack frame is too large to be encoded. Reload code can always use the target register for
address computations.

Independent of the solution, scalar and vector registers can only be spilled in the respec-
tive mode. If no appropriate program location is available, explicit reconfiguration is in-
serted to create a position.
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Motivation and Introduction Reconfiguring the connections to physical registers has two
fundamental benefits: At first, more physical registers can be exploited than available in
the architecture in order to avoid spilling of register values to memory. In case of an archi-
tecture containing multiple processors with separate register banks like the QuadroCore, a
processor can also use registers of other processors temporarily. Furthermore, communica-
tion between processors can be accelerated by using registers through reconfiguration in a
shared manner. Such behaviour is beneficial for the QuadroCore in particular, whose pro-
cessors have no common register bank, but communicate using the comparably slow shared
memory (see Section 6.1.1).

In this part, we present our approach for reconfiguring register banks, which was also
described in the diploma thesis of Ralf Dreesen [46] and was published in [47]. After the
publication, we developed the name CAPRICoRn2, which is used throughout this thesis.
For clarity, a variant of the CoBRA compiler focusing on register reconfiguration is called
CAPRICoRn compiler.

Our reconfigurable register architecture has been inspired by the approach of Kiyohara
et al. [97]: The physical registers are not accessed directly, but only through architectural
registers, which are actually encoded as operands of instructions. The mappings from archi-
tectural to physical registers can be modified by executing special reconfiguration instruc-
tions. In order to reduce the effort in reconfiguration, we have decided to use a more coarse-
grained reconfiguration based on contiguous blocks of registers. Concretely, the architec-
tural and physical registers are partitioned into blocks of a common size. A reconfiguration
instruction connects an architectural with a physical block. The size must ideally be a power
of 2 and can be configured in the compiler.

CAPRICoRn consists of two phases: At first, physical registers are allocated on function
level using register allocation by graph coloring [32]. In addition, CAPRICoRn aims to re-
duce the number of reconfiguration instructions during the second phase. Therefore, we
use a heuristic to assign virtual registers that are often accessed in conjunction to physical
registers of the same physical block. The heuristic is based on a static program analysis
developed by us, which determines the n pair-wise different values accessed next for each
program position. Finally, the second phase replaces physical registers by architectural ones
and inserts appropriate reconfiguration instructions.

For simplification, reconfigurable register connections are used for all functions of a com-
piled program, currently. If CAPRICoRn was only applied for selected functions, a func-
tion f using reconfiguration might call a function g without reconfiguration, and vice versa.
Hence, the register connections would need to be changed to identical mappings before or
during a function call.

Furthermore, reconfigurable register banks are used throughout complete functions, be-
cause CAPRICoRn inserts reconfiguration instructions only where necessary. If the register
pressure within a function does never exceed the number of physical registers, a reconfigu-
ration is only performed once at the beginning. This effort is clearly negligible compared to
a more complex approach using additional intra-procedural analysis and a code integration
phase (see Section 3.3.2).

The presented method allows arbitrary mappings between architectural and physical blocks
2Compiler Anticipated Processor Register Inter-Connected Reconfiguration
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(see Section 10.1.3) independent of the number of processors, for simplification. We aim to
extend CAPRICoRn by restricted mappings and to distinguish between local and remote
accesses to physical registers (see Section 10.2) in the future.

Structure Our explananations are structured as follows: At first, Chapter 9 gives an over-
view of the work related to CAPRICoRn. We present both conventional methods known
from textbooks as well as a couple of architectures based on reconfigurable registers. Chap-
ter 10 presents the reconfigurable register architecture considered by CAPRICoRn as well as
a more general architecture, which models existing systems more precisely. This also com-
prises a definition of important notions as well as a discussion of the fundamental properties
and their interaction. Chapter 11 introduces the data-flow problem n-liveness that is used
to compute the future register accesses for all program positions. The resulting information
is used by the first phase of CAPRICoRn to allocate physical registers such that the effort in
reconfiguration is minimized in the second phase (see Chapter 12). We first explain the two
phases of CAPRICoRn in detail and then discuss extensions for multi-core architectures like
the QuadroCore.
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The work related to CAPRICoRn1 of reconfigurable register banks can be partitioned into
three groups. At first, Section 9.1 deals with classical techniques for register allocation well
known from text books. In Section 9.2, two restricted forms of register reconfiguration used
in modern general-purpose microprocessors are presented. Finally, Section 9.3 discusses
three processor architectures where reconfigurable register banks are used to exploit more
physical registers than available in the Instruction Set Architecture (ISA). The concepts of all
reconfigurable approaches are compared with CAPRICoRn.

9.1. Classical Register Allocation Techniques

Here, we present three classical approaches for allocating registers in chronological order.
Section 9.1.1 explains a technique developed for expression trees, while the approach intro-
duced in Section 9.1.2 focuses on basic blocks. Finally, a global technique based on graph
coloring, which is also employed by modern compilers, is outlined in Section 9.1.3.

9.1.1. Register Allocation for Expression Trees

The algorithm by Sethi and Ullman [147] unifies code generation and register allocation for
single expression trees, where each intermediate result is exactly used once. The generated
code first evaluates one subtree and stores the result in a register. After the computation of
the second subtree, both results are combined. In order to minimize the number of needed
registers, the subtree which uses the most registers is evaluated first. If not enough registers
are available, a spilling will be performed. The approach yields optimal results with respect
to a certain set of registers and operations, i.e. with minimal spilling, if every best evaluation
code can be arranged to be contiguous.

Tl Tr

b
op

bl br

assume the results of Tl and Tr are in registers

eval. order       needed registers b =
Tl    Tr    op        max (bl, br + 1)
Tr    Tl    op        max (br, bl + 1)

minimize

number of available registers (regmax)
is upper limit for needed registers

Figure 9.1.: Register allocation for expression trees

The left-hand side of Figure 9.1 shows an expression tree with two subtrees Tl and Tr,
which are combined by an operand op . We assume that the results of Tl and Tr are stored in
registers. The two feasible evaluation orders are shown on the right-hand side of the picture.
If Tl is evaluated before Tr, the computation of Tl needs bl registers. Then Tr is evaluated
using br while the result of Tl is stored in an additional register. Obviously, b = max(bl, br+1)
registers are needed in total. A similar observation can be made for the reverse evaluation
order. The register allocation will take the order which minimizes the number of registers
needed in total.

1Compiler Anticipated Processor Register Inter-Connected Reconfiguration
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9.1.2. Register Allocation for Basic Blocks by Lifetime Analysis

The register allocation by Belady [12] operates on basic blocks and uses the lifetimes of val-
ues to minimize the number of needed registers. It consists of two phases: The first phase
computes the lifetimes of values from the definition until the last use and constructs an inter-
val graph. Obviously, the maximum cut of the graph corresponds to the number of registers
needed for a basic block. Then the registers in the graph are allocated. In case of shortage of
registers, a value is selected for spilling. Preferably, a value that already resides in memory
is chosen to save a store instruction. Otherwise that value is selected which is latest used
again. The latter concept was presented originally as an optimal paging technique. Clearly,
it can only work, if the behaviour of a program is known in advance. The second phase
allocates the registers in the instructions, while preserving the evaluation order. In contrast
to the approach of Sethi and Ullman, a defined register value can be re-used multiple times.
On the other hand, register values are communicated via memory at the boundaries of basic
blocks.

a      b      c      d      e      f      g      h      i

a :=  x

b :=  y

        b + a
c :=

d :=  z

        d * c
e :=

f :=   s

        e/f
g :=

        g + a
h :=

        h * c
i :=

maximal register need

Figure 9.2.: Register allocation for basic blocks with lifetime analysis

Figure 9.2 shows the program code of a basic block with the corresponding registers ac-
cesses and lifetimes respresented by filled circles and vertical lines. Importantly, the ap-
proach distinguishes between use and definition of register values. The maximal number of
registers needed can be determined by the maximal cut (drawn as a horizontal dashed line).

9.1.3. Register Allocation by Graph Coloring

Chaitin [32] presented the first global register allocation technique, which considers a whole
function. A major benefit is the fact, that values are also stored in registers beyond basic
blocks. Hence, this approach is employed by the most compilers used today. The funda-
mental idea is to reduce the allocation problem to a graph partitioning problem. The nodes
of the graph correspond to the virtual registers of a program. An edge between two nodes
will be added, if the life spans of the associated virtual registers overlap. In such a case, the
values have to be stored in different registers. The life spans are computed by solving the
DFA problem Live Variables.
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f

 a :=
 c :=
 f := 

 a
 b :=

 f
 a
 b :=
 c

 d :=
 e :=

 d :=
 a
 b

 b
 d
 e

a d

c b e

control-flow graph

interference graph

life span conflict

Figure 9.3.: Register allocation by graph coloring

In the following, the graph is called interference graph and the edges are denoted as con-
flict edges. The actual register allocation is performed by coloring the interference graph.
Unfortunately, coloring a graph with the minimum number of colors is an NP-complete
problem. Therefore, practical implementations use a heuristic to color the graph with n col-
ors, whereas n is the number of physical registers. Thereby all nodes with degree < n and
incident edges are removed from the graph. If the resulting graph is empty, the original
graph is n-colorable by assigning colors to nodes in reverse order of elimination. Otherwise,
a virtual register is selected for spilling and the corresponding node is removed from the
graph. Then, the heuristic is repeated until a valid register allocation is found.

v =

= v 

v =

= v 

v =

= v 

v =

= v 

(a)

copy

v =

= v 

w =

= w 

(b)

Figure 9.4.: (a) Partitioning of a life span (b) Example of Coalescing

Briggs et al. [24] improved the approach of Chaitin in several directions: At first, registers
to be spilled are not yet determined when removing nodes from the graph. Instead, a register
is only spilled, if it cannot be colored, i.e. the neighbours are colored using all n colors.
Secondly, a virtual register can be represented by multiple disjoint life spans, if a virtual
register is re-defined (see Figure 9.4 (a)). As a consequence, the number of conflict edges can
be reduced dramatically. The third improvement called coalescing can eliminate redundant
transport instructions. If two disjoint life spans for virtual registers v and w are linked by
a transport operation (see Figure 9.4 (b)), the affected life spans can be merged. By these
means, the same physical register is used for both life spans and the transport instruction
becomes superfluous.
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9.2. Restricted Form of Register Reconfiguration

In this section, we introduce register renaming (see Section 9.2.1) and register windowing
(see Section 9.2.2) as two restricted forms of register reconfiguration, which are used in com-
mon general-purpose microprocessors.

9.2.1. Register Renaming

Register renaming [161] is a technique used in RISC processors to avoid unnecessary seri-
alization caused by anti-dependences. For instance, if the value of a register x should be
written to memory, it must not be overwritten by a succeeding instruction, until the store
has been completed. A naive solution is to use in-order execution where instructions are
processed according to their order in a machine program. Such behaviour is suboptimal for
superscalar processors trying to speed up program execution by dynamically parallelizing a
sequential instruction stream.

store x, mem

. . .

def x

read x

write x
t

Out-of-order execution to achieve
performance improvements

store xold, mem def x

In-order execution according
to order of instructions in
machine program

x xold x Copy old value of x
Rename uses of x

Figure 9.5.: Register renaming

Register renaming avoids this restriction by using different physical registers for one archi-
tectural register. In our example, the register name x can be bound to a physical register pu,
while the succeeding instruction writes the new value to pd 6= pu. Importantly, the physical
registers are not visible outside a processor providing register renaming, while the architec-
tural registers are defined in its ISA and used by a compiler. In modern general-purpose
microprocessors, register renaming is implemented by using either a tag-indexed register
file or reservation stations. The first implementation is used by the P6 microarchitecture of
Intel, while the latter concept is employed by PowerPC processors, for instance.

In contrast to CAPRICoRn, register renaming does not increase the number of registers
utilizable by a compiler. Instead, the life times of register values are shortened to map an
architectural register to different physical registers transparently during execution.

9.2.2. Register Windowing

The comparatively high costs for function calls in register-oriented architectures have led
to the development of multiple-window register files [130]. The idea is to make different
sets of registers available using a sliding window as illustrated in Figure 9.6 for the Berkeley
RISC architecture [129]. On the other hand, a large set of registers is needed and the circuitry

IV-9



9 Related Work

becomes more complicated. Such disadvantages were reduced by the use of multi-size win-
dows [96, 83, 60] or shift registers [84].

r31
...

r26
r25
...

r16
r15
...

r10

r31
...

r26
r25
...

r16
r15
...

r10

r31
...

r26
r25
...

r16
r15
...

r10

shift on call

Berkeley RISC:

22 registers in window
16 shifted
  6 overlapped

parameters in
overlapping registers

Figure 9.6.: Register windowing

Register windowing marks a special case of CAPRICoRn which might be restricted by
mapping only adjacent physical blocks into architectural blocks. Hence, multiple window
shift operations would be needed to activate a certain physical block. As a consequence,
register windowing is not recommended for programs with interspersed accesses to many
registers, but only for repeated accesses to a certain set of registers like parameters.

9.3. Reconfigurable Registers

We have found three approaches in the literature, which also employ reconfigurable regis-
ter banks to exploit additional physical registers. The first two approaches enable the us-
age of additional physical registers by reconfiguration with contrasting granularities. While
Ravindran et al. (see Section 9.3.1) only switch between register banks, Kiyohara et al. (see
Section 9.3.2) offer a very fine-grained mapping per register. Smelyanskiy et al. (see Sec-
tion 9.3.3) extended the latter approach by register queues to improve software-pipelining
of loops. In all cases, the work concentrates on single processors and therefore ignores the
communication aspect completely.

CAPRICoRn unifies the advantages of reconfiguring whole register banks or single regis-
ters by partitioning both architectural and physical registers into blocks of a common size.
As a benefit, the effort in reconfiguration is reduced a lot compared to Kiyohara et al. and
also avoids costly moves between register banks needed by Ravindran et al.

9.3.1. Multiple Register Banks

Ravindran et al. [139, 146] presented a single processor architecture with two register banks
that are used in an exclusive manner. Each register bank consists of n homogeneous registers
which can be addressed via n architectural registers. Two special instructions are provided
to activate a certain bank or move data between the banks.
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p0 p1 p2 p3

Bank 0

Physical

a0 a1 a2 a3

CPU

p0 p1 p2 p3

Bank 1

Architectural

Mapping

Figure 9.7.: Register architecture by Ravindran et al. [139, 146]

Their register allocation tries to minimize the number of bank swaps and inter-bank moves.
It consists of two phases: Firstly, an affinity graph is constructed where the nodes correspond
to the virtual registers and the edge weights to affinities. The affinities model the costs re-
sulting from the assignment of two registers to different banks, i.e. the weighted number of
bank swaps and inter-bank moves. Obviously, a graph partitioning yields the assignment
of the virtual registers to the register banks. The actual register allocation is done separately
for each register bank by graph coloring [32]. Finally, the bank swap and inter-bank move
instructions are inserted.

Although the authors do not consider an extension of their approach to more than two reg-
ister banks, this work should be straightforward due to the utilization of the affinity graph.
Hence, it should merely require the generalization of the two reconfiguration instructions.

9.3.2. Register Connections

The approach of Kiyohara et al. [97] suggests a mapping of architectural registers to physical
registers for each register. All accesses to architectural registers are forwarded to the physical
registers by considering a look-up table which also differs between read/write accesses. The
mappings can be modified by a special instruction.

p0 p1 pn

core registers

Physical

a0 ai an

CPU

pk pm

Architectural

Mapping

extended registers

r w

Figure 9.8.: Register architecture by Kiyohara et al. [97]

In order to reduce the number of reconfiguration instructions, two mappings can be com-
bined into a single instruction. Furthermore, mappings can be established implicitly after a

IV-11



9 Related Work

register write. Kiyohara et al. present four different models which differ in the modification
of the read and/or write mappings.

The register allocation is based on the approach of Chaitin [32]. Frequently used virtual
registers are allocated to the first n physical registers to minimize the effort in reconfiguration
at run-time, where n is the number of architectural registers. The approach is backward-
compatible to code for the non-reconfigurable architecture with n physical registers, if the
default identical mapping is always used.

The reconfiguration instructions can be implemented with zero-cycle execution latency,
because no actual data movement is performed. The physical registers of instructions issued
in the same cycle can be modified on-the-fly by an additional forward logic.

9.3.3. Register Queues

Smelyanskiy et al. [151] extended the previous approach by the concept of rotating regis-
ter files [10, 137] in order to exploit more physical registers for software-pipelined loops.
Software-pipelining [104, 2] interleaves multiple iterations of a loop to speed up its execu-
tion. On the other hand, such restructuring increases the lifetime of variables as well as the
number of simultaneously live instances of a variable.

As a consequence, each instance needs to be stored in its own register and must be identi-
fied uniquely to link a use with the correct definition. Modulo Variable Expansion (MVE) is
a software-only approach which assigns each variable a unique name and unrolls the loop
body accordingly. It is not considered in the following, because it increases both register
pressure and code size.

Rotating Register File (RRF) performs the register renaming transparently in hardware
and was employed in the famous VLIW machines. The basic idea is to access the instance of
a variable by its name as well as the loop iteration count. Hence, RRF does not rely on code
duplication, but still requires a large number of architectural registers.

... ...

pri ro

r0

...

r31

map table

...

pr4n

...

pr255

pr0

...

queue 1

...

queue n

pr1 pr2 pr3

...

register queues

physical register file

Qtail

Figure 9.9.: Register architecture by Smelyanskiy et al. [151]

The approach of Smelyanskiy et al. uses a hardware-managed register renaming scheme
similar to RRF and avoids the high pressure on architectural registers by the register connec-
tion technique of Kiyohara et al. The fundamental idea is to store variables with multiple
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live instances in a queue and the remaining variables in conventional registers. Figure 9.9
shows the register architecture consisting of three parts: Each of the n queues has a Qtail

pointer to identify the current end of the queue as well as a set of registers. The remaining
physical registers belong to one register file. An architected register map table associates
architectural registers with physical registers and register queues. Each entry consists of a
tuple identifying a physical register or a queue as well as an offset into a queue. The offset
is invalid if a single physical register is targeted.

The approach is beneficial for software-pipelined loops, because it minimizes the regis-
ter pressure caused by overlapping multiple loop iterations and avoids unnecessary code
duplication.
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10 Register Architecture

The fundamental idea of CAPRICoRn1 is to access physical registers only indirectly through
architectural registers. In order to minimize the effort in reconfiguration, both physical and
architectural registers are partitioned into blocks of a common size. The connections between
architectural and physical blocks can be changed by a special reconfiguration instruction.

Structure This chapter consists of two basic parts. At first, Section 10.1 introduces the re-
configurable register architecture assumed by CAPRICoRn. Furthermore, we define impor-
tant terms used in the following and outline examples for both single and multi-processor
systems. Section 10.2 discusses optional properties of a more general register architecture,
which may be supported in a future version of CAPRICoRn.

10.1. Selected Register Architecture

This section introduces our reconfigurable register architecture incrementally. At first, a ter-
minology is presented in Section 10.1.1, which will be used frequently in the following. Sec-
tion 10.1.2 illustrates the functionality of a reconfigurable register architecture using some
examples. The register architecture assumed by CAPRICoRn is defined precisely in Sec-
tion 10.1.3.

10.1.1. Terminology

The notions are defined by using the excerpt of a reconfigurable register architecture shown
in Figure 10.1.

p00 p01 p11p10

mapping

p21p20 p31p30

P0 P1 P2 P3

A0 A1

a00 a01 a11a10

replacement

active inactive

Architectural

Physical

Figure 10.1.: Example of terminology of reconfigurable register architecture

If there exists a mapping between an architectural block Ai and a physical block Pj , the k-th
architectural register aik of Ai will be mapped to the k-th physical register pjk of Pj . We also
say that Ai is connected with Pj . Similar conventions can be made for aik and pjk.

A reconfiguration instruction establishes a mapping between an architectural block A and
a physical block P . By these means, P is enabled, activated, or made accessible, while another
physical block P ′ which was connected with A beforehand is disabled or deactivated.

1Compiler Anticipated Processor Register Inter-Connected Reconfiguration
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10.1 Selected Register Architecture

A physical block P is called active if there exists a mapping from an architectural block A
to P . Otherwise, P is denoted to be inactive or unmapped. The same terms can be defined in
a similar way for architectural blocks.

Let there be a mapping between an architectural block A and a physical block P . If another
physical block P ′ is connected with A, we say that P is replaced by P ′. But this terminology
cannot be re-used in the reversed case, because different architectural blocks may be con-
nected to a physical block.

For simplification, we introduce a short notation to describe the mappings between archi-
tectural and physical blocks:

Definition 10.1 (Mappings between architectural and physical blocks)
Let A be an architectural block and P a physical block. The predicate µ(A,P ) holds if and
only if there exists a mapping between A and P . Let M be a set of mappings. Then, µ(A,P )
holds, if and only if (A,P ) ∈M.

If µ(A,P ), then µA(A) = P and A ∈ µP (P ). Otherwise µA(A) = P ′ for a different physical
block P ′ or µA(A) = ∅, and A′ ∈ µP (P ) for a different architectural block A′ or µP (P ) = ∅.

10.1.2. Examples

Here, we outline some exemplary instances of the register architecture for both single and
multiple processors.

Figure 10.2 (a) shows a conventional architecture that addresses the physical registers
p0, . . . , p3 directly. The exemplary instruction adds the values of the physical register p0

and p3, and stores the result in p0 afterwards.

CPU

p0 p1 p2 p3

...
add p0, p3
...

(a)

a0 a1 a2 a3

CPU

p0 p1 p2 p3

...
add a0, a1
...

p4 p5 p6 p7

...
add p0, p3
...

(b)

Figure 10.2.: Single processor architectures with conventional register bank (a) and a
reconfigurable register bank (b)

Figure 10.2 (b) illustrates an instance of a reconfigurable register architecture that accesses
the physical registers p0, . . . , p7 via the architectural registers a0, . . . , a3. The shown instruc-
tion writes the sum of the architectural registers a0 and a1 back to a0 again. According to the
mappings, the semantics is equivalent to the non-reconfigurable machine.
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10 Register Architecture

For completeness, an architecture with two processors is shown in Figure 10.3. Impor-
tantly, both processors share the physical registers p2 and p3 of the physical block P1. By
these means an efficient communication can be realized: CPU1 stores the result of the addi-
tion in its architectural register a0, which is connected to the physical register p2. CPU0 uses
this result through its own architectural register a0.

a0 a1 a2 a3

CPU0

p0 p1 p2 p3 p4 p5 p6 p7

P0 P1 P2 P3

A0 A1

a0 a1 a2 a3

CPU1

A0 A1

...            ...
add a2, a3     add a0, a2
add a0, a2     ...
...

...            ...
add p4, p5     add p2, p6
add p2, p4     ...
...

Figure 10.3.: Multi-Core architecture with reconfigurable register bank

10.1.3. Elements of Register Architecture

Figure 10.4 shows an instance of our reconfigurable register architecture. Each of the two
processors owns m architectural registers to address the global set of n physical registers.
Typically, m = 2x and n = 2y for 0 ≤ x ≤ y. In contrast to Section 10.1.1, the registers are
consecutively numbered. This scheme is also used in the following.

P
hy

si
ca

l

CPU0

A
rc

hi
te

ct
ur

al

p0 ...

a0 ... am-1...

CPU1

a0 ... am-1...

pn-1...

P0 P1 P2 P3 P4 P5 P6 P7

A0 A1 A0 A1

Figure 10.4.: Our reconfigurable register architecture with one of the feasible mappings

Both architectural and physical registers are partitioned into blocks of a common size,
which must also be a power of 2. In our example, a processor has two architectural blocks,
which can be mapped to four different physical blocks. The size of register blocks is ne-
glected in this example, but discussed in the following. The arrows in the figure model the
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10.1 Selected Register Architecture

block-wise mappings from architectural to physical registers in a feasible situation.

Concretely, instances of our register architecture consist of the following elements:

Architectural registers RA = {a0, . . . , am−1} Architectural registers are representants for
the associated physical registers. They do not provide memory space, but mappings.

Physical registers RP = {p0, . . . , pn−1} Physical registers are used to store values and are
accessed indirectly via an architectural register. A physical register can be read by an
arbitrary number of processors simultaneously in the first semi-cycle, while exactly
one write operation is allowed in the second semi-cycle.

Physical register blocks BP = {P0, . . . , P7} The physical registers are partitioned into
disjoint physical blocks of a fixed size. Each physical block can be accessed through
multiple architectural blocks by different processors to use its registers in a shared
manner.

Architectural register blocks BA = {A0, A1} In analogy to the physical blocks, this set
includes the architectural blocks of a processor. An architectural block can only be
mapped to a single physical block or may be unmapped.

Processors CPU = {CPU0, CPU1} The processors are uniform, i.e. have same capabilities
in terms of instruction set, frequency, etc. Every processor can access each physical
block via reconfiguration. The number of processors can be arbitrary.

Number of Registers per Block Existing systems based on reconfigurable registers either
switch between entire register banks (see Section 9.3.1) or use a fine-grained mapping per
register (see Section 9.3.2). In CAPRICoRn, registers are partitioned into blocks, whose size
can be chosen statically. The influence on the performance of the register architecture is
discussed in Section 13.4.

If the number of registers per block is small, very flexible mappings are enabled, but many
reconfiguration instructions may be needed. On the other hand, many registers per block
allow to enable multiple registers with a single reconfiguration instruction. But such strategy
may require further instructions to move register values between blocks as motivated below.

Obviously, the number of blocks is closely related to the number of registers per block.
If there is only one register per block, the number of blocks will be maximal. On the other
hand, the maximal number of registers per block also implies a minimal number of blocks.

If the number of architectural blocks is smaller than the maximum number of operands of
an instruction, there are situations where not all operands can be accessed. This may require
to copy register values between physical blocks. Figure 10.5 shows an example where the
three operands x, y, and z cannot be accessed directly, because only two architectural blocks
are available. If there is only one architectural block (see Figure 10.6), the physical blocks
can only be accessed alternately. Hence, the inter-bank copying of values may even not be
possible. CAPRICoRn demands that each processor has n architectural blocks in case of a
n-address arithmetics in order to avoid such problems.
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p0 xPhysical

a0 xArchitectural

b0

k0 p7

b1

p0 y

b0

k1 z p7

b1

y a7

cannot
be accessed

x y zop

b0 b1

Figure 10.5.: Mapping problem in case of insufficient number of architectural blocks

p0 ...Physical

a0Architectural

k0 p7 p0
k1 ... p7

... a7

cannot
be accessed

Figure 10.6.: Mapping problem in case of only one architectural block

10.2. General Register Architecture

The register architecture used by CAPRICoRn (see Section 10.1.3) neglects some properties
of real existing machines. For instance, physical registers are usually partitioned into regis-
ter banks, which are connected to a subset of the available processors, respectively. In the
QuadroCore, each S-Core has two register banks. Without reconfiguration, each processor
can only access its own registers. Instead, CAPRICoRn assumes that all physical registers
are organized in one global register file connected to all processors. But such model is only
precise with respect to the QuadroCore, if local and remote registers can be accessed at the
same costs through reconfiguration. Currently, we have no performance data, because a
hardware implementation is pending.

A more precise approach may distinguish between different latencies of local and remote
accesses to registers. The compiler can first allocate the local registers for the instructions of
a certain processor. If the register need is larger than the number of local registers available,
registers of other processors can be used to avoid spilling. As the execution time of instruc-
tions may vary depending on the accessed registers, a re-scheduling is needed after register
allocation in order to arrange operations properly.

CAPRICoRn assumes that each register can be read by all processors simultaneously,
but only written once per cycle. In practice, the number of ports of a register bank limits
the number of simultaneous register accesses. This constraint has to be ensured by a re-
scheduling in addition to the properties mentioned above.

The mapping between architectural and physical blocks may be restricted such that only
certain physical blocks can be connected to an architectural block. Furthermore, the map-

IV-20



10.2 General Register Architecture

ping can distinguish between read and write accesses in order to double the number of
mappings. As a drawback, the hardware implementation becomes more complicated and
further reconfiguration instructions are needed.

For completeness, Figure 10.7 shows a general register architecture with the mentioned ad-
ditional properties compared to the register architecture of CAPRICoRn (see Section 10.1.3).
In the following, we explain the new elements and discuss their effects on the approach.
Here, BP refers to the physical blocks of a single bank, while the register architecture pre-
sented in Section 10.1.3 features a global set of physical registers.
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k1 ...
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p0 ... ...k0 ...
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a0 ... am-1...

a0 ... am-1...

......

P6

......

p2n-1...

P7

pn-1...

p3n ... ...

CPU1

k1 ...

P12 P13

p2n ... ...k0 ...

r

w

a0 ... am-1...

a0 ... am-1...

......

P14

......

p4n-1...

P15

p3n-1...

P0 P1 P2 P3 P8 P9 P10 P11

A0 A1 A0 A1

Figure 10.7.: General reconfigurable register architecture with one of the feasible map-
pings

Physical register banks K = {k0, k1} Each processor has at least one physical register
bank. The number of registers in a physical bank may be equal to the number of archi-
tectural registers per processor.

Access mode M = {r, w} The access mode reveils, if a register is read or written by an
instruction. If CPU0 writes a value into the architectural register a0, this value will be
stored in the physical register p2n (first physical register in the bank k0 of CPU1). A
read access is forwarded to the physical register p0 (first physical register in the bank
k0 of CPU0).

Permitted mappings C : BA×M×CPU → BP×K×CPU The set of all permitted mappings
in the register architecture is specified by a signature C. The associated function is one
configuration of the reconfigurable register banks and maps an architectural block to
a physical block. The register architecture in Figure 10.7 has the signature C : BA ×
M × CPU → BP × K × CPU. Consequently, a register block BA in one of the two
architectural banks M of a processor CPU is mapped to a register block BP of the two
physical register banks K of a processor CPU.

If the register architecture supports only a restricted set of mappings between blocks
of common index within a bank, the set BP must be omitted.
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10 Register Architecture

10.2.1. Permitted Mappings

The set of physical blocks which can be connected to an architectural block is represented by
the signature C. Here, we discuss two exemplary signatures:

Signature for Arbitrary Mappings The signature C : BA → BP × K allows to map an
architectural block BA to an arbitrary physical block BP × K. In practice, the number of
ports may limit the power of arbitrary mappings. CAPRICoRn also assumes non-restricted
mappings, but neglects register banks and ports in addition.

P0 P1 P2 P3 P4 P5 P6 P7

A0 A1 A2 A3 A0 A1 A2 A3

control flow graph

A0 A1 A2 A3
?

P0 P1 P2 P3 P4 P5 P6 P7

P0 P1 P2 P3 P4 P5 P6 P7

Figure 10.8.: Mapping problem in case of non-restricted mappings

Figure 10.8 motivates that placement of reconfiguration instruction is a challenging task
when using arbitrary mappings in case of structured control-flow: The lower basic block has
two predecessors, where the architectural block A0 is mapped to different physical blocks.
Also, a physical block may be mapped to different architectural blocks. In CAPRICoRn,
such problem can be handled by two different strategies: The intra-block placement (see
Section 12.2.1) does not re-use mappings from preceding basic blocks, but inserts reconfigu-
ration instructions to enable physical blocks where needed as late as possible. Alternatively,
the mappings of adjacent basic blocks can be matched such that an architectural block A
is mapped to a physical block P in all predecessors of a basic block b (see Section 12.2.2).
Hence, such mapping can be re-used in b in order to reduce the effort in reconfiguration.

Signature for Restricted Mappings When using the signature C : BA → K, an architec-
tural blockBA can only be mapped to a physical block with same index of a bankK. Different
register blocks with same index cannot be enabled simultaneously. In the following we say
that such blocks are in conflict. Figure 10.9 illustrates an example: Both blocks denoted by
b0 of the register banks k0 and k1 can only be connected alternatively with the architectural
block b0. Hence, the two highlighted physical blocks cannot be used simultaneously.

The restriction has three major consequences: At first, two virtual registers used as operands
of a common instruction might be allocated to the same physical block. The desired map-
ping can be established with one reconfiguration instruction. Secondly, two virtual registers
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p0Physical

a0Architectural

b0

k0 p7

b1

p0

b0

k1 p7

b1

a7

cannot
be accessed

b0 b1

Figure 10.9.: Mapping problem in case of physical blocks with common index

could be allocated to physical blocks with different indices. In order to use them for one
instruction, two physical blocks have to be enabled. Finally, the virtual registers might be
allocated to physical blocks of different registers banks but with common index. Hence, the
registers cannot be used by a single instruction, because they cannot be enabled simultane-
ously.

10.2.2. Discrimination between Read/Write Accesses

In general, a reconfigurable register architecture can also distinguish between read and write
accesses by using two separate architectural register banks. Such additional layer of dis-
crimination implicitly allows to address up to 2n operands in case of a n-address machine
as Figure 10.10 illustrates: The inc instruction increases a register value by 1 and uses the
architectural register a1 as read/write operand. For read accesses, a1 is connected with the
physical register p1, while write accesses operate on p5. Hence, the original value of p1 is pre-
served and the result of the increment is written to p5, although only one register operand is
encoded in the inc instruction. Such effect can be beneficial for 2-address machines, because
a 3-address operation can be emulated and the overall runtime even might be reduced. On
the other hand, this behaviour can be confusing and requires two reconfiguration instruc-
tions to establish read and write mappings for an architectural register.

p0 p1 p2 p3Physical

a0 a1 a2 a3Architectural

p4 p5 p6 p7

a4 a5 a6 a7

b0 b1

r

a0 a1 a2 a3 a4 a5 a6 a7

b0 b1

w

a1inc

read write

Figure 10.10.: Modified semantics of read/write operands
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10.2.3. Operands in Multiple Registers

Some processors store a single operand in multiple physical registers. For example, the Intel
processors provide 32-bit registers which consist of two 16-bit registers that are comprised
of two 8-bit registers in turn. A compiler can support this feature by using logical registers
which represent multiple physical registers and are allocated for virtual registers. If such
logical registers belong to different physical blocks, multiple reconfiguration instructions
are needed to access one operand as Figure 10.11 outlines. In the example, establishing such
mappings is even not possible, because there are only two architectural blocks.

p0 p1 p2 xPhysical

a0 a1 a2 xArchitectural

b0

k0 x p5 p6 p7

b1

p0 p1 yp2

b0

k1 y p5 p6 p7

b1

x a5 a6 a7

b0 b1

xop y

cannot
be accessed

Figure 10.11.: Mapping problem in case of operands located in multiple physical blocks
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11 Analysis of n-Liveness

One remarkable goal of CAPRICoRn1 is to minimize the number of reconfigurations,
which is achieved by three fundamental strategies: The physical registers of the machine
are partitioned into blocks of a common size in order to avoid the expensive fine-grained
reconfiguration per register. Furthermore, physical registers have to be allocated in such a
way that a physical block contains mainly those registers which are often accessed close to-
gether (see Section 12.1). Last but not least, the placement of reconfiguration instructions is
aimed at re-using mappings established in preceding basic blocks (see Section 12.2.2).

We have reduced the two latter tasks to computing a so-called n-liveness property for each
program position, which represents the set of n pair-wise different values accessed next.
During register allocation, affinities between virtual registers are determined based on the
register accesses in a function and the mentioned property (see Section 12.1). The affinities
represent the estimated number of reconfiguration instructions which are prevented when
virtual registers accessed in conjunction are assigned to the same physical block. The register
allocation of CAPRICoRn considers the affinities as a secondary criterion during coloring.

The inter-block strategy for placing reconfiguration code determines those physical blocks
which maintain active until the beginning of succeeding basic blocks by analyzing the ac-
cesses. Such information is used to prevent additional reconfiguration instructions to ac-
tivate those physical blocks (see Section 12.2.2). Our replacement heuristic unmaps that
physical block which is latest used again (see Section 12.1.1), if no free architectural block is
available.

Throughout this thesis, n-liveness is considered for accesses to virtual registers and phys-
ical blocks. In general, the property can be computed for any kind of values which may be
accessed in a structured program.

Structure Section 11.1 first defines the n-liveness property precisely and introduces access
trees as an intuitive representation. The n-liveness property can be computed for each pro-
gram position by a Data-Flow Analysis (DFA), which is presented in Section 11.2. Finally,
Section 11.3 shows the convergence of our DFA.

11.1. Definition and Representation of n-Liveness

Definition 11.1 (n-live)
Given a value v, a program position s, and a constant n > 0. Then, v is denoted to be n-live
at s, if there is a path P starting at s where v belongs to the first n pair-wise different accessed
values.

The existance of a path with the desired property can also be formulated as the union of
sets: Let VP be the set of the first n pair-wise different values which are accessed on a path
P starting at s. Define V as the union of VP for all those paths P . Then, v is denoted to be
n-live at s, if v ∈ V .

1Compiler Anticipated Processor Register Inter-Connected Reconfiguration
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11.1 Definition and Representation of n-Liveness

11.1.1. Access Trees

Obviously, the order of register accesses and the structure of control-flow is not preserved,
if the n-live registers for a certain program position s are represented as a set. Hence, we
decided to model the n-liveness property by a so-called access tree with depth ≤ n, which
contains all registers that are n-live at s. Basically, each path from the root to a leaf models
the sequence of the first n pair-wise different values which are accessed on a path starting
at s. As a consequence, control-flow is represented implicitly in the n-liveness information.
Furthermore, the property of a program position preceding s can be computed efficiently by
updating the access tree for s as outlined in Section 11.2.

Definition 11.2 (Access tree)
Given a set of registers {1, . . . , k}, a program position s, and a constant n > 0. Let VP be the
ordered set of the first n pair-wise different values which are accessed on a path P starting
at s. Define TP as the tree representing VP , which actually corresponds to a linear chain
without any branches. Then, T is defined as the tree with root r and subtrees TP for all those
paths P . The root r is not associated with a register and has no further meaning.

If a node has multiple successors for the same register, such children are merged to a single
node. The resulting access tree is called a reduced access tree. By these means, the total
number of nodes can be decreased and therefore the complexity of applied algorithms is
reduced.

Definition 11.3 (Reduced access tree)
Let T be an access tree and Lk the set of nodes on level k. Hence, L0 corresponds to the
root and Lk to the union of the k-th nodes from TP according to Definition 11.2. Then, the
reduced tree T ′ is defined as the union of Lk,∀k ∈ {0, . . . , n}.

Obviously, the following statements hold with respect to the above definitions:

Theorem 11.4
For all paths from the root to a leaf of an access tree, each register occurs at most once.

Theorem 11.5
The maximum depth of an access tree for the n-liveness property is n.

Theorem 11.6
A node in a reduced access tree cannot have more than one direct successor of the same
register.

Due to the limited depth and degree of each access tree, the number of nodes is limited.
Although the tree can theoretically consist of many nodes, it is usually rather small as basic
blocks typically contain accesses to multiple virtual registers. This results in linear chains
without any branches in the tree. Furthermore, the degree of a branch in the tree is limited
by the degree of the corresponding control-flow node. Many control-flow nodes have at
most two successors.
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11 Analysis of n-Liveness

Example Now, we explain the intuitive definition of access trees using an example. Fig-
ure 11.1 (a) shows a CFG with accesses to values a, . . . , e and a program position s. The access
tree of the 4-liveness property for s can be found in Figure 11.1 (b). Obviously, a, . . . , d are
4-live at s, because they are accessed after at most four steps. As d is used by two adjacent
accesses on the left path, e is also n-live at s. Figure 11.1 (c) illustrates the 3-liveness prop-
erty. e is not 3-live, because it remarks the fourth or fifth pair-wise different access on the
two paths, respectively. All remaining registers are 3-live.

a1

b1

d1

b2

c1

d2

e1

s

(a)

a

b

d

d

c

e

(b)

a

b

d c

(c)

Figure 11.1.: (a) Control-flow graph (b) Access tree for 4-live registers at s (c) Access
tree for 3-live registers at s

11.1.2. Probabilities in Access Trees

In order to compute the n-liveness with maximum preciseness, the branching probabilities
in the CFG have to be mapped to the access tree. Thereby, we can supply quantitative infor-
mation about the likelihood of register accesses occuring at runtime. Such probabilities may
be assumed to be uniformly distributed or can result from a profiling. The current imple-
mentation of the CAPRICoRn system does not rely on a profiling tool, but uses uniformly
distributed probabilities as a static estimation. When using probabilities, the definition of
n-liveness presented above can be extended as follows:

Definition 11.7 (n-live with probability)
Given a value v, a program position s, and a constant n > 0. Let pP ≤ 1 be the probability
for accessing a value v ∈ VP on a path P starting at s, and define p as the sum of pP for all
such P . Consequently, v is n-live at s with probability p, if v ∈ V .

Example Figure 11.2 (a) shows the CFG from Figure 11.1 (a) with uniformly distributed
probabilities. The access tree of the 4-liveness property for s is illustrated in Figure 11.1 (b).
Clearly, a, b, and d are 4-live with probability 1, because they are accessed on each path. As
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11.2 Specification of Data-Flow Problem

c is only accessed on the right-hand path, it is 4-live with probability 1/2. Importantly, e
is 4-live with probability 1/4 only, although the access is reached on both paths, because it
is the fifth pair-wise different access when using the right-hand path. Basically, the access
tree representing the 4-liveness property includes a further access of a with probability 1/4
(border drawn with dashed line). In this example, the access is negligible, because there is
already a node for a with probability 1. On the other hand, it demonstrates that the loop is
executed with probability 1/4 when assuming uniform probabilities.

Figure 11.1 (c) illustrates the 3-liveness property. Like in the example from Figure 11.1 (c),
a, b, and c are 3-live, but not e. d is 3-live with probability 1/2 only, because the access in the
lower basic block is not considered anymore.

a1

b1

d1

b2

c1

d2

e1

s

1/2 1/2

1/2

1/2

(a)

a

b

d

d

c

a e

1

1

1/2 1/2

1/21/41/4

(b)

a

b

d c

1

1

1/2 1/2

(c)

Figure 11.2.: (a) Control-flow graph (b) Access tree for 4-live registers at s (c) Access
tree for 3-live registers at s

Execution Frequency of Basic Blocks In the following, we often need to model the itera-
tion count ω(b) of a basic block b. If profiling data is available, such information can be com-
puted from the branching probabilities. As the CAPRICoRn compiler assumes uniformly
distributed probabilities, the execution frequency is based on a heuristic which considers
the nesting depth of a basic block. Concretely, a fixed iteration count c is maintained for each
loop. If n loops are nested, the innermost blocks are assumed to be executed cn times.

11.2. Specification of Data-Flow Problem

The set of n-live registers at a program position can be represented as an access tree. Such
tree is annotated with the branching probabilities of the CFG in order to model the control-
flow structure and likelihood of register accesses best. In this section, we describe a data-flow
problem to compute access trees for each position in a program.
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Access trees are propagated against the control-flow, because the n-liveness property de-
pends on succeeding register accesses (see Definition 11.1). As the definition is based on the
existance of a path, access trees are unified at the boundaries of the basic blocks (join func-
tion). Hence, the data-flow problem for the n-liveness is a backward-union problem, The
DFA computes a minimal fixpoint which demands an initialization of all properties with ⊥
and a monotonic transfer function.

Section 11.2.1 introduces four basic operations to manipulate access trees, which are em-
ployed by the transfer and union functions outlined in Section 11.2.2. Finally, Section 11.2.3
demonstrates important properties of probabilities in access trees that are needed to prove
the convergence of the DFA in Section 11.3.

11.2.1. Tree Operations

The transfer and union functions (see next subsection) manipulate the access trees using four
basic operations:

• prepending a list of nodes to an access tree

• removing nodes from an access tree

• combining two access trees

• reducing an access tree

Here, we define the above operations precisely by using the examples shown in Figure 11.3
to Figure 11.6.

Removing Nodes The transfer function removes superfluous nodes and nodes with depth
greater n from an access tree (see Section 11.2.2). Removing a node means to replace it by its
successors, if such nodes exist (see Figure 11.3). In the example, a node labeled c is replaced
by its children s1, . . . sn. As a result, the father of the removed node can have equal children
which implies a reduction. If b = s1, for instance, both nodes will be merged by a reduction.
Obviously, removing nodes from an access tree does not influence the probabilities of the
remaining nodes.

a

b

a

b

s1 sn

c

...p1 pn

s1 sn...p1 pn

pb pc
pb

Reduction might
be necessary

Remove c

Figure 11.3.: Removing a node from the tree
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Combining Trees The union function combines multiple access trees (see Section 11.2.2).
The combination of two trees (see Figure 11.4) unifies the artifical nodes and then reduces the
resulting tree to avoid redundant children. Thereby, the probabilities are scaled according to
the semantics of the probabilities. In the CAPRICoRn compiler, all probabilities are multi-
plied with 1

2 . Consequently, the combination of n trees demands a scaling of the probabilities
by 1

n .

Combine

1/2 1/2

Reduction might
be necessary

Figure 11.4.: Combination of two trees

Reducing Trees If a node has two equal successors, these will be merged by a reduction
(see Figure 11.5) and their probabilities will be added. As a conseqence, the sets of their
children will be merged which might require further reduction.

bb b
Reduce

pi pj
pi + pj

Figure 11.5.: Reduction of two common child nodes

Prepending Nodes Prepending a list of nodes to an access tree can be realized by a succes-
sive prepending of single nodes to the tree. A node is inserted between the artifical root and
its children, whereas its probability is set to 1. Furthermore, all nodes of the same register
are removed from the tree beforehand (see Figure 11.6).

11.2.2. Transfer and Union Function

The transfer function maps the OUT property of a basic block b to its IN property. Figure 11.7
illustrates the behaviour of our transfer function operating on access trees.

Initially, the list of the first accesses to registers in b is prepended to the OUT tree. Such
list is called GEN list in the following and describes the influence of a basic block to the
propagated property of n-liveness. If the n-live registers are computed with respect to the
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a a pa = 1
Prepend a

Figure 11.6.: Prepending a node

IN tree

OUT tree

IN tree

Union function

Transfer function

GEN list

without nodes
of GEN list

Figure 11.7.: Propagation of access trees

beginning of b, the probability of all register accesses in the GEN list is 1, because branches
are only allowed at the end of a basic block.

In order to avoid redundant nodes on a path from the root to a leaf, those nodes of the
OUT tree which also occur in the GEN list are removed. Additionally, all nodes with a depth
greater than n are eliminated. After a reduction, the resulting IN tree fulfills the Theorem 11.4
to Theorem 11.6.

The union function computes the OUT property of a basic block by combining the IN
properties of its successors. Two trees are combined by merging their roots and reducing the
resulting tree to avoid redundant children.

11.2.3. Properties of Probabilities in Access Trees

Here, we define a special class of access trees and prove three important theorems about
probabilities in such trees. These are needed to demonstrate the convergence of our DFA in
the next section.

Definition 11.8 (Fully occupied access tree)
Let T be an access tree for the n-liveness property at a program position s. If the sum of all
probabilities in T equals n, T is denoted a fully occupied access tree. An access tree is not fully
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occupied, if there exists a path from s to the end of a program, where less than n different
registers are accessed. A fully occupied tree should not be mistaken for a complete tree.

Theorem 11.9
The probability pv of a node v in an access tree T is not smaller than the sum Sv of the
probabilities of its children. If the tree is fully occupied, then pv = Sv. This statement also
holds for the root.

∀v : pv ≥

 ∑
s∈succ(v)

ps

 = Sv

Proof: It is shown that the statement holds for the empty tree and after each tree operation.
As an access tree is constructed by applying the tree operations repeatedly on the empty
tree, the statement is true for all access trees then.

Empty tree The empty tree only consists of the artifical root and has no further children.
Hence 1 = pv > Sv = 0, i.e. pv is not smaller than Sv. The empty tree is clearly not fully
occupied.

Remove node Let u be the father of v. By definition, it holds pv ≥ Sv and pu ≥ Su before
removing v. If v is removed, it will be replaced by its children. Hence, pu ≥ Su + Sv − pv︸ ︷︷ ︸

≤0

≥

S′
u after removing v, with S′

u =
∑

s∈succ(u) ps after a reduction. If the original tree is fully
occupied, just replace all ≥ and ≤ symbols by =.

Combine trees During the combination of two trees, the probabilities of all nodes are mul-
tiplied with the same constant factor f . It follows:

pv ≥
∑

s∈succ(v)

ps ⇒ f ∗ pv ≥
∑

s∈succ(v)

f ∗ ps

Reduce trees Let the statement be true for an access tree containing two subtrees with roots
x and y, respectively, which are to be reduced. We show that the statement still holds after a
reduction:

px ≥
∑

s∈succ(x)

ps

 ∧

py ≥
∑

s∈succ(y)

ps


⇒ px + py ≥

 ∑
s∈succ(x)

ps

 +

 ∑
s∈succ(y)

ps


⇒ px + py ≥

 ∑
s∈succ(x)∪succ(y)

ps


Prepend node The artifical root r of a tree and the prepended node a always have probabil-

ity 1.
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pr ≥
∑

s∈succ(r)

ps ∧ pr = pa ⇒ pa ≥
∑

s∈succ(a)

ps

Theorem 11.10
The sum Ld of all probabilities at a level d of an access tree is not greater than 1. It holds
Ld = 1, if the tree is fully occupied.

∀d : Ld =

 ∑
x,depth(x)=d

px

 ≤ 1

Proof: Let v be a node from level d. Theorem 11.9 implies that pv ≥
∑

s∈succ(v) ps = Sv.

Hence, Ld ≥
∑

x,depth(x)=d

(∑
s∈succ(x) ps

)
= Ld+1, i.e. the sum of all probabilities for level

d + 1 is not greater than the corresponding sum for level d. As the probability of the root is
1, the statement holds for all levels.

Theorem 11.11
The sum Rr of probabilities of the nodes for a register r is not greater than 1.

∀r : Rr =

 ∑
x,reg(x)=r

px

 ≤ 1

Proof: Let Rr,v be defined similar to Rr, but be restricted to the subtree with root v.

The statement is proven by induction over the depth d ≥ 1 of subtrees t′ of an access tree
T , whereas the leafs of t′ must also be leafs of T .

At first, we show that the statement is true for d = 1. Let l be a leaf of an access tree.
Obviously it holds:

Rr,l =

{
pl reg(l) = r

0 otherwise

which implies Rr,l ≤ pl ≤ 1.

Now we prove that the statement is also fulfilled for subtrees with depth d > 1 and root v.
If reg(v) = r, then Rr,v = pv ≤ 1. Otherwise, we can conclude:

pv ≥ Sv =
∑

s∈succ(v)

ps ∧ ps ≥ Rr,s ∧ Rr,v =
∑

s∈succ(v)

Rr,s

⇒ Rr,v =
∑

s∈succ(v)

Rr,s ≤
∑

s∈succ(v)

ps = Sv ≤ pv

⇒ Rr,v ≤ pv
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11.3. Convergence of Data-Flow Analysis

In order to ensure the convergence of a DFA, two requirements need to be fulfilled in general.
Firstly, the transfer function must be monotonically increasing, i.e.

a ⊆ b ⇒ f(a) ⊆ f(b)

Secondly, the union function must have the behaviour of a join operation (see Section 11.2).
This condition is not fulfilled by our data-flow problem as discussed in Section 11.3.6. How-
ever, we show that the union function is monotonic.

The monotonicity of the transfer and union functions can be exploited to prove that the
DFA converges (see Section 11.3.5).

11.3.1. Complete Access Tree

Before, we introduce a special class of access trees, which is used to simplify the proofs and
to define the partial order of access trees.

The complete access tree is a k-ary tree with depth n, whereas k corresponds to the number
of registers considered by the data-flow analysis. In contrast to the access trees considered
beforehand, some nodes may have probability 0, i.e. the nodes that are not accessed. Hence,
an access tree is always a subtree of the complete access tree. Using this representation,
all access trees for k registers with depth n have the same structure and differ only in the
probabilities of nodes.

1

1 0.25

0.5 2 0.5

2 0.25 1 0.25 2 0.25

(a)

1

1 0.2

0.4 2 0.6

2 0.2 1 0 2 0

(b)

1

1 0.2

0.8 2 0.2

2 0.6 1 0.1 2 0.1

(c)

Figure 11.8.: Examples of complete access trees

Figure 11.8 shows three exemplary complete access trees for the registers {1, 2} and n = 2.
As the following proofs demand a unique identification of nodes, we introduce an appropri-
ate convention:

Definition 11.12 (Position of node)
Let v be a node of a complete access tree T . The position of v is determined by the simple path
P from the root of T to v and has the form x = (ν1, . . . , νd). νd corresponds to the node v and
d is the depth of v in T . The set of all node positions is denoted as Π := {{ν1, . . . , νn}i | i ≤ n}.
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In terms of Figure 11.8, the direct successors of the root have the positions (1), (2) and the
indirect successors the positions (1, 1), (1, 2), (2, 1), and (2, 2).

11.3.2. Partial Order of Access Trees

Here, the partial order of complete access trees is introduced in order to use it in the follow-
ing proofs. The definition is based on the probabilities of nodes.

A complete access tree a is smaller than a complete access tree b, if the probability of each
node position x ∈ Π is not greater than the probability of the corresponding position in b.
Let pa(x) be the probability of the node at position x in the tree a.

a ⊆ b ⇔ ∀x ∈ Π : pa(x) ≤ pb(x)

1

1 0

0.2 2 0.3

2 0.2 1 0 2 0

(a)

1

1 0

0.4 2 0.3

2 0.2 1 0.3 2 0

(b)

1

1 0

0.5 2 0.3

2 0.3 1 0.2 2 0

(c)

Figure 11.9.: Partial order of complete access trees

Figure 11.9 shows three complete access trees for the register set {1,2} and n = 2. The
probabilities are printed on the right hand side of the nodes. The tree (a) is smaller than the
trees (b) and (c) according to the above definition. But tree (b) is not smaller than the tree (c),
because the position (2, 1) has the probabilities 0.3 and 0.2 in (b) and (c), respectively. Hence,
it does not hold pb(2, 1) ≤ pc(2, 1). On the other hand, the tree (b) is also not greater than the
tree (c), because the probabilities of positions (1) and (1, 2) in tree (b) are smaller.

11.3.3. Monotonicity of Transfer Function

Now we show that the transfer function f is monotonically increasing, i.e.

a ⊆ b ⇒ f(a) ⊆ f(b)

At first, we introduce two functions to model important properties of the transfer function
needed by our proof. Section 11.2.2 described the behaviour of this function: It maps an OUT
tree to an IN tree by prepending the GEN list to the OUT’ tree. The latter tree is constructed
from the OUT tree by removing the registers of the GEN list (see Section 11.2.2).

Figure 11.10 characterizes an IN tree: The upper part, which is constructed from the GEN
list, is constant, because the GEN list is also constant. All nodes in the GEN list have proba-
bility 1, as the represented accesses occur within a common basic block. The OUT’ tree can
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be modelled by a complete tree: The black nodes correspond to the nodes of the GEN list and
therefore have probability 0. The white nodes are the remaining nodes and have a non-zero
probability.

...

...

...
OUT' tree

GEN list

Figure 11.10.: Example of an IN tree

del function In order to estimate the relation between the probabilities of the white nodes
and the probabilities in the OUT tree, the del function is introduced. It defines how the
registers of a tree T are moved, if the registers of the GEN list are removed from T . Such
registers are denoted as GEN registers in the following. Concretely, the del function maps a
list of parent nodes representing the position of a node to a list without the GEN registers.
The function is only defined for positions of nodes not included in the GEN list:

del(ε) = ε

del(ν1, ν2, . . . , νd) =

{
del(ν2, . . . , νd) ν1 ∈ GEN

ν1 ◦ del(ν2, . . . , νd) otherwise

Let us consider the example in Figure 11.11 which assumes that the GEN list consists of
register 1 only. Hence, all nodes for this register are removed from the tree. Please re-call that
register 1 may occur multiple times, because the nodes of a complete access tree can have
probability 0. Consequently, the node at position (1, 2) is unified with the node at position
(2) and del(1, 2) = (2). The node at position (2) is mapped to itself, i.e. del(2) = (2), because
its position is not influenced by the operation. The del function is not defined for the node at
position (2, 1), because it is removed.

We can conclude that the definition of the del function only depends on the GEN list.
As the GEN list for a certain basic block is constant, the corresponding del function is also
constant.

reg function Now we introduce the reg function which yields the register for a given po-
sition and is defined as follows:

reg(ν1, ν2, . . . , νd) = νd
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3

1

21 3

2

21 3

3

21

Figure 11.11.: Removing of GEN registers of complete access tree

Furthermore, let D(x) be the set consisting of all positions which are mapped to x by the del
function, but without those positions where nodes are removed:

D(x) := {y | del(y) = x ∀y ∈ Π ∧ reg(y) /∈ GEN}

As the definitions of the del and reg functions are constant, the definition of D(x) is also
constant. Hence, a unique set of positions D(x) is mapped to the position x by the del func-
tion. For the example of Figure 11.11, D(2) = {(1, 2), (2)}. Consequently, the probability of a
node at position x in the OUT’ tree is equal to the sum of probabilities at the positions D(x)
in the OUT tree:

pOUT ′(x) =
∑

y∈D(x)

pOUT (y)

Remarkably, we have an equation to compute the probability of a node in the OUT’ tree
and the probability depends on a unique set of nodes from the OUT tree.

Monotonicity of Transfer Function Let OUT1 and OUT2 be two complete trees with

OUT1 ⊆ OUT2

Clearly, the tree OUT1 is smaller than the tree OUT2. The definition of the partial order
implies that

∀x : pOUT1(x) ≤ pOUT2(x)

Now we can conclude that the probability of a node x in the OUT1’ tree is smaller than for
the OUT2’ tree:

pOUT1′(x) =

 ∑
y∈D(x)

pOUT1(y)

 ≤

 ∑
y∈D(x)

pOUT2(y)

 = pOUT2′(x)

⇒ pOUT1′(x) ≤ pOUT2′(x)
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The above inequality also holds for a node x ∈ GEN , because its probability is 0 in both
trees. As the nodes of the GEN list are constant, a similar inequality can also be shown for
the IN1 and IN2 trees:

∀x : pIN1(x) ≤ pIN2(x)

The definition of the partial order implies:

IN1 ⊆ IN2

As a summary, we have shown the monotonicity of the transfer function:

OUT1 ⊆ OUT2 ⇒ IN1 ⊆ IN2

11.3.4. Monotonicity of Union Function

As mentioned above, the union function does not fulfill the requirements for a join function
(see Section 11.3.6). Here, we show that the union function is monotonic. This is an impor-
tant cornerstone for the convergence of the data-flow analysis proven in Section 11.3.5. The
properties of the union function are discussed again in Section 11.3.6.

In the following, we say that a tree has been increased or decreased, if the probabilities of its
nodes have been increased or decreased, respectively. In case of non-modified probabilities,
a tree is denoted to be preserved. The monotonicity is defined by

a ≤ a′ ∧ b ≤ b′ ⇒ a ∪ b ≤ a′ ∪ b′

We refer to the definition of combining access trees (see Section 11.2.1) and the properties
of probabilities (see Section 11.2.3). The probability at a position x in the OUT tree corre-
sponds to the average of probabilities at x in the trees IN1, . . . , INm:

pOUT (x) =
∑m

i=0 pINi(x)
m

Hence, the OUT tree increases with rising IN trees. Now we show that the OUT tree is
only increased, if all IN trees are preserved or increased:

(∀i ≤ m : IN1i ⊆ IN2i) ⇒ (OUT1 ⊆ OUT2)

The proof considers propositions about the probabilities of nodes corresponding to the
properties of trees:
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∀i ≤ m : IN1i ⊆ IN2i

⇒ ∀i ≤ m,x ∈ Π : pIN1i(x) ≤ pIN2i(x)

⇒ ∀x ∈ Π :

∑
i≤m pIN1i(x)

m
≤

∑
i≤m pIN2i(x)

m
⇒ pOUT1(x) ≤ pOUT2(x)
⇒ OUT1 ⊆ OUT2

11.3.5. Convergence of Data-Flow Analysis

Up to now, we have demonstrated that the transfer and union functions are monotonic. Now
it will be shown that the IN and OUT properties are monotonically increasing with respect
to the number of iterations.

At the beginning of the DFA, all probabilities in the IN and OUT trees are initialized with
0. Clearly, these probabilities can only increase during the first iteration.

As the OUT trees have been increased monotonically, the IN trees are also increasing
monotonically because of the monotonicity of the transfer function. The same holds for
the OUT trees due to the monotonicity of the union function.

The convergence of the probabilities in the IN and OUT trees follows from the observation
that the probabilities are bounded by 1 and the trees are monotonically increasing. This also
implies the convergence of the DFA.

xGEN

IN

OUT

yIN

Iteration 1 Iteration 2

x

y

1

1/2

y 1/2

x

y

1

3/4

y 1/2x1/2

y 1/4

Iteration 3

x

y

1

7/8

y 1/2x1/2

y 3/8

Figure 11.12.: Probabilities of IN and OUT trees during multiple DFA iterations

However, it can happen that the fixpoint is not reached after a finite number of iterations.
For instance, if the CFG contains a loop and one probability behaves like the sequence 1 −
2−k, the probability will never reach the limit 1 (see Figure 11.12). But as the value set of
probabilities is countable due to the usage of data types with finite space, the DFA will
converge in practice after a finite number of steps.
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11.3.6. Properties of Union Function

Our union function f does not fulfill the requirements for a join function (see Section 11.2).
For instance, the result is not always greater than the operands due to the computation of
the average over all probabilities. This requirement can be fulfilled, if a sum is computed
instead of the average. On the other hand, such union function f ′ does not compute the
supreme of two operands, whereas the supreme is the smallest element of the set, which is
not smaller than the two operands. A function of the latter type is denoted as f ′′. Clearly, f ′′

idempotent, i.e. f ′′(x) = f ′′(f ′′(x)), and f ′ does not bear this property.

Furthermore, the set of feasible access trees does not have a top element, which needs to be
greater than all feasible access trees. Such tree must be a complete tree with a probability of 1
for all nodes. Obviously, this access tree is not permitted, because Theorem 11.4 is violated.
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12 Register Allocation

CAPRICoRn1 consists of two phases (see Figure 12.1) and replaces the conventional phase
for allocating registers in typical compilers. In the first phase, the physical registers of the
machine are assigned to the virtual registers in each function. Such physical registers cannot
be accessed directly in our register architecture (see Chapter 10). Hence, the second phase
replaces the physical registers by architectural ones and inserts reconfiguration instructions
to establish proper mappings between architectural and physical blocks.

  ...

addu %v6, %v5
mult %v8, %v7

  ...

  ...

addu r2, r27
mult r3, r15

  ...

Register
Allocation

virtual

physical

P0 P1 P2 P3 P0 P1 P2 P3

A0 A1 A2 A3

...

  ...

connect 0, 0, 0
connect 1, 0, 3
connect 2, 1, 2
addu a2, a11
mult a3, a7

  ...

architectural
block

CPU physical
block

CPU0 CPU1

Integration of
Reconfiguration

Instructions

physical

architectural

Figure 12.1.: Structure of register allocation

Importantly, the second phase depends heavily on the distribution of register values to
physical blocks decided by the first phase. Let us assume that two virtual registers are of-
ten accessed close together, but both are assigned to physical registers of different physical
blocks. Then two reconfiguration instructions would be needed to make both virtual reg-
isters accessible. If such case occurs for many pairs of register values or is even part of a
frequently executed loop body, high penalty costs will be caused during execution.

Consequently, an estimate of anticipated reconfiguration costs is used, to partition the
virtual registers into the physical blocks. The computation is based on the DFA of n-liveness
presented in Chapter 11, which can determine the n pair-wise different values accessed next
for each program position.

Structure In this chapter, we explain the characterized two-pass register allocation in de-
tail. The first phase is outlined in Section 12.1, while the second pass is covered by Sec-
tion 12.2. For simplification, we concentrate on single processors in the first place. Last but
not least, Section 12.3 discusses some extensions of CAPRICoRn for multi-core architectures
like the QuadroCore. The following paraphrases use implicitly the terminology introduced
in Section 10.1.1.

1Compiler Anticipated Processor Register Inter-Connected Reconfiguration
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12.1 Allocation of Physical Registers

12.1. Allocation of Physical Registers

The register allocation of CAPRICoRn is based on global register allocation by graph col-
oring [32] (see Section 9.1.3). Additionally, it incorporates several improvements to reduce
spill code and to avoid conflict edges in the interference graph presented by Briggs et al. [24].

We use a special heuristic which tries to allocate the physical registers in such a way that
a physical block contains preferably those registers which are often used in conjunction. By
these means, only one reconfiguration instruction is needed to access all of them. Obvi-
ously, this minimizes the number of reconfiguration instructions which are inserted after the
register allocation.

Affinity The decision, which virtual registers are assigned to the same physical block, is
based on the number of avoided reconfiguration instructions. Such effort in reconfiguration
is determined from information about future register accesses for all positions in a given
function, which can be computed by using our DFA of n-liveness (see Chapter 11). In the
following, the number of prevented reconfiguration instructions is denoted as the affinity be-
tween both virtual registers. The affinities between all pairs of virtual registers are modelled
as edge weights of a so-called affinity graph. Its nodes correspond to the virtual registers of an
abstract machine program. An affinity graph is used during graph coloring as a secondary
criterion for selecting a physical register.

Affinity Graph Figure 12.2 shows a small exemplary affinity graph for the virtual registers
v0, . . . , v3 as well as a physical register bank with 8 physical registers divided into 4 physical
blocks. If v0 is assigned to p0 and v2 to p1, 3 reconfiguration instructions are avoided, because
the affinity of v0, v2 is 3 and p0, p1 are located in the same physical block. Obviously, such
a decision is part of an optimal assignment: If v0, v2 and v1, v3 are assigned to common
physical blocks each, only one additional reconfiguration instruction will be needed.

v1v0

v3v2

3 1 4 p0 p1 p2 p3 p4 p5

P0 P1 P2

p6 p7

P3

Figure 12.2.: Example of affinity graph

Structure This section concentrates on the computation of the affinities and their usage
by the graph coloring method. At first, we present the replacement strategy for physical
blocks in Section 12.1.1. Furthermore we prove an important theorem which demonstrates
when a physical block is definitely not replaced. Such property is used in Section 12.1.2
to define the affinity in terms of register accesses. Using this definition, affinities can be
determined by our analysis of n-liveness (see Chapter 11). Afterwards, the definition is
extended to handle register accesses in loops properly. Section 12.1.3 argues that affinities
must also be computed between virtual registers and physical blocks to model the situations
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during the allocation process properly. The algorithm to compute the affinities and the actual
construction of affinity graphs is explained in Section 12.1.4. Finally, Section 12.1.5 motivates
challenges in the interpretation of affinities during graph coloring. We present a heuristic to
balance the partitioning of virtual registers into physical blocks.

12.1.1. Replacement Strategy

If a physical block P must be activated at a program position s, the compiler has to select
an architectural block which should be mapped to the physical block. An obvious decision
is to use an unmapped architectural block, if possible. Otherwise, an architectural block A
must be chosen that is already mapped to a physical block µA(A) = P ′. The selection of an
architectural block A is determined by the replacement strategy and depends on its associated
physical block P ′.

CAPRICoRn replaces the physical block which is latest used again (LUA). Let s be a pro-
gram position and P a physical block which is latest used again after passing s. By default,
P will be replaced according to LUA. But if there exists another physical block P ′ which is
not used anymore, P ′ is regarded to be accessed later than P . Assume that there are multiple
paths starting at s and P is the set of physical blocks that are latest used again on such paths,
respectively. In this case, an arbitrary block in P is chosen. A similar strategy is used if there
are multiple physical blocks P ′ which are not accessed anymore after passing s.

Originally, this strategy was presented by Belady [12] as an optimal paging algorithm for
virtual memory management and is also used for local register allocation in basic blocks (see
Section 9.1.2). The strategy by Belady also defines that a physical block is made accessible as
late as possible, i.e. right before the next access of the physical block.

In order to define the affinity in terms of register accesses (see Section 12.1.2), it must be
known, if a physical block P might be replaced between two accesses of P . The following
theorem expresses when a physical block is definitely not replaced by the LUA strategy:

y

x

x

access to
z1, ..., z#archblocks - 1

...

...
s

Figure 12.3.: Situation considered by proof of Theorem 12.1

Theorem 12.1
According to LUA, a physical block x will not be replaced between two accesses of x, if less
than |BA| pairwise different blocks are accessed in between.

Proof: This theorem is proven by contradiction. Let x be replaced by y at a position s be-
tween the two accesses to x, as shown in Figure 12.3. Then all architectural blocks must
be mapped at the position s. Furthermore, let the other architectural blocks be mapped
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to z1, . . . , z|BA|−1. Since x is replaced, the physical blocks z1, . . . , z|BA|−1 must be accessed
between s and the second access of x. All in all, |BA| physical blocks need to be accessed
between the two accesses to x, in order to replace x. This is a contradiction to the condition
that less than |BA| other physical blocks are accessed. �

12.1.2. Definition of Affinity

The affinity between two virtual registers x and y corresponds to the estimated number of
reconfiguration instructions which are avoided if x and y are assigned to the same physical
block. Here we introduce an equivalent definition based on the register accesses in a given
function and the employed replacement strategy (see Section 12.1.1). By these means, the
affinities can be computed from the results of our analysis of n-liveness (see Chapter 11).
The definition of the affinity is based on unordered pairs of accesses:

Definition 12.2 (Access pair)
Let x and y be two virtual registers and let xi and yj uniquely identify all occurrences of x
and y in access operations within the code of a function, respectively. The unordered pair
{xi, yj} is called an access pair if there is an execution path from xi to yj or from yj to xi and
xi and yj have the following properties:

1. The number of pair-wise different virtual registers which are accessed between xi and
yj is less than |BA|.

2. x and y are not accessed between xi and yj .

x

y

...
< #archblocks
pair-wise different

!= x, y

Figure 12.4.: Definition of access pair

Definition 12.3 (Affinity of virtual registers)
Let x and y be two virtual registers. Then the affinity α(x, y) between x and y is defined as
the number of access pairs {xi, yj}.

Assume that the probabilities of register accesses are considered and y is |BA|-live at xi

with probability pij . Then the affinity between x and y is set to the sum of pij for all access
pairs {xi, yj}.
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Equivalence of Definitions We argue that Definition 12.3 corresponds to our intuitive
formulation of the affinity modelling the number of avoided reconfiguration instructions
(see beginning of Section 12.1). Let x and y be two virtual registers and {xi, yj} be an access
pair (see Figure 12.4). Obviously, less than |BA| other physical blocks are accessed between
xi and yj , because less than |BA| virtual registers are accessed according to Definition 12.2.
If x and y are assigned to the same physical block, P cannot be replaced between xi and yj

according to Theorem 12.1, i.e. no further reconfiguration is needed to access yj . If x and
y are assigned to different physical blocks, it might be necessary to insert a reconfiguration
instruction between xi and yj .

Obviously, the first condition of Definition 12.2 can be reduced to computing the |BA| pair-
wise different virtual registers accessed after each access vi, i.e. the set of |BA|-live registers
(see Chapter 11). The second requirement ensures that each prevented reconfiguration in-
struction is counted only once. Hence, we avoid an over-estimation of the affinities. Further
information are given in Section 12.1.4, which also presents the algorithm to compute the
affinities.

Estimation of Loop Iteration Counts In order to reduce the effort in reconfiguration at
run-time, reconfiguration instructions should not be inserted into frequently executed basic
blocks, if possible. Up to now, the affinities only model the number of prevented reconfigu-
ration instructions if each basic block is executed once. This is called the static affinity αs. For
maximum preciseness, a dynamic affinity αd is used which corresponds to αs ∗ ω(b), where
ω(b) is the iteration count of a basic block (see Section 11.1.2). Consequently, reconfiguration
within a frequently executed loops becomes very costly in order to compute a mapping of
virtual register to physical blocks with minimum reconfiguration costs.

12.1.3. Affinity to Physical Blocks

During the register allocation process, some of the virtual registers have already been as-
signed to physical registers. Hence, the affinity analysis associates those virtual registers
with the corresponding physical blocks. This is similar to replacing the nodes of the virtual
registers by nodes of the related physical blocks in the affinity graph.

Our goal is to allocate the registers in such a way that each physical block contains mainly
those registers with a high number of contemporary accesses. Obviously, re-computing the
affinities everytime after the allocation of a physical register improves the expressiveness of
the affinity graph. Thereby, physical blocks and virtual registers are treated interchangeably.
The affinity between a virtual register v and a physical block P represents the number of
avoided reconfiguration instructions, if v is assigned to P . For simplification, we still assume
that affinity graphs only consist of virtual registers in the other sections.

Example Figure 12.5 (a) shows an affinity graph whose virtual registers have not been
allocated yet. If the virtual registers c, d, and e are assigned to the physical block P , we get
the affinity graph in Figure 12.5 (b). c, d, and e have been replaced by P , while a and f now
have non-zero affinities to P instead of c, d, e. For simplification, the new affinities are not
shown.
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Figure 12.5.: Association of virtual registers with physical blocks in affinity graph

New Access Pairs The definition of the affinity based on access pairs (see Definition 12.3)
does not make any assumptions, which virtual registers are assigned to a common physical
block. Consequently, the access pairs must be computed pessimistically, i.e. all virtual regis-
ters are assumed to be mapped to pair-wise different physical blocks, if no register has been
allocated yet. This implies that two accesses xi, yj only form an access pair, if less than BA

virtual registers are accessed between them. But if some virtual registers have been assigned
to common physical blocks, new access pairs can emerge as demonstrated in the following.

x1

= 4 = |BA|

b1

a1

c1

d1

y1

(a)

x1

= 3 = |BA| - 1

b1

P1

P2

d1

y1

(b)

Figure 12.6.: Appearance of new access pairs

The two accesses x1 and y1 in Figure 12.6 (a) do not form an access pair, because BA pair-
wise different virtual registers are accessed in between. If the virtual registers a and c are
assigned to physical registers of the physical block P , {x1, y1} becomes a new access pair,
because less thanBA physical blocks are accessed between x1 and y1. As a benefit, the affinity
between the register values x and y can be estimated more precisely. On the other hand,
the result of the allocation process depends on the order in which the virtual registers are
colored.
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12.1.4. Construction of Affinity Graph

The edges of an affinity graph are weighted with the affinities between virtual registers. In
order to compute the desired affinities, all access pairs need to be determined for each pair
of virtual registers (see Definition 12.3). Importantly, the two requirements of Definition 12.2
have to be met.

Our analysis of n-liveness (see Chapter 11) can determine the |BA| pair-wise different vir-
tual registers which are accessed next after each access vi. This corresponds to the first con-
dition of Definition 12.2. Let xi and yj be accesses of virtual registers x and y. Concretely,
less than |BA| pair-wise different virtual registers are accessed between xi and yj , if y is |BA|-
live at xi or x is |BA|-live at yj , respectively. The representation of the n-liveness property
by access trees (see Section 11.1.1) preserves information about the order of register accesses.
If both x and y are not accessed between xi and yj , the second condition is fulfilled, also.
Consequently, {xi, yj} is an access pair.

Figure 12.7 shows several examples for access pairs of virtual registers x and y. Two
accesses are connected by a line, if they form an access pair. In (a) and (b), {xi, yj} are access
pairs, because x is n-live at yj or y is n-live at xi, respectively. Hence, we get two access
pairs {yj , xi} and {xi, yk} in (c). On the other hand, {xi, yk} do not form access pairs in (d)
and (e), because yj occurs between them, respectively. In case of (d), y is a predecessor of
x in the access tree for yk and therefore y must be accessed between yk and xi. Linking xi

and yk in (e) is avoided, because a given access xi is only connected with the first access of y
succeeding xi.

(a)

yi

xi

yj

xi

(b)

yi

xi

yj

xi

(c)

yi

xi

yj

xi

yiyk

(d)

yi

xi

yj

xi

yiyk

(e)

yi

xi

yj

xi

yiyk

Figure 12.7.: Examples of access pairs

Algorithm In the following, we explain the algorithm to compute the affinities using n-
liveness information, whereas n = BA (see Algorithm 12.1). The fundamental idea is to
traverse the instructions of a basic block in backward order according to our DFA for com-
puting the n-liveness property (see Section 11.2). Let o be a register operand of an instruction
at a program position s. Then, {o, r} is an access pair for all registers r which are (i) n-live at
s and (ii) are not successors of o in the correponding access tree. Hence, the affinity between
o and such r will be incremented.

IV-50



12.1 Allocation of Physical Registers

At the beginning of the algorithm, the n-liveness analysis computes the n-live virtual reg-
isters for the start and end of each basic block (l. 1). Then the algorithm iterates over all
basic blocks (ll. 2-15) and handles the instructions in reverse order (ll. 4-14). For each basic
block, the n-liveness information is initialized with the access tree at the end of that block
(l. 3). The access tree for each program position in a basic block is determined by successive
prepending of the found register operands (l. 12).

Lines 5-13 consider the operands o of an instruction at a program position s. Given a fixed
o, lines 6-11 iterate over the n-live registers r according their order with respect to s. For
each r, the affinity between o and r is increased (l. 10) by the execution frequency of a basic
block (see Section 12.1.2). If the algorithm encounters the register o, it proceeds with the next
access of the current instruction in order to ensure the second condition of Definition 12.2.

Require: Machine instructions of a function
Ensure: Affinities between all virtual registers

1: analyze n-liveness
2: for all basic blocks b do
3: nlive regs = OUT (b)
4: for all instructions i in b do . last to first
5: for all operands o of i do
6: for all r ∈ nlive regs do . original order
7: if r == o then . ensure second requirement of Definition 12.2
8: break . leave loop
9: end if

10: α(o, r) += ω(b) . increase affinity between o and r
11: end for
12: nlive regs = {o} ∪ nlive regs . o is n-live now
13: end for
14: end for
15: end for

Algorithm 12.1: Algorithm for the computation of the affinities

Ordering of Accesses Up to now, we assumed implicitly totally ordered sequences of reg-
ister accesses. Typically, instructions have multiple operands and the read or write accesses
are mostly performed simultaneously, respectively. Hence, the accesses within an instruction
are only partially ordered and the replacement strategy cannot determine the latest access.

In order to enable the feasibility of LUA, we decided to re-use the order of the register
operands in the instructions. An alternative would be to use the temporal order of register
accesses as the first criterion and the order of the register operands as the second criterion.
Obviously, this compromise should yield a more precise modelling in case of a VLIW sched-
ule for multiple processors.

For completeness, we consider an example which outlines the effects of the total order on
the replacement of physical blocks. Figure 12.8 (a) shows a sequence of instructions, where
each operand corresponds to a physical block and the annotated list represents the currently
active blocks. Depending on the order of x and y in the serialization, we get the total orders
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from Figure 12.8 (b) and Figure 12.8 (c). Consequently, an access of block d implies that block
y is replaced in (b) or block x in (c), respectively. In both cases, a reconfiguration is needed
before the last instruction.

d

a

b

x yop

x, y, a, b

..., d, a, b

op

op

op

(a)

d

a

b

x

x, y, a, b

x, d, a, b

y

(b)

d

a

b

y

x, y, a, b

y, d, a, b

x

(c)

Figure 12.8.: Relation between replacement and total order of accesses

12.1.5. Improvement of Allocation

A proper heuristic for allocating physical registers based on the affinity graph must ful-
fill two important issues: At first, physical blocks with a large number of unused registers
should be favoured. Otherwise, the physical registers would be allocated according to the
order of their blocks. Concretely, the register allocation would start with assigning physical
registers of P0 and proceeds with P1, when all registers of P0 have been allocated and so on.
Simultaneously, the heuristic should minimize the number of used physical blocks instead
of distributing register values to all available blocks.

For the sake of contradiction, assume a naive strategy which selects that physical register
p for a virtual register v, where the affinity between v and the physical block P containing
p is maximal. Obviously, such heuristic would not fulfill the first goal, because the affinity
of a virtual register v and a physical block P without any allocated register would be 0. As
a solution, the affinity could be divided by the number of allocated registers of a physical
block. But this would not achieve the second goal, because the register allocation would try
to allocate a similar number of registers of each physical block.

Rating Function We decided to use a powerful heuristic which considers both the number
of free registers in a physical block as well as the affinity to those virtual registers, which have
not been allocated yet. In the following, the rating function of our heuristic is explained
incrementally.

Let αP be the original affinity between a virtual register v and a physical block P . Define
αmax as the maximum affinity between v and P . For each access vi, there can be at most two
access pairs for vi and the physical block P . Hence, the maximum affinity is
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αmax(x) = 2 ∗
∑

i

ω(vi)

αsum is the sum of affinities between the virtual register v and all remaining non-allocated
virtual registers. Further, let f be the number of free physical registers in P . Last but not
least, c ≥ 0 is a constant to control the rating. For simplification, we assume c = 1 at first in
order to outline the fundamental idea of the heuristic.

Now, the rating function is defined as:

rate = αmax −
αmax − αP

1 + f ∗ αsum ∗ c

P

x

aP ai

asum = Σi ai

Figure 12.9.: Weighting of empty physical blocks to achieve an uniform distribution

Obviously, the rating increases with rising f or αsum towards the upper bound αmax. The
value of the rating function corresponds to the lower bound αP for f = 0 or αsum = 0.
Hence, the rating function ensures that the affinity is included in the interval [αP , αmax].

Let us focus on the parameter f first and neglect αsum. For simplification, assume two
physical blocks P and P ′ with equal values for αP , αmax, and αsum. Furthermore, let P have
many unused registers, while f is small for P ′. With respect to P , the value of the fraction
will become quite small and therefore the rating will have a large value. Instead, the rating
function will yield a small value for P ′, because the fraction becomes large. Hence, P will be
favoured over P ′.

The intention of αsum is to attenuate the effect of dividing through f in order to minimize
the number of used physical blocks. Assume that the affinity of v to those virtual registers
V , which have not been allocated yet, is large. Hence, v and V should be stored in a com-
mon physical block in order to minimize the effort in reconfiguration. Consequently, P is
preferred as mentioned above. But if αsum is small, a physical register of P ′ may be assigned
to v in order to reduce the total count of used physical blocks. This behaviour is modelled by
weighting f with αsum in the rating function. Note that αsum is independent of any physical
block and the value of the fraction is inversely proportional to the αsum.

Now, we focus on the c parameter which is used to influence the combination of f and
αsum. For c = 0, the rating corresponds to the original affinity between v and P . For large
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c, the rating mainly depends on the number of free registers and the affinities of the non-
allocated virtual registers.

12.2. Reconfiguration

The register allocation of CAPRICoRn (see Section 12.1) replaces the virtual registers of each
function by physical registers of the machine. Such physical registers cannot be accessed
directly in our register architecture (see Chapter 10). Here we describe the second phase of
CAPRICoRn that maps the physical registers to architectural ones and inserts appropriate
reconfiguration instructions, while aiming at minimizing the reconfiguration overhead. The
quality of generated code also depends on the first phase, which allocates registers of a
common physical block for two virtual registers that are often accessed close together.

For simplification, Section 12.2.1 first outlines the placement of reconfiguration code for
single basic blocks. Obviously, this strategy cannot achieve a cost-minimal placement of re-
configuration instructions with respect to whole functions in general. Section 12.2.2 presents
an extension of this method which tries to minimize the effort in reconfiguration by re-using
mappings established in preceding basic blocks. Finally, Section 12.2.3 discusses the effects
of function calls on the mappings.

12.2.1. Intra-Block Reconfiguration

The fundamental idea of the algorithm is to keep track of the mapping function µA while
iterating over all instructions of a basic block. At the beginning of a basic block, the mapping
function rbµA is pessimistically assumed to be undefined for all architectural blocks, i.e. ∀A :
µA(A) = ⊥ holds.

If an instruction i accesses a register of an inactive physical block P , a reconfiguration in-
struction to activate P is inserted directly before i. Such reconfiguration establishes a map-
ping µA(A) = P , where A was either unmapped or mapped to a physical block P ′ 6= P that
is latest used again. Importantly, mappings are established as late as possible.

� �

A0

P0

A1 Program code

��
�

�

��
�

��
�

��
�

��
�

��
�

��
�

P1

P2

P1

���  :

�	�  :

�	�  :

�	�  :

� �  :

�� (A0) := P0

�� (A1) := P1

�� (A0) := P2

Figure 12.10.: Integration of reconfiguration instructions and replacement of physical
registers by architectural registers
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Example In the following, we consider a small example to illustrate the functionality of our
algorithm: Figure 12.10 shows the code of a basic block on the right hand side with accesses
to the physical blocks P0, P1, P2. On the left hand side, the current mapping function µA is
indicated for a register architecture with two architectural blocks A0, A1.

Since the architectural blocks are assumed to be unmapped at the beginning, a reconfigu-
ration instruction µA(A0) = P0 needs to be inserted at the very beginning of the basic block,
to activate P0. The same applies for the second reconfiguration instruction prior to the access
of P1.

The third reconfiguration instruction needs to replace a mapping, since both architectural
blocks are already mapped to physical blocks. According to the LUA strategy, the mapping
µA(A0) = P0 is replaced, as P0 is latest used again (see Section 12.1.1).

12.2.2. Inter-Block Reconfiguration

If no mappings can be assumed at the beginning of a basic block, at least one reconfiguration
instruction must be added for each accessed physical block. Obviously, many reconfiguration
instructions can be saved, if mappings established in preceding basic blocks are re-used.
In the first place, such mappings result from accesses to physical blocks in predecessors.
Additionally, reconfiguration instructions can be moved explicitly to directly preceding basic
blocks, if beneficial. As a result, reconfiguration instructions are moved out of loops into a
block dominating the loop.

Here we present a powerful placement strategy, which consists of two phases: At first, the
mappings at the beginning and end of a basic block are determined such that the estimated
reconfiguration costs are minimized. The second phase inserts reconfiguration instructions
for each basic block separately using a similar approach as outlined in Section 12.2.1 and the
mappings computed in the first phase. In the following, we use the terminology introduced
in Section 10.1.1.

12.2.2.1. First Phase

IN and OUT Mappings From now on, we refer implicitly to direct predecessors and suc-
cessors of a basic block if no further information are given. A physical block P can only be
assumed to be active at the beginning of a basic block, if A ∈ µP (P ) for the same architectural
block A at the end of all preceding basic blocks (see Figure 12.11). This requires the compu-
tation of so-called IN and OUT mappings between all basic blocks. The IN mapping µIN b

of a basic block b contains all configurations µ(A,P ) which can be assumed at the beginning
of b. Accordingly, the OUT mapping µOUT b specifies the mappings that must be provided at
the end of b for its successors.

In order to assume a mapping (A,P ) ∈ µIN b for a basic block b, it must hold (A,P ) ∈
µOUT p for all predecessors p of b. If A is mapped to different physical blocks in µOUT of some
predecessors, the mapping of A is undefined (⊥) in µIN b. This can be expressed formally as:
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P P P OUT mapping

P IN mapping

Figure 12.11.: Determination of mappings between basic blocks

µIN b =
⋂

p∈pred(b)

µOUT p

where ∩ is defined as

µx(A) ∩ µy(A) =
{

P for µx(A) = µy(A) = P
⊥ else

Selection of Physical Blocks The definition of µIN b aims to reduce the number of recon-
figuration instructions at the beginning of a basic block b by re-using mappings established
in preceding basic blocks p. Obviously, the n-liveness analysis (see Chapter 11) can also be
applied to determine the set of physical blocks used in the future with respect to a certain
program position. If a physical block P is |BA|-live at the beginning of a basic block b, a
mapping µIN b(A) = P may be defined, if possible. Accordingly, mappings µOUT p(A) = P
are established for all predecessors p of b. The |BA|-liveness guarantees that P will not be
replaced from the beginning of b up to the first access of P (see Theorem 12.1). Hence, a
reconfiguration instruction is definitely avoided in b.

Effect on Predecessors On the other hand, a mapping µOUT p(A) = P for a predecessor
p of b can introduce an additional reconfiguration instruction in p. In order to predict, wether
a reconfiguration instruction must be added to ensure µOUT p(A) = P , the maximum cut of
life spans between the last access of P and the end of p is regarded. Thereby, (A,P ) ∈ µIN p

or µ(A,P ) ∈ µOUT p are handled as the first or last accesses to P in p, respectively. If the max-
imum cut is smaller than |BA|, the physical block P will persist until the end of p according
to LUA (see Section 12.1.1). Thus, no additional reconfiguration instruction is required for
p. Consequently, µIN b(A) = P may be defined, if the total overhead in reconfiguration is
minimized.

Estimation of Costs The disadvantage of an additional reconfiguration instruction in a
predecessor is expressed in terms of costs. The costs of a reconfiguration instruction in a
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block b are given by its execution frequency ω(b) (see Section 12.1.2). Hence, the costs for a
mapping µIN b(A) = P correspond to the sum of costs of additional reconfiguration instruc-
tions in the preceding basic blocks. If these costs are lower than the costs of a reconfiguration
in b, µIN b(A) = P is defined.

Computation of IN and OUT Mappings The first phase is realized as a topological traver-
sal of the the CFG, which computes µIN b for a basic block b and µOUT p for its predecessors
p. Such information is utilized by the second phase to place reconfiguration code according
to Section 12.2.1.

12.2.2.2. Second Phase

In the second phase, reconfiguration instructions are placed into each basic block separately.
Here, we outline only the differences to the approach presented in Section 12.2.1. The set of
mappings which are available at the beginning of a basic block b is initialized with µIN b. If
(A,P ) ∈ µIN b for a physical block P , no reconfiguration instruction needs to be inserted to
activate P at the beginning of a basic block b.

If a physical block P must be made accessible in a basic block b, our heuristic is aimed
at selecting an architectural block A such that µ(A,P ) ∈ µOUT b as a secondary goal. The
primary criterion is still based on the LUA strategy (see Section 12.1.1). Remember that
(A,P ) ∈ µOUT b is regarded as the last access of P in a basic block b. At the end of b, all non-
active mappings (A,P ) ∈ µOUT b are established. For instance, there may be a physical block
P which is not accessed in b and (A,P ) /∈ µIN b. Hence, P needs to be activated explicitly in
b to provide µ(A,P ) for its successors.

Selection of Architectural Blocks The secondary criteron mentioned above may replace
physical blocks U which are used again in the same basic block b. Thereby, (A,P ) ∈ µOUT b

is not regarded as a feasible access of P . Hence, establishing mappings demanded by µOUT b

could be counter-productive to minimizing the effort in reconfiguration. As a consequence,
such heuristic is only applied for physical blocks Û = BP \ U .

Let F be the set of architectural blocks A, which are mapped to physical blocks P ∈ Û
or are unmapped. If F is not empty, the selection of an architectural block A to activate a
physical block P operates according to the following order as a secondary criterion:

1. If (A,P ) ∈ µOUT b and A ∈ F , A will be selected.
Hence, the heuristic first tries to select an architectural block A which should be mapped
to P according to µOUT b. As A is not mapped to a physical block P ′ that is used again
in b, no additional reconfiguration instruction is needed to replace P later. Importantly,
P will not be replaced until the end of b according to LUA, because (A,P ) ∈ µOUT b is
treated as the last access of P in b.

2. If (A,P ′) /∈ µOUT b for any physical block P ′ and A ∈ F , A will be selected.
In this case, A is irrelevant for the OUT mapping and connecting P to A does not imply
penalty costs also. P may be replaced later according to LUA, because (A,P ) /∈ µOUT b.
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3. Otherwise, an arbitrary A ∈ F with (A,P ′) ∈ µOUT b for a physical block P ′ 6= P will
be selected.
Here, a reconfiguration instruction will be needed to establish the mapping demanded
by µOUT b later. Please note that P ′ is not accessed again in b because of A ∈ F and the
mapping to P ′ is only required by successors of b.

12.2.3. Inter-Procedural Reconfiguration

Up to now, we considered only intra-procedural placement of reconfiguration instructions.
In case of multi-procedure programs, many challenges such as the access of special registers
as well as the scope of mappings between register blocks need to be considered.

caller callee

call

r0 r1 r2 r3 r4 r5 r6 r7

r8 r9
r10 r11 r12 r13 r14 r15

SP
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Last configuration
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by call instruction

return

?

May change
register connections
arbitrarily

Figure 12.12.: Reconfiguration between functions

Special Registers Obviously, using the same set of physical registers for parameters, stack
pointer, and return address as in the non-reconfigurable case simplifies the register alloca-
tion. This agreement enables hybrid machine programs consisting of functions either using
or not using register reconfiguration. But mapping these special register values (perma-
nently) into certain architectural registers is neither necessary nor beneficial, because it does
not matter in general which architectural register is used for an access. Furthermore, a fre-
quently used special register like the stack pointer would be permanently active without
any visible benefit. Consequently, the compiler does not need to handle these registers in a
special way.

Implicit Register Accesses In most microprocessors, some machine instructions such as
function calls access special registers like the link register implicitly. As those implicit ac-
cesses to special registers are not encoded in an instruction, no operands can be replaced
by architectural registers. A naive solution would be to establish an identical mapping be-
tween a physical register pi and the corresponding architectural register ai before the access.
However, this would require major changes of the affinity analysis which only considers the
register accesses encoded as operands. Consequently, implicit accesses to special registers
are directly forwarded to the physical registers for simplification.
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Mapping Convention The mapping convention specifies the mappings which can be as-
sumed at the beginning of a function or after returning from a function call. In principle, a
caller could provide mappings needed by a called function and vice versa. By these means,
reconfiguration instructions could be moved out of frequently executed functions into their
callers. For instance, if a function g is called iteratively by a function f , reconfiguration in-
structions may be placed before the corresponding loop in f , instead of the beginning of
g.

But such strategy would demand costly inter-procedural analysis which can be performed
only in a quite restricted way at compile-time. Furthermore, the CAPRICoRn approach has
been developed for single functions and would be complicated unnecessarily.

Our Approach The CAPRICoRn compiler supports two different strategies: The first mode
assumes that the mappings are in an undefined state at the beginning of a function or after
returning from a function call. Consequently, the called or calling functions have to recon-
figure the register banks according to their own purposes and cannot trust in different func-
tions, respectively. The benefit of this solution is the simplification of the calling convention
and its implementation in the compiler.

The second mode features implicit reconfiguration of the register banks during a function
call or backward branch, respectively. This idea is a good compromise between providing
certain mappings to save reconfiguration instructions as well as exploiting the delay slots of
branch instructions. Especially, the access to special registers such as function parameters
can be accelerated significantly.

Currently, such implicit reconfiguration establishes identical mappings for each processor.
Assume n processors with p physical blocks and a architectural blocks, whereas the physical
blocks are shared among all processors (see Section 10.1). Then the architectural block Ai of
a processor is connected with the physical block Pi of the first processor, for a ≤ p. If a > p,
the architectural blocks Ai, i ∈ {0, . . . , p− 1} are mapped to the physical blocks Pi of the first
processor, while Ai, i ∈ {p, . . . , 2 ∗ p − 1} are connected with the physical blocks Pi−p of the
second processors, etc.

12.3. Extensions for Multi-Cores

Up to here, CAPRICoRn has been discussed for a single-processor architecture. This sec-
tion outlines how the method can be extended for a VLIW machine or a multi-core like the
QuadroCore. In the following, we refer to multi-core architectures for simplification and use
the terms processor, core, or functional unit interchangeably.

Multi-Core Architectures Figure 12.13 shows an exemplary multi-core architecture with
reconfigurable registers. It consists of a shared physical register file that can be accessed
uniformly by every processor. Each core has its own set of architectural registers to establish
its mapping independently.

Read accesses are performed in the first half of a cycle, while write accesses occur only in
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the second half. The combination of this property with the presence of reconfigurable regis-
ter banks enables the generation of very dense schedules with aggressive re-use of registers
as outlined later.

Physical
registers

Architectural
registers

CPU0 CPU1 CPU2 CPU3
Processors

Program

...
 

instr a,b
...

PC

...
 

instr d,f
...

...
 

instr e,a
...

...
 

instr c,b
...

Figure 12.13.: Multi-Core architecture

Alternatively, Section 10.2 discusses a more general register model where the physical
registers are partitioned into banks of the processors. This model also enables to distinguish
between local and remote accesses to registers. Furthermore, the number of ports of a regis-
ter bank can be restricted which bounds the number of simultaneous accesses. An overview
of the required extensions to the register allocation and the re-scheduling is given in the
referred section.

In this section, a homogenous architecture is considered in order to simplify our expla-
nations. Furthermore, we refer to a machine with synchronous cores implicitly, unless no
different statement is made. When using an asynchronous execution model, barrier instruc-
tions can be inserted by the re-scheduling phase (see Section 4.2.3) to avoid conflicts when
multiple processors access physical registers concurrently.

Register Allocation As the processors access a shared register file, a single conflict graph
has to be constructed to consider all life spans simultaneously. Such conflict graph is used
to allocate the physical registers for all processors together. Parallel instructions are treated
as a single VLIW instruction, whereby the conventional algorithms for single processors can
be applied.

The affinity analysis is performed for each core separately, because every processor has a
dedicated architectural register bank. Hence, we defined that register accesses by different
processors can never be access pairs (see Section 12.1.2). As the coloring is performed for
all processors together, a single affinity graph is constructed. Thereby, the affinity between
two virtual registers x and y is computed separately for each processor and summed up
afterwards.

Structure The remaining part of this section is structured as follows: In Section 12.3.1, the
placement of reconfiguration code is outlined for a multi-core. We demonstrate by using
an example that inserting reconfiguration instruction may be impossible due to the men-
tioned density of schedules and discuss several solutions. Section 12.3.2 deals with the re-
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scheduling of code after using CAPRICoRn.

12.3.1. Reconfiguration

As each processor has an own set of architectural registers, reconfiguration instructions can
be inserted for each processor separately using the approaches presented in Section 12.2.
Consequently, nop instructions must be added to the other processors in order to preserve
the consistency of the schedule.
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def r connect
nop
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use r

r
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a

a

Figure 12.14.: Infeasible placement of reconfiguration instructions

But the frequent re-use of physical registers can lead to very dense schedules, where any
modification may harm the semantics as illustrated by Figure 12.14. The original schedule
is correct, because registers are read and written in different halfs of a cycle as defined at
the beginning of this section. Now assume that a reconfiguration instruction which maps
an architectural block A to a physical block P is inserted before the use of such a mapping
on processor 2. As a result, nop instructions need to be added between the instructions
on processors 0 and 1, respectively. Obviously, such modification destroys the schedule,
because the value x is overwritten by processor 1 before processor 0 has read it.

Surprisingly, such phenomenon of unmodifiable schedules has not been described yet in
literature to our best knowledge. Conventional VLIW compilers must have faced similar
challenges, if schedules needed to be altered after register allocation.

In the CAPRICoRn compiler, a situation as presented above is avoided by extending a life
span at its final use u by one-half clock cycle. Hence, a definition d on another processor
which occurs one-half clock cycle later than u will access a different register than u.

Figure 12.15 illustrates the effect of this strategy: When a register allocation is performed
for the schedule in the upper left corner, the same register r is assigned to the virtual registers
x and y (upper right). If the life span of x is extended as described above (lower left), it over-
laps with the life span of y starting at the definition. Hence, different registers are allocated
for x and y (lower right). With respect to the example in Section 12.2, the anti-dependences
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use x

def z

x

def y use r1

def r2

def r1
register

allocation

use x

def z

x

def y

CPU0 CPU1

extend life span of x
by one-half clock cycle

register
allocation use r1

def r3
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Figure 12.15.: Extension of life span by one-half clock cycle

between processors 0 and 1 vanish, when applying this strategy. As a drawback of this
technique, the register pressure is increased. This issue is discussed in Section 12.3.2.2.

Alternatively, the actual coloring and the placement of reconfiguration instructions could
be executed iteratively. The iteration might start with the best register allocation followed by
the insertion of reconfiguration instructions and the re-scheduling. If changes to a schedule
are not possible, the register allocation can be performed again with worse re-use of registers
until a proper solution is found.

12.3.2. Re-Scheduling

Section 6.2.3 motivates the need for a re-scheduling phase after the register allocation with
respect to the QuadroCore. When using CAPRICoRn, reconfiguration instructions are in-
serted separately for each processor (see Section 12.3.1). The resulting empty slots on the
remaining processors are filled with nop instructions. Consequently, the overhead in regis-
ter reconfiguration may be larger than the speedup achieved by avoiding spilling and using
the shared registers for a fast communication.

In this section, we focus on re-scheduling of code generated for machines with reconfigur-
able register banks. At first, we explain the basic concepts of constructing a DDG for such
code (see Section 12.3.2.1). The aggressive re-use of registers may cause cyclic dependences
which need to be handled by the scheduler. Section 12.3.2.2 discusses two approaches.

If the CAPRICoRn compiler targets an architecture with multiple, asynchronous proces-
sors, the re-scheduling phase must also place barrier instructions as outlined in Section 6.2.
Inserting synchronization code may face similar problems as adding instructions to recon-
figure the register connections (see Section 12.3.1). Hence, such challenges can be tackled as
described there.
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12.3.2.1. Construction of Data-Dependence Graph

Machine code produced by CAPRICoRn for machines with reconfigurable register banks
has two outstanding properties: Physical registers are only accessed indirectly through ar-
chitectural registers. The mappings between architectural and physical blocks are modified
by executing special reconfiguration instructions. Both features have to be considered when
re-scheduling such machine code after the register allocation. Our re-scheduling phase (see
Section 4.2.3) performs a complete scheduling based on a DDG for the current schedule.
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Figure 12.16.: Construction of data-dependence graph

The DDG models the indirect usage of physical registers as well as reconfiguration of block
mappings. Figure 12.16 illustrates the fundamental ideas. For simplification, the examples
do not distinguish between different architectural blocks A and physical blocks P . A recon-
figuration instructions which establishes a mapping between an architectural block A and a
physical block P is denoted as A → P . Other instructions are called normal instructions.

At first, we ignore function calls temporarily and focus on the left-hand side of the pic-
ture. Clearly, normal instructions can be regarded as uses of mappings between architectural
blocks A and physical blocks P . Importantly, this comprises both uses and definitions of
physical registers. From the perspective of CAPRICoRn, definitions correspond to reconfig-
uring the block mappings. A reconfiguration A → P is always anti-dependent on a normal
instruction using a mapping for A, because A will point a different physical block P ′ after
the reconfiguration. Two reconfigurations for an architectural block A are write-dependent
on each other. Finally, a normal instruction using a mapping for A is data-dependent on a
modification of such mapping.

Calling a function g from a function f may alter the register connections established by f .
Hence, the effects of function calls on the block mappings have to be taken into account (see
right-hand side of Figure 12.16). As the re-scheduling is performed for single functions, we
just have to consider function calls. Basically, a function call destroys mappings of the caller
and can also define new mappings by implicit reconfiguration (see Section 12.2.3). Like a
reconfiguration, a function call is anti-dependent on normal instructions as well as write-
dependent on prior reconfigurations. Last but not least, succeeding instructions using block
mappings are data-dependent on function calls.

12.3.2.2. Scheduling with Cyclic Dependences

As motivated above, the reconfiguration of registers enables very dense schedules by aggres-
sively re-using physical registers. Obviously, this behaviour can cause cyclic dependences
between instructions which need to be respected during re-scheduling.
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Surprisingly, we have not found any approach which can deal with such requirement, al-
though re-scheduling code for VLIW machine should handle similar constraints. In terms of
the QuadroCore, the problem only occurs when using reconfigurable register banks. With-
out reconfiguration, register values are transported by special instructions between the pro-
cessors (see Section 6.1).
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Figure 12.17.: Extension of life span by latency of instruction

The current prototype of the CAPRICoRn compiler avoids cyclic dependences by extend-
ing life spans at their final use u by the latency of the instruction corresponding to u. The
fundamental idea has already been described in Section 12.3.1). Figure 12.17 motivates the
utilization of the latency. If the registers are allocated without lenghtening the life spans
accordingly (upper left corner), the two instructions are anti-dependent on each other. Such
cyclic dependences are avoided when applying the mentioned extension of life spans. Ex-
tending the life spans by the latency is crucial to ensure that use and definition on different
processors access different registers.

Unfornately, the number of needed registers may be increased significantly which im-
pedes the benefits of reconfiguring the register banks. This situation can be improved in
two different ways: At first, the compiler may extend the life spans only where necessary by
analyzing the register accesses precisely.

A much better strategy is to augment the capabilities of the re-scheduler in order to handle
cyclic dependences properly: The scheduler could identify parts of a schedule exhibiting
the mentioned constraints. This can be realized by determining the Strongly Connected
Components (SCC) of the DDG. During the re-scheduling, the arrangement of the operations
of each SCC must be preserved, while the remaining parts may be re-ordered.
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13 Evaluation

This chapter discusses the evaluation of the CoBRA1 approach, which has been character-
ized in Chapter 3. At first, we present the edge conditions of our experiments in Section 13.1.
This comprises information about the simulation of the QuadroCore as well as an overview
of the considered benchmark programs. The entire evaluation is split into four sections: Sec-
tion 13.2 analyzes the parallelizing compiler for the QuadroCore (see Part II) with respect
to execution time, code size, communication, synchronization, and data partitioning. The
results of the SIMD/MIMD reconfiguration (see Part III) are appraised in Section 13.3, while
Section 13.4 presents the evaluation of the register reconfiguration (see Part IV). Finally, the
effect of both reconfiguration dimensions is studied in Section 13.5.

Overview of Results Our experiments have been conducted using excerpts from practical
audio and video applications. Parallelizing a sequential program for the QuadroCore yields
speedups of up to factor 4, as expected. The relative run-time costs for communication of
at most 20.2% (about 6% in average) accounts for a reconfiguration of the registers. A fur-
ther argument for that reconfiguration dimension is the unbalanced register pressure on the
processors of the multi-core due to the parallelization for some benchmarks.

The SIMD/MIMD reconfiguration has demonstrated its effectiveness in improving the re-
source efficiency in terms of execution time, code size, and energy consumption. More than
50% of the execution of some benchmarks are performed in SIMD mode. The utilization of
a single SIMD code stream obtains a reduction of the code size by up to 22.66%. Similarly,
the number of instruction memory accesses decreases by up to 46.08%, while the switch-
ing activity of instruction fetch and program counter can be reduced by up to 53.32% and
44.69%, respectively. Even where the observed speedups are rather small, the savings in
code and power constitute for an application in a resource-constrained device. With respect
to a mobile phone, the comparatively small memory is utilized best and the battery runtime
is maximized. When a short execution time is preferred over small code size and low energy
consumption, vectorizing for multiple code streams can bring additional speedups of up to
25%. For instance, aggregation network access nodes transcoding large amounts of video
and audio data demand maximum performance while code size and power consumption
play a minor role. The relative overhead for reconfiguring the machine at run-time is negli-
gible and does not exceed 1.5% in most cases (maximum 2.5%). Our evaluation has shown
that the overhead of the SIMD/MIMD reconfiguration is mainly caused by transport code
between scalar and vector registers. In some cases, the dynamic number of mov instructions
is even increased by factor 3.7 compared to a vectorization generating multiple code streams.
On the other hand, a single code stream helps in reducing the waiting times due to processor
synchronization by up to factor 2.

The register reconfiguration yields speedups of up to 27.04% by reducing the overhead
of inter-processor communication. For benchmarks with an unbalanced high need in regis-
ters for certain processors, the execution is even accelerated by more than factor 10. Such
improvement may be lower for other machines, because spilling can represent a severe bot-
tleneck of the QuadroCore as mentioned below. Again, the register reconfiguration can opti-
mize the resource efficiency in terms of code size and energy consumption, also. For bench-
marks with a high communication overhead but no or modest spill costs, the code size is
reduced by up to 15.01%. Avoiding spill code even obtains savings of 88.39% and 66.54% in

1Compiler-Driven Dynamic Reconfiguration of Architectural Variants (merge two Ds to a B)
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code size and stack accesses, respectively. The relative overhead of the register reconfigura-
tion is only 1.38% in average. An architecture with four architectural blocks per processor
with 4 registers each is an optimal choice with respect to our benchmarks.

The joint application of both reconfiguration dimensions has been conducted using a few
benchmarks with low parallelism, because the CoBRA compiler is still in a prototypical
stage. Nevertheless, we have shown that the two techniques consort excellent with each
other. The average speedup compared to a MIMD scheduling with preceding loop unrolling
is about 35%, while the maximum acceleration observed is even 45.4%. Importantly, each
technique enables to improve the results of the other dimension significantly. Utilizing a
single SIMD code stream reduces the code size by up to 16.61%, while the three indicators
of energy consumption exhibit savings of 33-34%. The total overhead of reconfiguration
corresponds to the costs of each technique on its own mentioned above. We believe that
technical improvements to the CoBRA compiler can demonstrate similar results for larger
applications with a higher degree of parallelism also.

Our evaluation has also shown that the QuadroCore has two main bottlenecks: At first, the
waiting times at barriers can dominate the execution of programs and therefore hide effects
of applied techniques like reconfiguration. The current prototype of the CoBRA compiler
tries to minimize the number of barriers, but does not optimize for short waiting times. For
a practical implementation, the compiler must estimate the waiting times more precisely, or a
completely different execution model like VLIW or Explicitly Parallel Instruction Computing
(EPIC) may be used.

Secondly, spilling of registers to the stack memory can be very expensive due to the small
offset range of the S-Core memory instructions. Long sequences of increment/decrement
operations need to be inserted before and after the actual spill instructions.

13.1. Simulation of QuadroCore

The fundamental structure and properties of the QuadroCore have been introduced in Sec-
tion 4.1. Here, we present some details about our machine and introduce the studied bench-
marks. At first, Section 13.1.1 outlines the most important instructions or groups of instruc-
tions of the QuadroCore. Furthermore, some key data about the hardware implementation
are given. Section 13.1.2 motivates a synchronous execution mode of the QuadroCore in
order to customize it to code with fine-grained parallelism. By default, we utilize a reconfig-
uration between synchronous and asynchronous execution. Finally, Section 13.1.3 presents
the benchmarks used in the following sections.

13.1.1. Specification and Implementation

Specification Most arithmetic/logical instructions of the QuadroCore are performed in a
single clock cycle. The sole exceptions are multiplication (18 cycles) and division (35 or 34
cycles for signed or unsigned, resp.) operations. Branch and call instructions consume about
2 or 3 cycles.

A common set of memory instructions is utilized to access both local and external mem-
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ory. Three different types of load/store instructions are provided for 8, 16, or 32-bit width,
respectively. Accessing the local memory always takes 3 clock cycles. An access to the exter-
nal memory is managed by a bus arbitration, which works in a round-robin fashion. As the
waiting time for the bus is 3 clock cycles, the costs of accessing the external memory vary
between 6 and 15 cycles. Obviously, the waiting time can be at most 12 clock cycles, when
a processor is stalled until the three other processors have finished accessing the external
memory.

Inter-processor communication is realized by a dedicated register bank (see Section 6.1.1),
which can be accessed by the cldw and cstw instructions in two clock cycles. The single-
cycle crsync instruction (see Section 4.2.4) copies the result of a comparison to the compare
registers of all processors.

Synchronization among a subset of the processors is achieved via the barrier instruction
(see Section 6.2.2), which can be performed in a single clock cycle. Hence, the minimum
waiting time at a barrier is one cycle, if all processors have reached the barrier.

Both SIMD/MIMD reconfiguration and register reconfiguration are controlled by two
single-cycle instructions called execmode and connect , respectively. In SIMD mode, wide
memory accesses are performed by two special instructions wideload and widestore ,
which take 6 clock cycles each. They operate on a dedicated vector register, which can be
read/written by two further instructions readsreg and writesreg . Both operations need
two clock cycles to transfer a single register value between entry c of the vector register and
a register of processor c.

Last but not least, the implementation of spilling registers needs to be mentioned, because
it has influenced the results of our evaluation significantly. In principle, spilling a register is
realized by writing its content to the stack frame of a processor, which is stored in its local
memory. Unfortunately, address offsets of S-Core memory instructions can be encoded with
only 5 bits. Hence, a register cannot be spilled with a single memory instruction using the
stack pointer as a base address in many situations. Instead, our compiler increases the stack
pointer appropriately before such memory operation and decreases it afterwards. This be-
haviour may result in a large number of additional addi /subi instructions, which increase
execution time and code size further.

As an improvement, the spill variables may be stored at the beginning of the stack frame
to minimize the offsets to the stack pointer. Then, the compilation process must be split into
two different phases: At first, the backend is executed until the register allocation has been
finished and the number of spill variables is known. In the second phase, such spill variables
are placed at the beginning of a stack frame, followed by the remaining local data structures.

Alternatively, the compiler may even estimate the number of accesses to spill variables
and local data structures. Hence, the stack data can be arranged such that variables which
are accessed frequently get a lower stack offset.

Implementation In principle, the evaluation can be based on three different implementa-
tions: At first, we have a cycle-accurate software simulator which is generated partly from a
machine specification (see Section 4.2.2). Furthermore, the evaluation can be performed us-
ing a hardware simulator based on a synthesized model of the QuadroCore. Such model can
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be mapped to an FPGA based prototyping environment [93] for rapid evaluation of large
benchmarks on hardware. More information about the hardware implementation can be
found in [87].

We decided to conduct the majority of the evaluations which considers the execution of
benchmark programs by using the software simulator. This enabled the automatic evalua-
tion of a large number of benchmarks with varying compiler parameters. Additionally, the
current hardware prototype does not provide a reconfigurable register architecture accord-
ing to our CAPRICoRn approach, because each S-Core processor can only switch between
its two banks. Hence, a processor cannot access the physical registers of another processor
by reconfiguration, but register values still need to be transported via the slow shared mem-
ory (see Section 6.1). Furthermore, such restricted switching of whole register banks implies
the usage of a single architectural block per processor with CAPRICoRn. As the S-Core is
a 2-address machine, at least two architectural blocks are required to access all operands of
an instruction in general, if no inter-bank copy operation is provided (see Section 10.1.3).
Instead, our software simulator supports variable-sized architectural and physical blocks in
order to avoid such additional copy operation and to evaluate the influence on the number
of blocks on the overall performance. A processor can access the registers of all processors
within a single cycle by reconfiguration to speedup inter-processor communication.

Area and Performance Estimation The synthesized prototype was used to estimate prop-
erties of the hardware implementation. Table 13.1 shows the variations in terms of maximum
operating frequency (the clock period), area, total dynamic power, and mW/MHz, compar-
ing the original multi-core architecture with the reconfigurable implementation. The archi-
tecture was synthesized in UMC 130nm standard cell technology using the design compiler
by Synopsys. Obviously, the synthesized architecture shows an increase of about 10% of
area. The maximum operating frequency of the system is altered by about 5%. The reduc-
tion in the dynamic power calculations is attributed to the reduction in operating frequency
of the reconfigurable multiprocessor, as can be seen by the fact that the mW/MHz ratio stays
constant for both architectures.

Architecture Clock Period (ns) Area (sq mm) Total Dynamic Power (mW) mW / MHz
original 4.74 0.77 42 0.2
reconfigurable 5.00 0.85 40 0.2

Table 13.1.: Standard Cell Synthesis Reports

13.1.2. VLIW/Barrier Reconfiguration

By default, the processors of the QuadroCore operate independently and synchronize using
barriers only where necessary. In the following, such execution is denoted as barrier mode.
Section 4.2.4 motivates that our compiler exploits fine-grained parallelism on basic block
level. Hence, the overhead of synchronization will harm the benefits of an asynchronous
execution, if the number of inter-processor dependences is large. As a consequence, we de-
cided to augment our architecture by a VLIW mode. Synchronous execution also matches the
usage of a VLIW model by the parallelization phase of the CoBRA compiler (see Chapter 4).
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Basically, such VLIW mode would require synchronizing the execution of the processors
according to a global clock. Assume that a processor x needs cr cycles for executing an
instruction, but the compiler has assumed cp < cr cycles. Then, the other processors would
need to be stalled for cr − cp cycles to ensure that the schedule is executed as computed by
the compiler. Similarly, processor x needs to be stalled for cp − cr cycles, if cp > cr, i.e. the
compiler made a worse assumption.

Simplified Lock-Step Execution Typical VLIW machines have a single instruction de-
coder, which handles the large instruction words and offers the required properties. As the
QuadroCore has been developed for asynchronous execution originally, its processors have
separate decoders. Hence, our hardware prototype could not be extended to stall proces-
sors, when a processor needs more time than assumed by the compiler. As a consequence,
the functionality has also not been implemented in the software simulator to model the ca-
pabilities of the hardware implementation precisely. Instead, we decided to realize lock-step
execution by disabling the early exit property of instructions like multiplications or divi-
sions.

External Memory Accesses But unfortunately, the number of cycles needed to access
the external memory could not be fixed to a certain value, because the access is managed
by a bus arbitration (see Section 4.1). Such problem can be avoided easily in the software
simulator, if an external access is assumed to take the same number of cycles as an access
to a local memory. On the other hand, the evaluation would be quite imprecise and too
optimistic compared to the real hardware using this simplification.

In order to use lock-step execution as often as possible when running a program on the
hardware, our compiler applies a static analysis to determine the external memory accesses
(see Section 4.1). All basic blocks with external memory accesses are executed in barrier
mode, while the remaining blocks can be operated safely in VLIW mode. If the accessed
memory cannot be determined statically, an external access must be assumed to avoid prob-
lems because of the simplified lock-step execution. Please note that the actual scheduling
treats such case as a local access to assume a smaller number of clock cycles.

Switching the multi-core from barrier to VLIW mode is achieved by synchronizing all
processors. Switching to an asynchronous execution does not require any reconfiguration,
because the processors can just continue their execution independently and synchronize ex-
plicitly, if necessary.

Reconfiguration of Synchronization Paradigm Consequently, the CoBRA compiler of-
fers a very simple reconfiguration of the synchronization model based on an analysis of the
memory accesses. As the current implementation is mainly a by-product of the simplified
realization of the lock-step execution mentioned above, we abstained from presenting this
opportunity in reconfiguration as a full-fledged part of the CoBRA approach.

In the future, both execution modes can be integrated into our CoBRA approach as two
variants, if a more sophisticated method for deciding between the two paradigms is em-
ployed. For instance, the compiler may consider the number of inter-processor dependences
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to decide between barrier and VLIW mode. Alternatively, it can generate code for both vari-
ants and select the best result by a code integration. In contrast to the mentioned variation of
the granularity (see Section 1.3), reconfiguration would clearly be needed to switch between
synchronous and asynchronous execution. But if the scheduler of the CoBRA compiler ex-
ploits fine-grained parallelism only, the barrier mode will probably be outperformed by the
VLIW mode in most situations.

13.1.3. Description of Benchmarks

The evaluation has been performed using several medium-sized benchmark programs which
can occur in practical audio and video applications. These computational blocks constitute
typical transcoding algorithms for aggregation network access nodes.

Parallelism Classes In order to expose enough ILP to the compiler, the benchmarks have
been adapted as follows: The data structures were duplicated by factor 2 and 4, while the
corresponding computations were copied on basic block level. Such manual adaption is
legal, because it can be realized by an automatic transformation of realistic computations.
For instance, a function operating on a two-dimensional array may be mapped to separate
computations using one-dimensional arrays. By these means, a well-balanced partitioning
of both data and operations is enabled using the concepts presented in Chapter 5. In the
following, we use the term class of parallelism and annotate the names of actual instances of
benchmarks with numbers 1, 2, or 4.

Local and Global Data Furthermore, two versions of each benchmark using local or global
data structures are maintained, respectively. Local data is stored on the stack of a proces-
sor p and can only be accessed by instructions executed on p. Global data is mapped to
the external memory, which can be accessed by all processors (see Section 4.1). From now
on, we distinguish between such two kinds of benchmarks by using the terms local and
global/static .

Presentation of Benchmarks As a consequence, there are six instances of each bench-
mark to evaluate different degrees of parallelism and data management. Table 13.2 lists all
benchmarks and gives a short description. In order to guarantee a realistic evaluation, the
computational part is repeated several times to compensate the time spent in initialization,
where necessary.

Usage of Benchmarks The following sections discuss the results of our evaluation using
the mentioned benchmarks. The class 4 benchmarks have been favoured for the evaluation
of the parallelizing compiler and the SIMD/MIMD reconfiguration, because they achieve
the greatest speedup compared to a single processor. In some cases, instances with less
parallelism have been chosen, where the highly parallel versions do not work at all. As the
register reconfiguration for multiple processors still is in a prototypical stage, we mainly use
the class 1 benchmarks. Furthermore, we focus on the speedup compared to a parallelization
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Name Description
convolution Computes the discrete convolution of a 50 element array with a 16 element

array. Hand-crafted.
fftlike Represents the variable access pattern of a FFT with two arrays of 16 elements

each. Hand-crafted.
fir FIR filter based on [106].
iir IIR filter based on [106].
imageedit Applies 3x3 filter to 10x10 image and cuts of margins. Hand-crafted.
median Computes the median of each n consecutive elements in an array of 50 ele-

ments. The computation is executed simultaneously for n = 1, 2, 3, . . . , 16 in a
single pass. Hand-crafted.

mm Multiplies two n× n matrices, n ∈ {4, 16}. Hand-crafted.
poly Evaluates a polynomial of degree 16 with variable coefficients. Hand-crafted.
sharpening Sharpening algorithm for images with dimension of 10x10 pixels. Hand-

crafted.
vectormuladd Multiply-accumulate on vectors of 256 elements. Hand-crafted.
vmm Multiplies an 16× 16 matrix with an 16 element vector. Hand-crafted.

Table 13.2.: Description of benchmarks

without register reconfiguration, while the speedup to a single processor is only studied for
selected benchmarks.

For some benchmarks such as sharpening , there exist only instances with global data
structures, which are initialized with constant data. As our simulator has no loader, initial-
ization of global data is performed at the beginning of a program. If a program contains local
data structures with static initializers, the initialization will be performed twice: At first, a
temporary global memory is defined, which is copied to the local data structure when enter-
ing the function. Hence, the instances with local data structures have been neglected.

13.2. Parallelizing Compiler

In this section, we evaluate the parallelizing compiler presented in Part II with respect to
four main issues. At first, the benefit of scheduling and optimization on the performance is
explored in Section 13.2.1. Section 13.2.2 compares the VLIW/Barrier reconfiguration with
the pure barrier mode (see Section 13.1.2) in terms of execution time, code size, and over-
head of synchronization. Our data partitioning method (see Section 5.2) is evaluated in
Section 13.2.3. Last but not least, Section 13.2.4 deals with inter-processor communication
(see Section 6.1).

As this thesis concentrates on SIMD/MIMD and register reconfiguration, we just give
an overview of the results and study selected benchmarks only where necessary. The three
succeeding sections discussing the evaluation of the two reconfiguration dimensions analyze
most benchmarks used there in detail.

Optimization In the following, we often use the notation of Table 13.3 to refer to differ-
ent optimization strategies. The classical optimizations comprise algebraic transformations,
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strength reduction, constant folding and propagation, copy propagation, dead-code elimi-
nation, for instance. Loop unrolling is performed according to Section 8.3.2. Duplication
of induction variables creates multiple independent copies of the variables and the access-
ing code in order to reduce the communication costs. Our data partitioning method (see
Section 5.2) does not model induction variables as part of an affinity graph. Otherwise, ad-
ditional edges between two apparently independent sets of variables can occur such that the
final result of the partitioning is poor. If the duplication is disabled, induction variables are
assigned to the processors by a heuristic.
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opt0
opt1 ×
opt2 × ×
opt3 × ×
opt4 × × ×

Table 13.3.: Optimization strategies

Scheduling We decided to use the As Late As Possible (ALAP) heuristic for our list sched-
uler, because it is known to achieve a good parallelization for a modest register pressure.
Instead, ASAP arranges operations as early as possible without considering the need in reg-
isters. A high register pressure leads to additional spill code, which can be very expensive
for the S-Core (see Section 13.1.1). Unfortunately, even ALAP has neglected the register
pressure in many cases. In particular, the evaluation of the class 4 benchmarks has shown
a significant performance loss when using loop unrolling. Such phenomenon can also be
observed for sharpening static4 , even if loop unrolling is not applied beforehand.

We extended the ALAP heuristic by a secondary criterion temporarily, which favours op-
erations where many life spans end, without visible success. Applying ASAP does not help,
anyway, because it increases the register pressure much more. We aim for evaluating more
sophisticated scheduling heuristics in the future, which consider the register need more care-
fully. Whenever spill code is discussed in the following, the reader may refer to Section 13.1.1
for additional information.
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13.2.1. Scheduling and Optimization

Here, we discuss the results of the parallelizing compiler using VLIW/Barrier reconfigura-
tion (see Section 13.1.2) for all benchmarks described in Section 13.1.3. The effects of paral-
lelization and optimization are discussed separately. For lack of space, we focus on speedups
and neglect the absolute values.

Speedup by Parallelization Figure 13.1 to Figure 13.6 illustrate the speedup of a paral-
lelization compared to a single processor. Thereby, we consider all parallelism classes men-
tioned in Section 13.1.3 as well as the optimization strategies listed by Table 13.3. In the
best case, the execution is accelerated by factor 3.82 (fir16 local4 with opt2), due to op-
timization and duplication of induction variables to reduce the communication costs. With
respect to the class 4 benchmarks, the average speedup with opt2 is factor 2.47, while class 2
and 1 achieve only 1.7 and 1.1, respectively, because of the lower degree of parallelism. The
execution of many class 1 benchmarks is even slower than using a single processor due to
poor parallelization as well as additional code for communication and synchronization.

As expected, the instances with local data achieve a greater speedup than those with global
data, where the bus arbitration of the external memory represents a bottleneck. Only fft-
like16 local4 has a slightly lower speedup than its global counterpart due to infrequent,
but costly spilling. The stack offsets of the spill variables are larger because of the local data
in the stack frames (see Section 13.1.1). Without any optimizations (opt0), the number of
addi instructions of the local instance is increased by 8.2%, while it even has factor 13 more
subi operations. This big difference is justified by the high number of addi instructions in
the machine code resulting from code selection. Furthermore, the optimized placement of
spill code tries to reduce the number of addi /subi instructions.

Unfortunately, loop unrolling (opt3 and opt4) degrades the performance dramatically in
many cases, although the parallelization should benefit from the exposed parallelism. With
respect to some benchmarks like convolution16 local4 or fir16 local4 , multiple
processors are even slower than a single core when using loop unrolling. This performance
loss is caused by expensive spill code due to the aggressive scheduler neglecting register
pressure (see beginning of Section 13.2). In general, the slow-down can be observed for two
kinds of benchmarks: Unrolling the loops of highly parallel programs uncovers even more
parallelism such that the list scheduler produces code with a very large need in registers.
When a benchmark has local datastructures, spill code becomes more costly due to the in-
creased stack offsets compared to instances with global data.
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Figure 13.1.: Speedup by parallelization (class 1, set 1)

Figure 13.2.: Speedup by parallelization (class 1, set 2)
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Figure 13.3.: Speedup by parallelization (class 2, set 1)

Figure 13.4.: Speedup by parallelization (class 2, set 2)
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Figure 13.5.: Speedup by parallelization (class 4, set 1)

Figure 13.6.: Speedup by parallelization (class 4, set 2)

Speedup by Optimization In the following, the influence of the three optimization strate-
gies (see Table 13.3) is studied more in detail. Figure 13.7 to Figure 13.12 visualize the results.
Please note that the improvement is measured in % from now on. Actually, classical opti-
mization (classical) refers to the speedup of opt1 over opt0. In order to evaluate the effect
of the duplication of induction variables (indvar), we have compared opt2 and opt1. The
difference between opt4 and opt2 represents the influence of loop unrolling (unroll) on the
performance.

Classical optimization is beneficial in rare cases only, because the used benchmarks seem
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to have only few opportunities for typical compiler optimizations. Solely sharpening -
static4 is accelerated by 28.75% due to a decreased register pressure. As a result, the
number of stack accesses decreases by 18.5%, the number of addi /subi instructions to
increment/decrement the stack pointer for spilling by 35% even. The number of waiting
cycles at barriers is reduced by 42.7%. However, the speedup of parallelization compared to
a single processor is only factor 1.23 with opt1.

For some benchmarks, classical optimization even causes a performance deterioration:
The execution of imageedit static4 is slowed down by 1.05%, because the number of
waiting cycles increases by 2.6%. The discussion of the results of the two reconfiguration
dimensions will demonstrate that the dynamic effect of waiting at barriers can have a signif-
icant impact on the performance.

Duplication of induction variables obtains positive speedups of up to 15.32% in most cases.
The average improvement for the class 4 benchmarks is 5.8%, while the class 2 and class
1 instances show a mean speedup of 8.35% and 7.28%, respectively. vmm16static4 is
accelerated by 15.32%, because the relative overhead of the communication is reduced from
8.2% to 5.8%. Concretely, the number of cstw and cldw instructions decreases by 24.4%
and 49.2%, respectively. On the other hand, mm16static4 has the largest degradation of
1.22%, because the number of waiting cycles increases by 10%.

With respect to the class 4 benchmarks, the combination of classical optimizations and
duplication of induction variables yields an average improvement of 7.19% This speedup
may be even much higher, if the need for classical optimizations would have been larger.
The class 2 and 1 instances of the used benchmarks have a mean speedup of 8.41% and
7.35%, respectively.

Loop unrolling causes dramatic performance losses in most cases, because the register pres-
sure is raised a lot due to an extremely aggressive parallelization (see beginning of Sec-
tion 13.2). As the need in registers increases according to the quality of parallelization, the
class 4 benchmarks suffer from an average deterioration of 39.31% even. For the class 2 in-
stances, the degradation is reduced to 21.93%. The poor parallelization of the class 1 bench-
marks even promotes a speedup by loop unrolling of 15.1%. However, the overall speedup
compared to a single processor is only factor 1.24 with opt4 (class 2: 1.32).

The deterioration for the instances with local data (68.53%) is much greater than using
the corresponding versions with global data structures (19.85%). The obvious reason is the
higher overhead of spilling due to larger stack offsets (see Section 13.1.1).

To summarize, the execution of the class 4 benchmarks can be accelerated enormously by
parallelization if loop unrolling is disabled. We believe that a better scheduling heuristic
will avoid such significant increase of need in registers when loop unrolling is applied be-
forehand. From now on, we mostly focus on the relative speedup compared to a normal
parallelization to demonstrate that certain techniques like reconfiguration work in principle.
For a general application in practice, the improvement of the scheduler is crucial.
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Figure 13.7.: Speedup by optimization (class 1, set 1)

Figure 13.8.: Speedup by optimization (class 1, set 2)
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Figure 13.9.: Speedup by optimization (class 2, set 1)

Figure 13.10.: Speedup by optimization (class 2, set 2)
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Figure 13.11.: Speedup by optimization (class 4, set 1)

Figure 13.12.: Speedup by optimization (class 4, set 2)
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13.2.2. Synchronization

The scheduler of the CoBRA compiler only exploits fine-grained parallelism within basic
blocks. Hence, an asynchronous execution (barrier mode) may suffer from the overhead for
synchronization in many cases. As a consequence, the CoBRA compiler parallelizes code
for the VLIW/Barrier reconfiguration (see Section 13.1.2) by default. Lock-step execution
(VLIW mode) is chosen for a basic block, when it does not contain any external memory
accesses whose latency is not known statically due to the bus arbitration. In this section, we
compare the VLIW/Barrier reconfiguration with the pure barrier mode in terms of execution
time, code size and overhead of synchronization.

Execution Time Figure 13.13 to Figure 13.18 show the speedup of the VLIW/Barrier re-
configuration over the barrier mode for all parallelism classes (see Section 13.1.3) and opti-
mization strategies (see Table 13.3).

As expected, the highest speedups (up to 68.31%) are achieved for the class 1 benchmarks,
because the low parallelism is more suited for a VLIW execution instead of explicit syn-
chronization through barriers. In average, we get speedups of 5.51-10.41% for the different
optimization strategies. For example, a speedup of 68.31% is obtained for mm16static1
due to a reduction of the waiting time by 73.3%. sharpening static1 is accelerated
by 31.44% (without any optimizations, opt0), because the waiting cycles are reduced from
66167 to 37649 (43.1%), while only 1143 nop instructions are needed in VLIW mode. On the
other hand, additional barriers are required to synchronize the processors before switching
to VLIW mode. Hence, poly16 static1 executes 4.11% more barrier instructions when
using the VLIW/Barrier reconfiguration and has 7% more waiting cycles.

The more parallel class 2 and especially class 4 instances of the benchmarks are more
suited for an independent processing of operations with rare synchronization using barriers.
Here, the mean improvements are only 2.4-5.99% and -1.8-3.72%, respectively. The class 4
benchmarks even suffer from performance losses of up to 35.08% with the VLIW/Barrier re-
configuration compared to an asynchronous execution. For instance, sharpening static4
with opt0 has 198516 waiting cycles when using the reconfiguration and only 141512 with
the pure barrier mode (increase by 28.7%). Similar observation can be made for other bench-
marks.

In the succeding sections dealing with SIMD/MIMD and register reconfiguration, we al-
ways refer to the VLIW/Barrier reconfiguration, because it yields a non-zero average speedup
in most cases. Furthermore, many evaluations use the class 1 benchmarks where the recon-
figuration clearly outperforms the pure barrier mode.
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Figure 13.13.: Speedup by VLIW/Barrier reconfiguration in % (class 1, set 1)

Figure 13.14.: Speedup by VLIW/Barrier reconfiguration in % (class 1, set 2)
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Figure 13.15.: Speedup by VLIW/Barrier reconfiguration in % (class 2, set 1)

Figure 13.16.: Speedup by VLIW/Barrier reconfiguration in % (class 2, set 2)
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Figure 13.17.: Speedup by VLIW/Barrier reconfiguration in % (class 4, set 1)

Figure 13.18.: Speedup by VLIW/Barrier reconfiguration in % (class 4, set 2)

Code Size The speedup of using the VLIW mode for pieces of code with fine-grained par-
allelism comes at a certain cost in code size, because additional nop instructions are needed
to fill empty slots. Their number depends on the degree of parallelization. On the other
hand, a barrier mode requires additional synchronization instructions based on the number
of inter-processor dependences (see Section 6.2).

The increase of the code size by the VLIW/Barrier reconfiguration compared to the barrier
mode is visualized by Figure 13.19 to Figure 13.24.

The code size of the highly parallel class 4 benchmarks is only raised by 13.52% in average,
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because most slots of the schedule are filled with real instructions. The class 2 and class 1 in-
stances require more nop instructions due to less parallelism and exhibit 29.62% and 33.59%
relative costs, respectively. A significant increase is observed for median16 local1 (with
all optimizations, opt4), where the code of VLIW/Barrier contains 2736 nop instructions,
but only 12 barrier operations less than the barrier mode (decreased from 16 to 4). For
mm16local1 with opt4 again, we even get a reduction in code size by 19.6%, because the
barrier mode suffers from almost factor 10 more barrier instructions.

Figure 13.19.: Increment of code size by VLIW/Barrier reconfiguration in %
(class 1, set 1)

Figure 13.20.: Increment of code size by VLIW/Barrier reconfiguration in %
(class 1, set 2)
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Figure 13.21.: Increment of code size by VLIW/Barrier reconfiguration in %
(class 2, set 1)

Figure 13.22.: Increment of code size by VLIW/Barrier reconfiguration in %
(class 2, set 2)
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Figure 13.23.: Increment of code size by VLIW/Barrier reconfiguration in %
(class 4, set 1)

Figure 13.24.: Increment of code size by VLIW/Barrier reconfiguration in %
(class 4, set 2)

Synchronization When using VLIW/Barrier reconfiguration, barriers are only required
for pieces of code using barrier mode and when switching from barrier to VLIW mode, be-
cause the processors need to be synchronized. Hence, the overhead of synchronization will
be reduced in most situations, unless the program toggles between both modes frequently.

Figure 13.25 to Figure 13.30 give an overview of the reduction of waiting cycles compared
to the barrier mode.
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The average reduction is greatest when using the class 1 benchmarks (51.61%), because the
low parallelism is not suited for explicit synchronization. This correlates with the measured
speedups compared to an asynchronous execution. The mean attenuation for the class 2
and class 4 instances is 47.39% and 29.43%, respectively. Furthermore, the benchmarks with
local data structures benefit at most due to our heuristic which selects the VLIW mode for
basic blocks without external memory accesses (see Section 13.1.2). There, the overhead of
synchronization is reduced to almost 0.

With regards to some benchmarks accessing global data structures, the number of waiting
cycles increases dramatically due to a high overhead for switching from barrier to VLIW
mode. For instance, mm16static4 with opt2 spends 125.75% more time for waiting at
barriers with the VLIW/Barrier reconfiguration compared to a pure barrier mode. The in-
ner loop body is executed in barrier mode, because it contains external memory accesses
of the matrix elements, while the loop control employs the VLIW mode. As the execution
toggles 4629 times between both modes, many additional barriers are needed to provide the
VLIW/Barrier reconfiguration. In the future, the VLIW/Barrier reconfiguration should be
extended by a code integration which takes the effort in synchronization into account.

Figure 13.25.: Reduction of wait cycles by VLIW/Barrier reconfiguration in %
(class 1, set 1)
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Figure 13.26.: Reduction of wait cycles by VLIW/Barrier reconfiguration in %
(class 1, set 2)

Figure 13.27.: Reduction of wait cycles by VLIW/Barrier reconfiguration in %
(class 2, set 1)
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Figure 13.28.: Reduction of wait cycles by VLIW/Barrier reconfiguration in %
(class 2, set 2)

Figure 13.29.: Reduction of wait cycles by VLIW/Barrier reconfiguration in %
(class 4, set 1)
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Figure 13.30.: Reduction of wait cycles by VLIW/Barrier reconfiguration in %
(class 4, set 2)

13.2.3. Processor Partitioning

In this section, we evaluate our data partitioning method (see Section 5.2). Allocation of
functional units is based on the BUG algorithm by Ellis [50].

Optimal Partitioning Our approach constructs a Variable Affinity Graph (VAG) for the
variables of a function which is partitioned using the graph partitioning tool set METIS [94].
Furthermore, it aims for determining the optimal number of processors by using a heuristic
described in Section 5.2.3. Concretely, the ratio r between the sum of affinities of the cut
edges and all edges is computed as a number of the interval [0, 1]. With respect to a given
partitioning P using p processors, P will be rejected if r is greater or equal than a pre-defined
constant σ ∈ [0, 1]. Then a new partitioning is computed with p− 1 processors until a proper
partitioning is found or p = 1.

We have evaluated all benchmarks with all optimization strategies (see beginning of Sec-
tion 13.2) for σ ∈ [0.05, 0.1, 0.15, . . . , 0.95, 1.0] to determine its optimal value. Interestingly,
the execution time is independent of σ for most of the benchmarks. Only in rare cases, our
results imply that σ should always be greater or equal than 0.7. This is surprising at the first
glance, because the optimal values for σ should be included within an interval [a, b], with
0 < a < b < 1. Our results signal that a partitioning will be accepted although there are
many cut edges.

An intuitive argument refers to the parallelism classes: The class 4 benchmarks were cre-
ated by duplicating data structures and corresponding code by factor 4, such that the re-
sulting parts can be executed independent of each other. Consequently, the affinity graph
decomposes naturally into 4 parts.

When using the class 1 instances of our benchmarks, the speedup compared to a single
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processor is quite small due to the low parallelism. Please remember that the CoBRA com-
piler allocates physical registers of a processor p for instructions executed on p. For a given
instruction, p depends on the allocation of functional units, while the data partitioning is
only used indirectly. Consequently, different results of the data partitioning may lead to the
same executable program at last.

For simplification, we do not present the detailed results here. All evaluation data pre-
sented in this thesis are based on σ = 0.7.

Automatic and Manual Partitioning Our data partitioning method could not be com-
pared with other approaches from literature, because no further implementations were avail-
able. Instead, we compared it with a manual partitioning of local stack data, which is sup-
ported by the CoBRA compiler. Thereby, the user adds the prefix local C to the name of
a variable, if it should be stored on processor C.

Figure 13.31 to Figure 13.33 illustrate the speedups achieved with our VAG approach com-
pared to a manual assignment. For simplification, only those benchmarks are shown where
actual changes could be observed. Please note that the results for instances with global data
structures are independent of the two partitioning methods. First of all, we can conclude
that our approach achieves comparable or even better results than a manual input in many
cases.

With respect to benchmarks with low parallelism (class 1), the largest speedups are achieved
when loop unrolling is applied (opt3/opt4). Apparently, the code generation relying on
manual data partitioning produces much more spill code due to a higher register pressure
caused by the list scheduler. For instance, vectormuladd256 local1 is 1154.76% faster
when using our partitioning method. Manual partitioning implies a bad parallelization such
that more than factor 22 additional nop instructions are needed. The register pressure on the
first processor raises from 12 to 20 (66%). Hence, the number of stack accesses are increased
by about factor 2. The frequency of addi instructions increases from 2895 to 88589 (factor
30.6), the number of subi instructions from 14 to 85709 even.

Without loop unrolling, the speedups are much lower due to the smaller differences in
register pressure (see beginning of Section 13.2), but still greater 0 in most cases. The maxi-
mum speedup is reached by iir16 local1 for opt2 with 26.12%. For fftlike16 local1 ,
we have a degradation of 4.89%, because the parallelization is slightly worse than the result
based on a manual assignment of local stack variables.

Unfortunately, the automatic data partitioning achieves bad results for highly parallel
benchmarks (class 4), because it suffers from imprecise static assumptions. For instance,
fftlike16 local4 has factor 4.14 more nop instructions with opt0 when using our ap-
proach. While the user recognizes four independent computations, the VAG approach over-
estimates additional control code needed to select between different computations. The vari-
ables used by the control code have a medium affinity to the main variables of the FFT com-
putation. Hence, the VAG is partitioned into two instead of four parts. In this case, a more
precise computation of affinities by prior profiling would probably help to achieve similar
results like the manual partitioning.

With respect to mm4local4 , our approach computes the same partitioning as the manual
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assignment concerning local stack data. But the assignment of further temporary variables
which are introduced during loop unrolling is permuted. This leads to a slightly different
parallelization with higher register pressure, which implies 7.4% additional stack memory
accesses. The number of addi and subi instructions increases by even 49.9% and 51.5%,
respectively.

To summarize, our VAG approach behaves as good as a manual assignment in average
and clearly outperforms it for benchmarks with a low degree of parallelism. A human user
may only take affinities between the most important data structures into account, while an
automatic method can consider all variables including temporary ones used by the compiler.
Exploiting more precise information by a profiling tool will probably improve the results for
highly parallel benchmarks where balanced register pressure is crucial for a good perfor-
mance.

Figure 13.31.: Speedup by automatic data partitioning (class 1)
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Figure 13.32.: Speedup by automatic data partitioning (class 2)

Figure 13.33.: Speedup by automatic data partitioning (class 4)

13.2.4. Communication

The CoBRA compiler parallelizes a sequential program to accelerate its execution. Paral-
lelization is bought with additional communication between the processors. The communi-
cation mechanism of the QuadroCore can be used to transport register values. Global mem-
ory data is stored in the external memory which can be accessed by all processors. Local
data structures can only be accessed from that processor whose stack contains the data.

At first, we give an overview of the communication costs in terms of the relative number
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of instruction cycles spent for cstw and cldw operations. Then, we evaluate three strategies
for placing communication code. For further information about the underlying concepts the
reader may refer to Section 6.1.2.

Costs of Communication Figure 13.34 to Figure 13.39 show the relative overhead of com-
munication for the three parallelism classes. In average, communication implies costs of
6.58%, 6.71%, and 6.51% for the three parallelism classes (see Section 13.1.3), respectively,
which represents a modest effort. But for some benchmarks like vectormuladd256 lo-
cal1 and mm4local4 , about 20% of the instructions cycles executed on the processors of
QuadroCore are spent in communication.

Interestingly, loop unrolling has different effects with respect to the parallelism classes:
When using benchmarks with low parallelism (class 1), the relative communication costs
increase in average if loop unrolling is applied. An obvious reason is an optimistic paral-
lelization of the unrolled loop bodies, which distributes dependent instructions on different
processors. On the contrary, the communication costs of highly parallel benchmarks (class 4)
are even reduced in many cases when unrolling loops before parallelization. Apparently, the
communication costs are hidden by the enormous overhead of spilling due to an aggressive
parallelization of unrolled loop bodies (see Section 13.2.1).

Relative costs of up to 20.2% constitute the expectation that communication is a bottleneck
for the parallelization of many benchmarks. This motivates the utilization of shared registers
by a reconfiguration of register banks, which is evaluated in Section 13.4.

Figure 13.34.: Relative communication costs with parallelization in % (class 1, set 1)
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Figure 13.35.: Relative communication costs with parallelization in % (class 1, set 2)

Figure 13.36.: Relative communication costs with parallelization in % (class 2, set 1)
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Figure 13.37.: Relative communication costs with parallelization in % (class 2, set 2)

Figure 13.38.: Relative communication costs with parallelization in % (class 4, set 1)
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Figure 13.39.: Relative communication costs with parallelization in % (class 4, set 2)

Placement of Communication Code Communication code can be placed using three dif-
ferent strategies (Section 6.1.1) by the CoBRA compiler: Directly After Definition inserts com-
munication code after a defining operation in the same basic block. Such strategy is subop-
timal, because it does not aim for moving communication code out of loops. In principle,
communication code can be placed into a basic block which lies on all paths from a definition
to its uses. The second heuristic Common Cheap Basic Blocks selects a block with such property
and lowest execution frequency. In addition, the third strategy Merge Definitions identifies
definitions for the same register which are executed on a common processor in order to copy
a value only once.

Interestingly, the two latter approaches have only achieved minimal speedups for few
benchmarks. Hence, we consider two articifial programs tailored to this evaluation instead,
in order to demonstrate the feasibility of our concepts. Their control-flow structure is shown
in Figure 13.40 (a) and (b), respectively.

Figure 13.41 shows the execution times for the benchmarks when applying the three place-
ment strategies. The first program is accelerated by 19% through Common Cheap Basic Blocks,
while the execution time of the second one is reduced by 19.6% with Merge Definitions. As
a consequence, the two strategies work in principle. In the following, we will use the naive
strategy Directly After Definition, because the other ones do not yield nameable improve-
ments for our benchmarks.
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Figure 13.40.: (a) Benchmark for strategy Common Cheap Basic Blocks (b) Benchmark for
strategy Merge Definitions

Figure 13.41.: Execution times with different strategies for placing communication code

13.3. SIMD/MIMD Reconfiguration

This section discusses the evaluation of the SIMD/MIMD reconfiguration (see Part III) in
terms of execution time, ratio of SIMD execution, code size, energy consumption and over-
head of reconfiguration. Finally, the reconfiguration of register banks is motivated by the
communication costs. The SIMD/MIMD reconfiguration has been implemented in the CHARISMA2

module (see Chapter 8) of our CoBRA compiler.

The real SIMD mode uses a single code stream in order to reduce the code size of a pro-

2Compiler Handles Architectural Reconfiguration Integrating SIMD MIMD Automatically

V-38



13.3 SIMD/MIMD Reconfiguration

gram. As the SIMD instructions are decoded by a single processor, the power dissipation of
executing a program can be decreased also. Both benefits are bought by additional reconfig-
uration instructions to switch the QuadroCore between SIMD and MIMD mode.

Furthermore, we have evaluated the SIMD/MIMD reconfiguration by using the pseudo
SIMD mode, which is motivated in Section 8.2. Vectorization is applied transparently like a
normal VLIW scheduling technique to produce multiple code streams which are executed in
a MIMD manner. In the following, the switching between pseudo SIMD and MIMD mode
is often denoted as pseudo SIMD/MIMD reconfiguration. Whenever it can be derived from
the context, we just use the term pseudo SIMD for simplification.

Obviously, no reconfiguration is required to switch between pseudo SIMD and MIMD.
Also, no additional code to transport data between vector and scalar registers is needed.
Hence, the speedups measured with pseudo SIMD can be regarded as an optimistic estima-
tion of the performance improvements observed with the real SIMD mode. As the pseudo
SIMD mode relies on multiple code streams, it is also considered to determine the savings
in code size and energy consumption of using a single code stream in the real SIMD mode.

Edge Conditions and Notation All benchmark programs have been compiled using clas-
sical optimization and loop unrolling. The latter transformation is needed by the SLP vec-
torizer (see Section 8.3). As memory data used in SIMD mode must be stored in the external
memory of the QuadroCore (see Section 8.2.2), only the instances with global data structures
are studied. Although the CoBRA compiler is able to transform local to global variables
if necessary, this would yield similar results like using programs with global data directly.
Please note that the SLP approach may also yield MIMD code, if a given piece of code cannot
be vectorized completely (see Section 8.3.3). Importantly, branches are executed in MIMD
mode with the current prototype for simplification (see Section 8.2.3).

We consider the following alternatives: The term MIMD refers to the results of our paral-
lelizing compiler (see Section 13.2). Code generation using SLP is identified by SIMD. LCI
denotes a local code integration strategy (see Section 3.3.2), which selects the best result of
scheduling and vectorization based on the estimated execution time.

13.3.1. Execution Time

Here, the speedup by scheduling and vectorization compared to a single processor is dis-
cussed. We give a short overview first and then study the results for most benchmarks in
detail. Thereby, we consider further metrics like register pressure, spill costs, transport code,
overhead of synchronization and communication etc. For more information about the edge
conditions of our experiments and the notation used in the following, the reader may refer
to the above paragraph.

The speedup observed by the real SIMD/MIMD reconfiguration is shown in Figure 13.42.
The speedups of some benchmarks are comparatively small due to expensive spill code,
which is caused by the parallelization of unrolled loop bodies. Section 13.2.1 discusses the
effect of loop unrolling on the performance of scheduled code more in detail. Without loop
unrolling, the CoBRA compiler has achieved much better speedups which correlate to the
number of employed processors. On the other hand, a single SIMD code stream compen-
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sates low speedups by significant reductions of code size (see Section 13.3.3) and energy
consumption (see Section 13.3.4).

For some benchmarks like vectormuladd256 static1 and vmm16static2 , the SLP
vectorizer (SIMD) yields nameable speedups (up to factor 2.24) over a pure list scheduling
(MIMD). But it also faces performance losses (up to 43.5%) caused by larger waiting times at
barriers and additional transport code between scalar and vector registers, when concerning
fftlike16 static2 or poly16 static4 , for instance. The synchronization time seems
to be the bottleneck of QuadroCore, because the current prototype of the CoBRA compiler
does not optimize for short waiting times. Instead, it tries to minimize the number of barriers
which are placed during re-scheduling (see Section 6.2.3) and by a heuristic approach (see
Section 6.2.5).

The local code integration (LCI) can combine the best results of both scheduling and vec-
torization to an executable program which is faster than deciding for a single technique
(median16 static1 , vectormuladd256 static1 , . . . ). On the other hand, its restricted
view in terms of both CFG and backend phases may lead to suboptimal results (see above).
For imageedit static2 and sharpening static2 , LCI is a bit worse than SIMD. LCI
and SIMD are slower than MIMD for benchmarks like fftlike16 static2 , fir16 -
static2 etc.

Figure 13.42.: Speedups with real SIMD/MIMD reconfiguration

In order to evaluate the reconfiguration globally, we have compared its results with the
pseudo SIMD/MIMD reconfiguration (see beginning of Section 13.3). Figure 13.43 shows
the degradation of the execution time of the real SIMD/MIMD reconfiguration compared to
the pseudo reconfiguration. For completeness, Figure 13.44 illustrates the speedup of using
the pseudo SIMD/MIMD reconfiguration. Only half of the cases exhibit a deterioration
compared to pseudo SIMD of 8.56% in average. In the worst case, the execution of poly16 -
static4 is slowed down by 24.7%. Even if a performance loss is observed, the real SIMD
mode can optimize for a small code size and low power dissipation.
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Despite of the overhead in reconfiguration, using real SIMD also yields mean performance
improvements of 7.02%. median16 static1 is even accelerated by 13.97% over pseudo
SIMD. Such improvements are justified by a lower run-time overhead of synchronization
and communication. Apparently, pseudo SIMD suffers from the fact that the result from
vectorization is treated as a MIMD schedule and may degenerate in contrast to using a
single code stream in with real SIMD. Similar observerations can be made for vectormu-
ladd256 static1 and vmm16static2 .

Figure 13.43.: Deterioration of execution time compared to the pseudo SIMD/MIMD
reconfiguration in %

Figure 13.44.: Speedups with pseudo SIMD/MIMD reconfiguration
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Discussion of Selected Benchmarks In the following, we outline selected benchmarks
in detail. For a short overview of the results, the above summary should be sufficient. By
default, we refer to the real SIMD/MIMD reconfiguration.

With respect to the pseudo reconfiguration, convolution16 static4 is 17.64% slower
when using SIMD, because of additional transport code between vector and scalar registers.
The number of mov instructions changes from 6785 to 14585 (115%). Furthermore, the regis-
ter pressure increases by up to 26% for the second processor, while the number of stack ac-
cesses is raised by 78.5%. On the other hand, using LCI even yields a small speedup of 1.65%
over the pseudo reconfiguration, because LCI has 36.7% less waiting cycles than SIMD. The
number of stack accesses has been reduced by 39.2% (register pressure with SIMD is up to
55% higher). As a result, LCI is slightly faster than MIMD.

fftlike16 static2 in pure MIMD mode yields a higher speedup than SIMD, which
needs 4.3% more waiting cycles. A similar observation can be made for LCI. The number of
waiting cycles for fir16 static2 is 7.4% higher with SIMD compared to MIMD. On the
other hand, the waiting cycles for imageedit static2 are reduced by 36.9% when using
SIMD instead of MIMD which motivates a performance improvement of 19.7%.

median16 static1 with real SIMD and LCI outperforms the pseudo reconfiguration by
13.97%, because the number of waiting cycles is reduced by 49.3% (relative costs increased
from 27.5% to 17.5%). LCI is 21.5% faster than MIMD which executes 83.3% more waiting
cycles.

Similarly, real SIMD achieves a performance improvement of 12.79% (SIMD) over the
pseudo reconfiguration for mm16static1 , because the number of waiting cycles increased
by 83.7% (relatively: 42%) and relative overhead of communication changed from 7.5% to
9.7%.

A performance loss of even 24.7% compared to the pseudo reconfiguration is observed
for poly16 static4 with SIMD due a raise of the number of transport instructions by
factor 3.7. Importantly, a higher register pressure implies an increase of stack accesses from
106 to 3347. But the local code integration combines the results of both scheduling and
vectorization such that performance is improved significantly, although still slower than
using the MIMD mode only. SIMD executes factor 2.67 more waiting cycles and the register
pressure is up to 53.8% higher compared to LCI.

For vectormuladd256 static1 with SIMD, the relative overhead of communication
and synchronization is 3.8% and 10.1% smaller when using real instead of pseudo SIMD,
respectively. LCI outperforms MIMD by 25.7%, because the number of waiting cycles is
about 62.4% smaller, and it is also faster than SIMD with a similar argument.

The number of waiting cycles of vmm16static2 decreases by 38.7% with real SIMD.
SIMD and LCI are 26.1% faster than a MIMD mode, because the waiting time at barriers is
reduced by 64.7%.

13.3.2. Ratio of SIMD/MIMD Execution

This section evaluates the ratio of execution cycles in SIMD and MIMD mode. Figure 13.45
shows the results of the reconfiguration using the real SIMD mode, while the degradation
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to the pseudo SIMD/MIMD reconfiguration is illustrated by Figure 13.46. The ratio values
observed when using the pseudo reconfiguration are given by Figure 13.47.

First of all, the CHARISMA module can vectorize a significant part of most benchmarks
such that up to 47.4% (vectormuladd256 static1 with SIMD) of the execution is done
in SIMD mode. In the majority of the cases, the fraction of instruction cycles executed in
SIMD mode is independent of using SIMD or LCI for a specific benchmark. vectormu-
ladd256 static1 and iir16 static2 have a lower SIMD ratio when using the local
code integration, because it favoured the results of the scheduling phase to create a faster
executable program (see Section 13.3.1).

The deterioration of the SIMD ratio compared to the pseudo SIMD/MIMD reconfiguration
is clearly greater than 0 in most cases due to additional transport code between scalar and
vector registers (see Section 8.4.2), which is executed in MIMD mode. The exorbitant high
differences observed for some benchmarks like imageedit static2 or poly16 static4
are caused by a low SIMD ratio with pseudo SIMD, that is decreased by more than 50%
when using real SIMD.

Figure 13.45.: SIMD ratio with real SIMD/MIMD reconfiguration in %
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Figure 13.46.: Deterioration of SIMD ratio compared to the pseudo SIMD/MIMD re-
configuration in %

Figure 13.47.: SIMD ratio with pseudo SIMD/MIMD reconfiguration in %

Discussion of Selected Benchmarks In order to justify the obtained results, selected
benchmarks are discussed more in detail now. Again, the reader may skip the explanations
if the above overview is sufficient.

45.5% of the execution of convolution16 static4 is performed in the real SIMD mode,
when the SLP vectorizer is used for code generation (SIMD). The local code integration (LCI)
always prefers the results of the scheduling phase and therefore yields not SIMD for this
benchmark. SIMD with the pseudo reconfiguration even features a SIMD ratio of 56.4%,
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because it safes 115% transport code needed for real SIMD. The functionality of the local code
integration is proven again for iir16 static2 , where the SIMD ratio of LCI is reduced by
2% compared to SIMD, while the execution time is 1.8% shorter.

Surprisingly, a diminutive ratio of SIMD is found for fftlike16 static2 , although the
source code should be well-suited for vectorization. Our inquiry has shown that the module
for computing adjacent memory accesses (Section 8.3.1) does only recognize adjacency for
pairs of memory accesses here. As the CHARISMA module only vectorizes four adjacent
memory instruction, a lot of vectorizable code is executed in MIMD instead. Please note that
the degradation to pseudo SIMD only amounts to 50% because of the small ratio observed
with the real SIMD mode.

fir16 static2 has 24.2% SIMD for both SIMD and LCI when using the real SIMD/MIMD
reconfiguration. The deterioration to pseudo SIMD is caused by an increment of the trans-
port instruction by 62%.

imageedit static2 exhibits a deterioration of about 70% compared to pseudo SIMD,
because the number of transport instructions increases by 43.7% and the SIMD ratio is about
4% only when applying real SIMD.

Interestingly, median16 static1 has slightly more SIMD and a shorter execution time,
if LCI is used instead of SIMD. Such phenomenon is caused by a reduction of the waiting
time at barriers by 22.3%, which only occurs in MIMD mode.

The degradation of the SIMD ratio for mm16static1 when applying SIMD is caused
by an increase of the transport instructions by 57%. LCI does not yield any SIMD code for
pseudo SIMD, because the result of the scheduling is always better. This is surprising at
the first glance, because the same observation should have been made for real SIMD. But
the CoBRA compiler inserts auxiliary add immediate instructions (addi ) with constant 0 in
order to vectorize address code completely when real SIMD is used. Hence, the dependent
memory instructions can be executed in SIMD mode also (see Section 8.2.2). Such addi in-
structions were not generated by the code selection originally, because they are rather super-
fluous. The presence of 2-dimensional data structures in mm16static1 and loop unrolling
motivates the comparatively high number of addi instructions such that the dependence
graphs of pseudo and real SIMD differ significantly.

No vectorizable constructs are found in mm4static2 , because adjacency between the
memory accesses in the innermost loop body is not recognized. Interestingly, such a phe-
nomenon only occurs for 4x4 matrices, because loops are unrolled by factor 4 also. In this
case, slightly different address computations are generated which are not handled by the
adjacency module currently. Fortunately, this problem has not been observed for the other
benchmarks.

For poly16 static4 , a high degradation of the SIMD ratio from 35.1% to 2.1% can be
observed, because the number of transport instructions increases by 274%. Furthermore, the
overall waiting time at barriers raises by 20.3%.

sharpening static2 with real SIMD is a negative example of the local code integration:
The SIMD ratio decreases from 33.6% to 0.5%, while a small performance loss is caused by
10% more relative communication costs, which cannot be estimated at code integration time.

vmm16static2 demonstrates the interaction of execution time, SIMD ratio, waiting time,
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and spill costs in an interesting manner: Both SIMD and LCI achieve a faster execution with
real SIMD in contrast to pseudo SIMD, while they behave conversely with respect to the
SIMD ratio. For LCI, its value is 6.7 percentage points larger when using real SIMD, be-
cause the waiting time is reduced by 38.7% compared to pseudo SIMD. Hence, less MIMD
cycles imply both a shorter execution time and a larger SIMD ratio. But for SIMD, the ratio
is smaller when using real SIMD, although the waiting time of pseudo SIMD is still higher.
Here, the register pressure for pseudo SIMD is slightly larger than with real SIMD, such that
more spill code is added in SIMD mode. As a consequence, pseudo SIMD is slower and has
a greater SIMD ratio, simultaneously.

13.3.3. Code Size

As the real SIMD mode relies on a single code stream (see Section 8.2), the overall code size
can be reduced significantly. The vectorization of the CoBRA compiler can also be used to
produce code for the pseudo SIMD mode, which consists of multiple streams. Hence, the
reduction in code size has been determined by comparing the size of executable programs
produced by the real and the pseudo SIMD/MIMD reconfiguration. Obviously, computing
a reduction by considering the code size of a pure MIMD scheduling does not work in prac-
tice, because scheduling and vectorization compute totally different parallelizations. Recon-
figuration instructions and transport code between scalar and vector registers attenuate the
benefit of using a single code stream. Additionally, the instructions of the QuadroCore have
non-uniform latencies such that the execution of many operations with a high latency may
yield a large SIMD ratio, but a comparatively small reduction in code size. Last but not
least, some instructions of the QuadroCore like branches, calls, and the operation to the load
address of a global variable expect additional data after the instruction word, such that the
observed results are influenced further.

Figure 13.48 illustrates the reduction of the code size. In average, the code size is reduced
by 8.6%. Significant savings are achieved for median16 static1 , mm16static1 , and
vmm16static2 , which also correlate to the measured fractions of SIMD cycles. When
code generation is performed by the vectorizer only (SIMD), a reduction of 22.66% can
be observed for vectormuladd256 static1 . Only in rare cases like mm4static2 and
sharpening static2 , the code size even increases by up to 5.37% due to additional syn-
chronization code. In the following, we consider further selected benchmarks in detail.

Discussion of Selected Benchmarks The code size for convolution16 static4 has
been reduced by 15.61% with SIMD, while it obtains a SIMD ratio of even 45.5%. As the local
code integration prefers the result of the scheduling phase, the code size even increases by
1.13% compared to the pseudo reconfiguration.

For fftlike16 static2 , both strategies yield a similar ratio of SIMD execution, but a
different reduction. Apparently, the code sizes with real SIMD are quite similar, but SIMD
has a larger code size than LCI for pseudo SIMD due to more communication and barrier
instructions. The argument also applies for fir16 static2 and iir16 static2 . Con-
cerning imageedit static2 , SIMD even has a nameable smaller code size than LCI with
real SIMD.
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The code sizes of mm4static2 increase by 5.37% and 1.1%, because no SIMD code exists
and the number of barriers increases by 57.1% for SIMD.

Figure 13.48.: Reduction of code size with real SIMD/MIMD reconfiguration in %

13.3.4. Power Consumption

In the real SIMD mode, instructions are decoded by the first processor only and forwarded
to the ALUs of all processors. Hence, the remaining decoders can be turned off to safe
power. Unfortunately, an instruction decoder only consumes a negligible part of the energy
needed by the S-Core processors employed in the QuadroCore. However, energy is also
saved, because no access of the instruction memory needs to be performed. Furthermore,
the switching activity is reduced, which is given as the number of switches between 0 and 1
on each wire. According to [117], the switching activity is a key parameter that models the
costs of charging and discharging different load capacitances, which are the most important
source of energy dissipation in digital CMOS circuits.

As a consequence, we decided to model the energy reduction of the real SIMD mode in
terms of instruction memory accesses and switching activity of instruction fetch and pro-
gram counter. Such parameters are also influenced by the actual program, the instruction
set of the machine, and the bit patterns of instructions. Nevertheless, they are a good hint
for the power consumption of executing a given program. Hence, a benchmark with about
30-40% SIMD should also exhibit a significant reduction in energy dissipation.

Figure 13.49 to Figure 13.51 illustrate the savings. As done for the code size (see Sec-
tion 13.3.3), the reduction of the power consumption has been determined by comparing
the real SIMD/MIMD reconfiguration with the pseudo reconfiguration. Again, significant
reductions can be observed which mostly correlate to the savings in code size. Worth men-
tioning are fir16 static2 , median16 static1 , mm16static1 , vectormuladd256 -
static1 , and vmm16static2 . Only poly16 static4 suffers from a dramatic increment
of the power dissipation by up to 50.85% due to a high overhead of the transport between
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vector and scalar registers. In average, the benefits for the three criteria amount to 15.19%,
14.12%, and 13.73%, respectively.

Figure 13.49.: Reduction of instruction memory accesses with real SIMD/MIMD recon-
figuration in %

Figure 13.50.: Reduction of switching activity of instruction fetch with real
SIMD/MIMD reconfiguration in %
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Figure 13.51.: Reduction of switching activity of program counter with real
SIMD/MIMD reconfiguration in %

Discussion of Selected Benchmarks The results of convolution16 static4 corre-
late with the reductions in code size. Significant savings between about 12-18% are achieved
when code is generated by the SLP vectorizer exclusively (SIMD), which yields a SIMD ratio
45.5%. Instead, the local code integration (LCI) implies a small increase in both dynamic
power and code size.

fftlike16 static2 with real SIMD exhibits partly a slight increase of the energy costs
according to the deterioration of the execution time compared to pseudo SIMD (see Fig-
ure 13.43). Interestingly, the code size is reduced for SIMD or remains the same for LCI,
while the reduction of instruction memory accesses behaves conversely. The code size is a
static parameter, while the number of accesses of the instruction memory depends on the
actual execution of a program. For imageedit static2 , even all energy parameters are
raised while there are savings in code size.

Concerning fir16 static2 , SIMD and LCI achieve a similar reduction of the accesses
to the instruction memory, while there is a nameable difference between the savings in code
size. With respect to both real and pseudo SIMD, the number of instruction memory accesses
with SIMD is larger than for LCI by similar factors. Hence, those factors also implies the
similarity of the reduction values. On the other hand, the savings in switching activity are
slightly lower with LCI, because they are also influenced by the choice of bitpatterns for
instructions. Similar observations can be made for iir16 static2 .

mm4static2 features a smaller increase of the dynamic power than code size, because
the number of barrier instructions in its program code has raised more than the execution
frequency.

The significant increment of the energy consumption for poly16 static4 correlates
with the deterioration of the execution time compared to the pseudo SIMD/MIMD reconfig-
uration (see Figure 13.43). The high number of transport instructions requires many instruc-
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tion fetches and implies a high switching activity, because transport and other operations are
loaded alternately. As such transport code is executed very often, it mainly affects dynamic
values instead of code size.

13.3.5. Costs of Reconfiguration

The costs for reconfiguring the QuadroCore are given as the number of cycles spent to switch
between SIMD and MIMD execution. As the execmode instruction (see Section 13.1.1) can
be executed in a single cycle, the effort in the actual reconfiguration of the machine is rather
small. Figure 13.52 gives an overview of the relative costs, which are at most 2.5% for vec-
tormuladd256 static1 with SIMD and less than 1.5% in many cases. The discussion of
the speedup gained by the SIMD/MIMD reconfiguration (see Section 13.3.1) has shown that
the total overhead is mainly caused by transport code between scalar and vector registers.
Furthermore, the waiting time at barriers is a severe bottleneck that influences many effects
of the reconfiguration.

Figure 13.52.: Relative reconfiguration costs with real SIMD/MIMD reconfiguration
in %

13.3.6. Costs of Communication

According to our results, the SIMD/MIMD reconfiguration is beneficial in terms of execu-
tion time, code size, and energy consumption, while the reconfiguration costs are negligible.
On the other hand, the overhead of communication is still comparatively large with up to
12.8% as illustrated by Figure 13.53. Such costs can be reduced by a reconfiguration of the
register banks. In Section 13.5, we will show that the combination of both reconfiguration
dimensions yields a further speedup over the SIMD/MIMD reconfiguration.
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Figure 13.53.: Relative communication costs with real SIMD/MIMD reconfiguration
in %

13.4. Reconfigurable Register Banks

Reconfiguring the connections to the registers (see Part IV) has two benefits: At first, the
number of memory accesses can be reduced by utilizing more physical registers than are
addressable in a certain architecture. Hence, a single processor can be augmented by fur-
ther physical registers without changing the encoding of instructions or even enlarging the
size of instruction words. For instance, the S-Core processor used in the QuadroCore has
two register banks with 16 entries each, which can only be used alternatively by default (see
Section 4.1). In a multi-core like the QuadroCore, a processor can borrow registers from
another processor temporarily to avoid spilling. Last but not least, multiple processors can
communicate very efficiently by using physical registers in a shared manner. Originally,
communication in the QuadroCore is based on a dedicated shared register bank (see Sec-
tion 6.1.1), where writing followed by immediate reading already takes 4 clock cycles. When
using the external memory for communication, the delay is even much longer (12 to 30 clock
cycles).

In this section, we discuss the evaluation of the register reconfiguration, which has been
implemented in the CAPRICoRn3 module (see Chapter 12) of the CoBRA compiler. For
simplification, we concentrate on a machine consisting of multiple cores like the Quadro-
Core. The results for a single processor have been described in [47] and are only character-
ized shortly here. The remaining parts of this section are structured as follows: At first, the
speedups are compared to the results of the parallelizing compiler for different optimization
strategies in Section 13.4.1. Section 13.4.2 discusses the changings in code size influenced
by additional reconfiguration instructions as well as saved communication and spill code.
The reduction of the energy consumption in terms of stack accesses is considered in Sec-

3Compiler Anticipated Processor Register Inter-Connected Reconfiguration
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tion 13.4.3. Finally, Section 13.4.4 demonstrates that the reconfiguration costs are negligible.

Edge Conditions Concerning multiple processors, the implementation of the register re-
configuration is still in a prototypical stage (see Section 12.3). In particular, the aggressive
re-use of physical registers by different processors can lead to cyclic dependences as well
as dense schedules which do not allow insertion of reconfiguration or barrier instructions.
Currently, such situations are simply avoided by extending the life spans at their final uses,
if needed. As a drawback, the register pressure can be increased unnecessarily if two life
spans overlap due to the extension only. Hence, our modification may interfere with the
register reconfiguration aimed at reducing memory accesses and execution time. Using the
current prototype of the CoBRA compiler, mainly those instances of our benchmarks (see
Section 13.1.3) with a low to medium degree of parallelism can be compiled and simulated
properly. Consequently, our evaluation concentrates on the execution times compared to a
parallelization without register reconfiguration and neglects the total speedup over a single
processor.

Due to the artificially increased register pressure, spilling may be even necessary when
using register reconfiguration. With the current prototype of CAPRICoRn, a register of pro-
cessor p is spilled by p, in principle, to balance the overhead among the cores. If no physical
register is available for a life span during the coloring phase already, its virtual register is
marked to be stored in memory. Such registers are spilled by the processor with the smallest
stack frame to minimize expensive code for address computations (see Section 13.1.1).

Single Processor In [47], we have evaluated the register reconfiguration for a single S-
Core processor with 16 architectural and 32 physical registers. Here, we give an overview of
the main results and conclude some decisions for the evaluation with multiple processors.
The reader may refer to the paper for further questions about the experiments.

Speedups of up to 50% have been obtained by a significant reduction of the overhead in
spilling registers. The evaluation has been based on selected benchmarks with an inher-
ent high register pressure, which was achieved by transforming arrays into a set of register
variables. When using the CoBRA compiler for the QuadroCore, such a precondition is al-
ready generated by compiler optimizations like loop unrolling, copy propagation, and CSE.
Software pipelining causes a great demand in registers, but is not considered here. Trans-
port code between scalar and vector registers inserted by the CHARISMA module (see Sec-
tion 8.4.1) can increase register pressure compared to a normal MIMD scheduling. On the
other hand, programs with a high overhead of communication (see Section 13.2.4 and Sec-
tion 13.3.6) but low to medium need in register pressure can also benefit from the register
reconfiguration.

The evaluation for a single processor studied register architectures with block sizes 1, 2,
4, 8, such that the overall number of architectural registers is always 16. In general, using
4 architectural blocks with 4 registers each seems to be a good choice. Obviously, small
block sizes require many reconfiguration instructions to activate all physical blocks contain-
ing needed register values. This effect becomes visible for larger programs, in particular,
where much reconfiguration code is needed between different computations and around
each function call, for instance. The approach by Kiyohara (see Section 9.3.2) constitutes an
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extreme case with one reconfiguration instruction per access.

But a small number of architectural blocks may also be suboptimal: For instance, a 4x4
matrix multiplication accesses rows and columns of 4 registers repeatedly, which fit into sin-
gle blocks naturally. When using an architecture with two architectural blocks of size 8, a
row and a column or two rows/columns would probably be stored together. In both cases,
more reconfiguration instructions are needed compared to an architecture with 4 architec-
tural blocks in order to activate the blocks containing the operands of a single row/column
multiplication.

If the number of architectural blocks is even smaller than the number of register operands
of an instruction, special copy operations are needed to transport values between the blocks
(see Section 10.1.3). For instance, Ravindran (see Section 9.3.1) developed a single proces-
sor architecture with two banks that can be used alternatively only. Some benchmarks like
convolution , median , and poly access registers repeatedly in the same order. There, two
architectural blocks are even slightly better than the architecture with block size 4.

The affinity analysis presented in Section 12.1 aims for reducing the overhead of reconfig-
uration by allocating registers of a common physical block for virtual registers often used
in conjunction. Our evaluation in [47] has shown that the execution time can be decreased
dramatically compared to a random assignment. The reconfiguration costs can be reduced
further by two techniques: The inter-block placement of reconfiguration instructions re-uses
mappings established in preceding blocks (see Section 12.2.2). Implicit reconfiguration dur-
ing function calls and backward branches (see Section 12.2.3) can provide an initial set of
mappings, which may be suited to the needs of the caller or callee, respectively. Conse-
quently, the results discussed in the following are based on the mentioned techniques.

13.4.1. Execution Time

In this section, we consider the speedup by register reconfiguration compared to a normal
parallelization with and without preceding loop unrolling. This corresponds to the opti-
mization strategies opt0 and opt3 introduced at the beginning of Section 13.2. Duplication
of induction variables is neglected, because it increases the number of live registers and du-
plicates code. Hence, it can be beneficial only when register reconfiguration is disabled and
communication must be performed using a slow dedicated register bank or a shared mem-
ory. As classical optimization techniques only yield negligible speedups for our benchmarks,
they have been disabled, too.

According to the results observed for a single processor, affinity analysis, inter-block place-
ment, and implicit connections are always enabled. Also, we focus on register architectures
with 2, 4, and 8 architectural blocks per processor and assume that each processor has 16
physical registers. The latter agreement should promote that processors borrow registers
from each other in case of a high register pressure. In the following, the three architectures
are identified by aX rY, where X is the number of architectural blocks and Y is the block
size.

The speedups are illustrated by Figure 13.54 and Figure 13.55. Without loop unrolling,
a2 r8 and a4 r4 are slightly better than a8 r2. When loops are unrolled before parallelization,
a4 r4 is clearly better than the other architectures. As a consequence, an architecture with 4
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architectural blocks of size 4 each should be a good choice for a practical application, again.

Without loop unrolling, register reconfiguration yields average speedups of 13.15%, 13.29%,
and 12.12% for the three register architectures, respectively. In the best case, mm4local2
exhibits a speedup of 27.04% when using two architectural blocks. Provided that loop un-
rolling is applied beforehand, we even get performance improvements of up to 1035.3% for
vectormuladd256 local2 due to an enormous reduction of spill code. A slight deteri-
oration is observed for vectormuladd256 static1 due to a significant increase of the
waiting time at barriers. The savings in spilling are very large for the QuadroCore, in par-
ticular, because additional addi /subi instructions are needed to increment/decrement the
stack pointer when an offset value is too large for direct encoding in a memory instruction.
In order to get more realistic results, the spilling capabilities of the S-Core processors should
be improved in the future. Hence, we do not present average speedups here, which are very
high as well.

Interestingly, the instances with global data exhibit lower speedups than those with lo-
cal data structures. This seems to be a side effect of the comparatively low parallelism in
most of the benchmarks. The overhead of synchronization between accesses to the exter-
nal memory is enormously high, while no barriers are required for the local benchmarks.
With respect to our benchmarks, the processors wait up to 64.5% of the execution time at
barriers (convolution16 static1 ). As mentioned for the results of the vectorization (see
Section 13.3), external memory access and synchronization seem to be important bottlenecks
of the QuadroCore.

In the following, we outline selected benchmarks in detail. The above characterization of
the results should be sufficient for a short overview.

Figure 13.54.: Speedups with register reconfiguration (without loop unrolling) in %
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Figure 13.55.: Speedups with register reconfiguration (with loop unrolling) in %

Discussion of Selected Benchmarks (Without Loop Unrolling) Without register recon-
figuration, the relative communication costs of the studied benchmarks vary between 3.2%
and 13.4%. If loop unrolling is not applied beforehand, the register pressure on each proces-
sor is lower than the number of physical registers such that no spilling is required. Hence,
register reconfiguration can be used to reduce the communication costs by utilizing some
physical registers in a shared manner.

A speedup of more than 14% is achieved for convolution16 local1 due to a reduction
of the communication costs. Without register reconfiguration, 3536 communication opera-
tions are executed (relative costs: 6.4%), while only 113 connect instructions are needed
when register reconfiguration is enabled (a2 r8).

a8 r2 achieves comparatively small or even negative speedups for fftlike16 static1 ,
because it executes about factor 2.12 more connect instructions than a4 r4. Consequently,
the number of nop instructions used to fill empty slots within the reconfiguration code raises
by 9.7%. A similar observation can be made for fftlike16 local1 .

When considering two instances of a benchmark with different degrees of parallelism, the
relative overhead of communication is directly propertional to the speedup by reconfiguring
the register banks in three of four cases. For instance, fir16 local1 has speedups of about
13% (relative communication: 6%), while fir16 local2 only exhibits up to 4.59% (relative
communication: 3.2%). The same applies for vectormuladd256 localX and vmm16lo-
calX . On the other hand, mm4local2 achieves speedups of up to 27.04%, but mm4local1
only up to 20.4%. This is justified by a reduction of executed nop instructions by 23.7%
for mm4local2 , while mm4local1 only saves 15.3% (a2 r8). Less nop instructions means
a better utilization of the processors and hencefore a shorter execution time. Concerning
the other three benchmarks, a greater reduction is observed for the class 1 instances. When
register reconfiguration is applied for mm4local2 , 8853 connect instructions are needed
compared to 25812 communication instructions (relative communication: 13.4%)
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vmm16local1 is accelerated by about 26% when reconfiguring the register banks. Again,
communication only plays a minor role, while the number of nop instructions is reduced by
24.6% (a2 r8). 124 connect instructions are needed versus 2484 communication operations
without register reconfiguration.

Discussion of Selected Benchmarks (With Loop Unrolling) When loop unrolling is ap-
plied beforehand, more parallelism is uncovered for the parallelization. On the other hand,
executing four loop bodies in parallel also increases the need of physical registers. This effect
can be observed for our benchmarks in particular, because the heuristic of our list scheduler
neglects the register pressure. Consequently, some processors need more physical registers
than available, while others still have some free registers. Such a situation is well-suited
for our register reconfiguration, where a processor can borrow register temporarily to avoid
spilling. As a result, we can observe speedups of up to factor 10. The improvement may be
even much higher when concerning benchmarks with more parallelism.

In the following, we focus on the class 2 instances of the benchmarks, because the speedup
observed for the remaining ones mainly depends on the acceleration of the inter-processor
communication. For instance, the number of memory store operations is only reduced by
1.2% for convolution16 local1 due to register reconfiguration (a4 r4). Instead, 1720
connect instructions are needed to avoid 4383 communication instructions (relative com-
munication: 9.3%).

With respect to fir16 local2 , the maximum cut of the first two processors is 23 and 20,
respectively, while the other ones only need at most 8 or 7 registers. Register reconfiguration
balances the utilization of physical registers and avoids a lot of spill code such that the ex-
ecution time is reduced by more than factor 3. Concretely, 66.5% less accesses of the stacks
are performed, while the number of addi /subi instructions even decreases by factor 27.7
and 72.2, respectively (a4 r4).

Similar observations can be made for vectormuladd256 local2 and vmm16local2 ,
where much greater speedups are achieved. The dramatic overhead of additional code
to increment/decrement the stack pointer for spilling becomes very clear for vectormu-
ladd256 local2 , where the number of subi instructions is reduced by factor 11170 (a8 -
r2).

A performance loss by register reconfiguration is only observed for vectormuladd256 -
static1 where the number of waiting cycles is increased by 66%. Simultaneously, 2828
communication instructions are saved at a cost of 1256 connect instructions.

13.4.2. Code Size

The discussion of the speedups (see Section 13.4.1) has shown that the register reconfigu-
ration can reduce the overhead of spilling and communication dramatically, while the re-
configuration costs are rather small (see also Section 13.4.4). As a consequence, the code size
may also decrease due to saved communication and spill code. Figure 13.56 and Figure 13.57
illustrate the reduction of the code size by register reconfiguration.
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Figure 13.56.: Reduction of code size with register reconfiguration (without loop un-
rolling) in %

Figure 13.57.: Reduction of code size with register reconfiguration (with loop unrolling)
in %

Without Loop Unrolling When loop unrolling is disabled, we only save communication
instructions, but need additional connect instructions to reconfigure the connections be-
tween architectural and physical blocks. In average, the savings for the three register archi-
tectures are 3.37%, 2.75%, and 0.065%, respectively. The greatest reduction of 15.01% can
be observed for mm4local2 with a2 r8, which also encountered the largest speedup by
register reconfiguration (see Figure 13.54). Here, the number of nop instructions in code is
reduced by 29.9%. 36 connect instructions are needed compared to 65 saved communica-
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tion instructions.

The code size of vectormuladd256 static1 even increases by 2.45% for a4 r4, because
the speedup of 13.04% is mainly achieved by a reduction of the waiting time at barriers by
14.7%. Concerning the program code, 56 instead of 40 nop instructions are needed when
register reconfiguration is enabled. This increase of 40% has a great impact, because the
absolute size of the program code is quite small (1164 bytes for a4 r4).

In other cases such as fir16 local1 , the increase is caused by alignment code. Some
branch and call instructions or the operation to the load address of a global variable require
additional 32 bit data after the instruction word. As the instructions are only 16 bit wide,
alignment may be needed between the instruction itself and the supplementary data. Such
phenomenon and the small absolute sizes seem to impede a significant reduction of the code
size in general.

With Loop Unrolling With loop unrolling, much greater reductions of up to 88.39% for
vectormuladd256 local2 can be observed due to the huge savings in spill code (see
Section 13.4.1). Concretely, the number of addi and subi instructions in code is reduced
by factor 100 and 243, respectively. Such fact holds for the remaining class 2 instances of the
benchmarks as well.

A negative example is vectormuladd256 static1 , which suffers from an increase of
the code size of up to 25.92% for a8 r2. This is justified by a raising of the barrier instruc-
tions from 86 to 128 (48.8%) and corresponds to the performance loss of about 14% due to
longer waiting times.

We omit average values of the savings in code size, because of the enormous overhead of
spilling for parallelized unrolled loop bodies (see Section 13.4.1).

13.4.3. Power Consumption

In the two previous sections, we have demonstrated that the register reconfiguration can
achieve great speedups, while achieving smaller code sizes as well. A further benefit can be
the reduction of the energy consumption by decreasing the overhead of spilling and com-
munication. Spilling requires an access of the stack memory and may even imply executing
many addi /subi instructions to update the stack pointer (see Section 13.1.1). Communi-
cation is based on a dedicated register bank by default and is performed completely using
the registers in a shared manner, if register reconfiguration is enabled. Currently, power es-
timations for a hardware prototype are missing, because the register reconfiguration has not
been implemented yet in hardware.

As the greatest savings concerning execution time and code size have been obtained by
reducing spill code, we study the reduction of the energy consumption in terms of stack
accesses here. Figure 13.58 shows the decrease for our benchmarks provided that loop un-
rolling is enabled. In most cases, we can observe reductions of up to 66.54% for fir16 -
local2 , which also exhibits a speedup of more than factor 3. The same applies for the
remaining class 2 benchmarks. We do not present average values here, because the paral-
lelization of unrolled loop bodies causes a very high register pressure leading to a distortion
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of the mean results.

For fftlike16 static1 , the number of stack accesses even increases by 15% (a2 r8)
due to comparatively small absolute values (40 to 46). Other benchmarks with global data
exhibit no or slight reductions, because the register pressure is not high enough.

Figure 13.58.: Reduction of stack accesses with register reconfiguration (with loop un-
rolling) in %

13.4.4. Costs of Reconfiguration

Finally, we consider the overhead of reconfiguring the connections between architectural
and physical blocks. The execution of the connect instruction (see Section 13.1.1) needs a
single clock cycle only. For comparison, an access to the dedicated register bank used for
communication takes 2 cycles already. Spill code needs at least 3 cycles for accessing the
local memory of a processor and may be much higher due to address computation.

Figure 13.59 illustrates the reconfiguration costs provided that loop unrolling is disabled.
The costs with preceding loop unrolling are visualized by Figure 13.60.

Without loop unrolling, the relative overhead is less than 1% for most benchmarks. fft-
like16 and mm4spent up to 5.1% of the total execution time of all processors in reconfigura-
tion, but also achieve speedups of up to 27.04%. Hence, the reconfiguration costs are clearly
compensated by a reduction of the communication costs.

When loop unrolling is enabled, the overhead in register reconfiguration is slightly larger.
Avoiding a lot of spill code may require to update the connections between architectural
and physical registers more frequently. The maximum relative costs of 6.8% can be observed
for mm4local1 with a8 r2, where a performance improvement of more than 10% has been
obtained, however.

Consequently, the overhead of reconfiguration can be neglected or is counterbalanced by
an improved resource efficiency. The waiting time at barriers and the access of the external
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memory is a much greater bottleneck that can hide the benefits of reconfiguration.

Figure 13.59.: Relative costs of register reconfiguration in % (without loop unrolling)

Figure 13.60.: Relative costs of register reconfiguration in % (with loop unrolling)

13.5. Combination of SIMD/MIMD and Register Bank
Reconfiguration

Up to now, we have studied the results of the two reconfiguration dimensions separately. In
both cases, the resource efficiency can be improved significantly in terms of execution time,
code size, and energy consumption. Section 13.3.6 motivated to augment a SIMD/MIMD
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execution by a reconfiguration of the register banks in order to reduce the overhead of com-
munication. Furthermore, spill code can be avoided by assigning the physical registers of
the QuadroCore to the processors on a need basis. On the other hand, programs which ben-
efit from reconfiguring the connections to the registers may also contain regular structures
well-suited for a SIMD execution. As a consequence, this section studies the combination of
both reconfiguration dimensions.

The edge conditions for our measurements derive naturally from the intersection of the
prerequisites of our preceding evaluations. Concretely, we focus on benchmarks with global
data structures, because wide memory accesses in SIMD mode must refer to the external
memory of the QuadroCore. Loop unrolling is always enabled as a mandatory requirement
of our vectorizer. We focus on the local code integration (LCI), which has outperformed code
generated by the SLP vectorizer in most cases (see Section 13.3.1).

As the application of both reconfiguration dimensions is a novel feature of the CoBRA
compiler, we consider a rather small number of benchmarks with low degree of parallelism.
Hence, the total speedup over a single processor may not be as high as expected. Conse-
quently, we concentrate on the speedup compared to a MIMD scheduling with prior loop
unrolling. Section 13.2.1 has demonstrated that the parallelization of benchmarks with inher-
ently high parallelism can obtain speedups of up to factor 4 over a single processor. In [87],
we have shown that it can accelerate the program execution by more than factor 4, because
the well-balanced register need may avoid much spill code in contrast to a single processor.
Provided that the CoBRA compiler will become technically mature, the two reconfiguration
dimensions may outperform aggressively parallelized code further. In the following, we
give an overview about the results, but do not discuss them in detail as done above.

13.5.1. Execution Time

Figure 13.61 illustrates the speedup of SIMD/MIMD reconfiguration and/or register recon-
figuration over a pure MIMD scheduling. The application of both reconfiguration dimen-
sions always yields speedups over a single dimension or a normal parallelization. In the
best case, fir16 static1 is accelerated by even 45.4% for LCI-a8 r2. Importantly, the de-
terioration of the execution time of vectormuladd256 static1 for the register reconfig-
uration is compensated by the SIMD/MIMD reconfiguration. In the other cases, the register
reconfiguration improves the results of the SIMD/MIMD reconfiguration significantly.

The average speedups of both reconfiguration dimensions for the three register architec-
tures are 35.61%, 34.18%, and 36.75%, respectively. As the results only vary slightly, an
architecture with 4 architectural blocks per processor containing 4 registers each seems to be
a good choice. The same observation has been made for the register reconfiguration on its
own (see Section 13.4.1). The evaluation of a larger set of benchmarks with higher degree of
parallelism is probably necessary to get representative data.

13.5.2. Ratio of SIMD/MIMD Execution

For completeness, Figure 13.62 shows the ratio of cycles executed in SIMD mode. As we
have selected benchmarks which benefit from a vectorization, the fractions range from 16%
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to 38%. We skip a detailed discussion for simplification and refer to Section 13.3.2.

Figure 13.61.: Speedup by SIMD/MIMD reconfiguration and/or register reconfigura-
tion in %

Figure 13.62.: SIMD ratio with SIMD/MIMD reconfiguration (LCI) and register recon-
figuration in %

13.5.3. Code Size

Like in Section 13.3.3, the reduction in code size is computed by comparing the size of code
produced by using the real and the pseudo SIMD/MIMD reconfiguration, respectively. The
obtained results are illustrated by Figure 13.63.
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Using a single SIMD code stream achieves savings of up to 16.61% for vectormuladd256 -
static1 . This reduction is comparable to the result of the SIMD/MIMD reconfiguration on
its own and demonstrates that the benefits of the vectorization are preserved by the register
reconfiguration.

Figure 13.63.: Reduction of code size with SIMD/MIMD reconfiguration and register
reconfiguration in %

In the other cases, the code size is not reduced or even increases by up to 23.86% for con-
volution16 static1 with a2 r8. The machine code of the affected benchmarks contains
up to factor 4 more nop instructions compared to pseudo SIMD. This may be caused by a
poor parallelization due to the low parallelism or a high number of empty slots near addi-
tional instructions like transport or spill code.

13.5.4. Power Consumption

The reduction of the energy consumption has been evaluated in terms of accesses to the in-
struction memory and the switching activities of instruction fetch and program counter. Fur-
ther information can be found in Section 13.3.4. The savings are illustrated by Figure 13.64
to Figure 13.66. We achieve reductions of up to 33-34% for all three issues, which correlate
best to the SIMD ratios. A detailed discussion is omitted.
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Figure 13.64.: Reduction of instruction memory accesses with SIMD/MIMD reconfigu-
ration (LCI) and register reconfiguration in %

Figure 13.65.: Reduction of switching activity of instruction fetch with SIMD/MIMD
reconfiguration (LCI) and register reconfiguration in %
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Figure 13.66.: Reduction of switching activity of program counter with SIMD/MIMD
reconfiguration (LCI) and register reconfiguration in %

13.5.5. Costs of Reconfiguration

The overhead of the SIMD/MIMD reconfiguration is negligible again (see Figure 13.67) and
only amounts up to 2.55%. Such overhead is clearly compensated by the significant speed-
ups (see Figure 13.61). The costs of reconfiguring the register connections (see Figure 13.68)
is slightly larger and smaller than 5% in most cases. Only for vmm16static1 , the costs
reach 8.2% with a8 r2 due to the higher number of architectural blocks.

Figure 13.67.: Relative costs of SIMD/MIMD reconfiguration with SIMD/MIMD recon-
figuration (LCI) and register reconfiguration in %
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Figure 13.68.: Relative costs of register reconfiguration with SIMD/MIMD reconfigura-
tion (LCI) and register reconfiguration in %
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14 Conclusion and Future Work

14.1. Conclusion

In this thesis, we have presented a holistic hardware/software approach called CoBRA1

for the reconfiguration of processors. The reconfigurable machine provides a set of modes,
called reconfigurable architectural variants or briefly variants. Such variants are known to the
compiler and are supported by appropriate program analysis techniques. The CoBRA com-
piler determines the best variant for each piece of code with respect to static estimations
or profiling data. Programs can be optimized for a fast execution, small code size, or low
power dissipation. Reconfiguration between sections using different variants is performed
by executing special instructions at run-time.

Five promising reconfiguration dimensions supported by the CoBRA approach have been
suggested in Section 3.1. We have focused on two opportunities: If program code includes
both regular and non-regular structures, the machine can switch between SIMD and MIMD
execution in order to achieve best results. Reconfiguring the connections to the register
banks enables a dynamic assignment of physical registers to the processors according to
the current need. A fast communication can be established when multiple processors use a
common set of registers as a shared resource.

Benefits The CoBRA compiler encapsulates much expert knowledge about optimizing
code generation and reconfigurable variants in order to enable a transparent development
process based on HLL programming. Time-to-market and debugging effort can be min-
imized at a lower risk and higher profit. The design space of machine configurations is
scaled down significantly by using a manageable set of variants, which have turned out to
be beneficial for the targeted application domains. Hence, the CoBRA compiler can focus
on those problems which can be solved efficiently using well-known program analysis tech-
niques, while irrelevant solutions are neglected in the first place. In contrast to fine-grained
reconfigurable devices, the CoBRA approach is based on common processors augmented by
reconfigurable interconnections between fixed, coarse-grained components. For instance, a
SIMD mode can be achieved by connecting the ALUs of all processors with the decoder of
the first processor, while the remaining decoders are turned off. A single code stream is de-
coded by the first processor and executed on all cores with different data. Reconfigurable
connections between ALUs and register banks enable a flexible assignment of registers to
processors. As a consequence, reconfiguration for the purpose of CoBRA can be performed
at modest costs.

SIMD/MIMD Reconfiguration Reconfiguration between SIMD and MIMD execution is im-
plemented in the CHARISMA2 module of the CoBRA compiler. In principle, it applies both
scheduling and vectorization techniques on given parts of a function. The current imple-
mentation of the CoBRA compiler only provides parallelization on basic block level, for
simplification. Finally, the best result for each basic block is selected based on the estimated
execution time.

The CHARISMA vectorizer utilizes the novel SLP approach by Larsen et al. [107] for vec-

1Compiler-Driven Dynamic Reconfiguration of Architectural Variants (merge two Ds to a B)
2Compiler Handles Architectural Reconfiguration Integrating SIMD MIMD Automatically
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torization. It targets regular parallelism in sequential code, while vector parallelism is ex-
ploited by unrolling loops. The fundamental idea of the approach is to determine adjacent
memory accesses. Our vectorizer computes adjacency by an original method which is based
on the idea of CSE (see Section 8.3.1). Further vectorizable constructs are found by inspecting
the def-use/use-def chains of the operands. The final phase of the SLP approach schedules
the operations of a basic block. Cyclic dependences between vectorized instructions are re-
solved by generating MIMD instructions. Our SLP scheduler aims for maximizing contigu-
ous pieces of code using a single execution mode and inserts reconfiguration code where
needed.

As the processors of the QuadroCore have disjoint register banks, we decided that vec-
tor registers should only exist conceptually. The entries of the vector register i correspond
to the i-th registers of the processors (see Section 8.2.1) to minimize changes to the existing
architecture. Hence, an instruction accessing vector register i is executed by each processor
using its register i. This decision enables the usage of a single code stream in SIMD mode,
but requires that the register allocation takes this special property into account. The funda-
mental idea of our approach is to determine virtual vector registers by combining the virtual
registers of the vectorized instructions (see Section 8.4). The vector registers are initialized
with the scalar registers before switching from MIMD to SIMD execution, and vice versa.
We have developed a heuristic placement algorithm which tries to minimize the number of
needed transport instructions. The resulting code serves as an input for register allocation
by graph coloring [32].

Register Reconfiguration In our reconfigurable register architecture (see Chapter 10),
physical registers are accessed indirectly through architectural registers. The effort in recon-
figuration is reduced by partitioning the registers into blocks of a common size. Connections
are established between architectural and physical blocks by executing a special reconfigu-
ration instruction. The register allocation is performed in two phases (see Chapter 12) within
the CAPRICoRn3 module of the CoBRA compiler: At first, physical registers are allocated
using graph coloring. The second phase inserts reconfiguration instructions to map a physi-
cal block containing a needed register into the architectural block of a processor.

In order to reduce the number of reconfiguration instructions, the first phase aims for al-
locating registers of a single physical block for values that are often accessed close together.
Concretely, the affinities between virtual registers v1, v2 are computed which model the num-
ber of reconfiguration which are avoided when v1 and v2 are assigned to the same physical
block. Such affinities are used during coloring as a secondary criterion. Our inter-block
placement strategy tries to re-use mappings established in preceding basic blocks (see Sec-
tion 12.2.2). Both optimizations are based on an original data-flow analysis called n-liveness
(see Chapter 11), which can compute the n pair-wise different values accessed after a certain
program position. Obviously, such information can be used to decide if a physical block is
replaced between two accesses of a virtual register or until the beginning of the next basic
block.

For simplification, we have assumed an unlimited number of read ports to the register
banks, but a register can only be written by at most one processor per cycle. Read accesses

3Compiler Anticipated Processor Register Inter-Connected Reconfiguration
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are performed in the first half of a cycle, while write accesses occur only in the second half.
A processor can access an arbitrary physical register by mapping the corresponding physical
block to one of its architectural blocks. Hence, the CAPRICoRn module treats the Quadro-
Core as a machine with a global set of physical registers, but indirect access via architectural
frames.

Further Variants During the development of the CoBRA compiler, we have identified fur-
ther reconfiguration variants with respect to parallelization. In the pseudo SIMD mode,
multiple code streams resulting from a vectorization are executed in a MIMD manner (see
Section 8.2). Hence, the overhead of reconfiguration and data re-organization is avoided. On
the other hand, using a single code stream in the real SIMD mode enables to reduce the code
size and the power consumption. Such properties have also been observed for the results of
the evaluation, which is outlined in Chapter 13. Deciding between real and pseudo SIMD
may be realized by passing the optimization goal like short runtime or small code size as a
command line option to the compiler.

Coarse-grained parallelism is suited for an asynchronous execution with explicit barrier
synchronization, while fine-grained parallelism is supported ideally by a lock-step opera-
tion. In Section 13.1.2, we have proposed a reconfiguration between both paradigms called
VLIW/Barrier reconfiguration in order to adapt to the granularity of parallelism found in
a given piece of code. The decision can be based on the number of inter-processor depen-
dences.

Parallelizing Compiler In addition, several techniques concerning automatic paralleliza-
tion for homogenous multi-cores have been developed. Our data partitioning method can
distribute local data to the processors based on an affinity graph (see Chapter 5). Currently,
allocation of functional units is still based on the BUG algorithm by Ellis [50] (see Section 5.1).
Hencefore, we have proposed a holistic processor partitioning method using affinity graphs.
Such approach can be extended to code adaption at load-time or run-time of a program
based on compiler annotations. Inter-processor communication between the processors of
the QuadroCore utilizes a dedicated register bank. The CoBRA compiler inserts communica-
tion code according to the results of the parallelization by using several placement strategies
(see Section 6.1). Synchronization between the processors is achieved by barriers which are
also added automatically during the re-scheduling phase (see Section 6.2).

Results of Evaluation The CoBRA approach has been evaluated for the two studied re-
configuration dimensions using a cycle-accurate software simulator of the QuadroCore. The
evaluation has been based on several medium-sized benchmarks which can occur in practi-
cal audio and video applications and represent typical transcoding algorithms for aggrega-
tion network access nodes. The results are characterized at the beginning of Chapter 13. A
synthesized model was used to estimate properties of the hardware implementation in terms
of area and performance. With respect to the non-reconfigurable QuadroCore, the synthe-
sized architecture exhibits an increase of about 10% of area, while the maximum operating
frequency of the system decreases by about 5%.
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14.2. Future Work

The CoBRA approach has a number of benefits over existing reconfigurable architectures
and tools: efficient compilation utilizing a multitude of program analysis and code genera-
tion techniques, transparent programming using a HLL, fast reconfiguration of a target ma-
chine as well as support of arbitrary application domains. Our evaluation has demonstrated
its practical impact by considering the SIMD/MIMD and the register reconfiguration. In the
following, we outline several directions of future work.

Reconfiguration Dimensions/Variants On a methodical level, CoBRA can be extended
by further reconfiguration dimensions (see Section 3.1). For instance, the topology of the
multi-core can be reconfigured to a pipeline organization in order to adapt to repeated com-
putations including several dependent tasks such as encryption, compression, or error cor-
rection.

Additionally, a clear procedure for the integration of new dimensions and variants needs
to be developed. We believe that this requires to review the relation of dimension and vari-
ant: Within the dimension parallelization, reconfiguration selects among multiple execution
modes using different kinds of parallelism. The register access dimension has two different
levels: At first, a machine can be switched between different types of mapping configura-
tions like identical, restricted, or arbitrary. The second level actually allows reconfiguring
the register connections if supported by the first level. As a consequence, a future version of
CoBRA should provide a scheme to classify new opportunities for reconfiguration in order
to enable an efficient integration into the CoBRA compiler.

Compiler-Driven and Compiler-Supported Reconfiguration In Section 3.2, we have in-
troduced two application scenarios for the CoBRA approach: The compiler-driven reconfig-
uration assumes that the target machine is known precisely at compile-time. Hence, par-
allelization and code generation for selected reconfiguration variants can be done by the
compiler. If the target machines vary in the number of processors or some processors are
broken, scheduling and decisions for reconfiguration have to be delayed to the load-time
of a program. Hardware defects may even force a dynamic adaption of program code at
run-time.

The current implementation of CoBRA concentrates on the compiler-driven scenario. Sec-
tion 5.3.2 suggests a concept for parallelization at load-time which is supported by code
annotations computed at compile-time. The proposed approach extends our processor parti-
tioning method using affinity graphs. But preparing the selection of reconfiguration variants
and corresponding code generation will probably require a lot of further research. In Sec-
tion 3.2.3, we have motivated that the division of CoBRA tasks between compile-time and
load-time is a non-trivial challenge and probably needs to be done for each reconfiguration
dimension on its own.

Practical Implementation In principle, the selection of a certain variant for a given piece
of code can be based on program analysis, which suggests that a decision is made before code
generation. A practical implementation can also apply several techniques and determine the
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best variant by evaluating the results according to different criteria like execution time, code
size, and power consumption. Such procedure has been used for the SIMD/MIMD recon-
figuration also. On the other hand, we have experienced that a well-structured and modular
compiler implementation is crucial to realize this strategy. The challenges will become very
apparent, when many code generation techniques with different contexts such as basic block,
loop, or trace are applied. Then, a schedule for a loop may correspond to multiple schedules
for the basic blocks of the loops. Additional glue code is needed for software-pipelined or
vectorized loops in order to combine them with the remaining code of a function. The cur-
rent implementation of CoBRA avoids a lot of these challenges by a parallelization on basic
block level.

Code Integration The current implementation of the SIMD/MIMD reconfiguration just
selects the schedule with the shorter estimated runtime for each basic block. Reconfiguration
instructions between basic blocks are not needed, because branches are always executed in
MIMD mode (see Section 8.2.3). In the future, the selection heuristic should take a larger
context of a function as well as further properties like code size and power consumption
into account (see Section 3.3.2). We believe that the placement of reconfiguration instructions
needs to be integrated into the selection task in order to achieve best results.

Furthermore, the effect of succeeding phases like placement of communication or syn-
chronization code and register allocation may also be taken into account to get more precise
estimations. Clearly, a code integration has a much better decision base if it is performed as
late as possible after the mentioned phases. On the other hand, this requires a well-organized
compiler structure and implementation, again. For maximum preciseness, feedback-driven
compilation can be used to guide the code integration based on results obtained in a prior
run.

In order to produce better results or to customize the CoBRA approach to a certain need,
the compiler should expect the optimization goal as an input. For instance, the user may
prefer a fast execution, but neglects code size or power consumption, when targeting a high-
performance machine. With respect to resource-constraint devices, small code size and low
energy dissipation are more important than execution time, obviously.

Parallelization Future extensions can also focus on the two studied reconfiguration di-
mensions themselves: Currently, the implementation of the dimension parallelization only
distinguishes between SIMD and MIMD execution using all processors of the QuadroCore,
as well as a single processor. In the future, we may also consider a subset of processors
when parallelism is scarce or low energy consumption is favoured over a fast execution.
Higher speedups can be achieved by exploiting more coarse-grained parallelism on loop or
task level. For instance, software pipelining or classical vectorization techniques parallelize
whole loops automatically. Instead, a special programming model is needed to identify
threads for concurrent execution. The compiler may also take user information given as
directives in the source code or command line options into account to guide the code gener-
ation process.
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Register Access The current implementation of CAPRICoRn assumes arbitrary map-
pings between architectural and physical blocks. Probably, such model can only realized
with a high routing overhead in hardware and therefore may decrease performance. In
the future, the dimension register access should also consider restricted mappings to com-
pare such paradigm with the current prototype. Furthermore, local and remote accesses to
physical registers may have different latencies in a real hardware implementation. The read
and write ports can restrict the number of parallel register accesses at run-time. Both issues
demand a proper arrangement of operations after register allocation to ensure a correct exe-
cution. Different mappings for read and write access (see Section 10.2.2) are only interesting
on a methodical level, but probably not feasible in practice.

Section 12.3 has demonstrated that the aggressive re-use of registers driven by a register
reconfiguration can lead to cyclic dependences which cannot be handled by our re-scheduler.
Additionally, the insertion of further instructions for reconfiguration or synchronization may
be infeasible. Currently, CAPRICoRn avoids such situations by an extension of life spans,
which increases the register pressure unintentionally. In the future, the re-scheduling phase
should recognize cyclic dependences by identifying Strongly Connected Components (SCC)
in the Data Dependence Graph (DDG). During scheduling, SCCs can be represented as a
single node to avoid re-ordering of operations. A solution for the second challenge is still
pending.

Parallelizing Compiler In the future, we aim for a holistic processor partitioning method
which can handle both data and operations jointly using affinity graphs. Alternatively, other
equivalent techniques from literature like [36] may be studied.

The re-scheduling phase of our compiler can insert synchronization code on-the-fly and
tries to minize the number of barriers. However, the evaluation has shown that the waiting
time at barriers can have a significant impact on the execution time. A future version should
also estimate the overhead in waiting to derive a better arrangement of operations. Alterna-
tively, the fuzzy barrier approach by Gupta [68] mentioned in Section 6.2.1 may be used to
utilize the waiting time at barriers to execute code not related to the barrier.
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