
Abstract
To provide more performance, computers have to utilize more and more processing
units. A general model for such systems is needed, which allows portable yet efficient
parallel programs. In the thesis, a family of models — the bulk synchronous parallel
(BSP) models — is evaluated. The thesis surveys algorithms for BSP, and examines
implementations of algorithms as well as libraries supporting the implementation of
BSP algorithms on different architectures.

A general implementation of BSP, the Paderborn University BSP(PUB) library,
is provided, which allows the implementation of efficient BSP algorithms for a wide
range of architectures in a very comfortable way. In particular, techniques to utilize
unused computational power of existing workstation clusters are considered.

Parallelism on a single chip is also investigated, as multi core processors are the
most promising way to increase performance for every-day user. It is shown that im-
plementing many simple processors increases parallelism more effectively than im-
plementing only one to four more complex “classical” processors. The benchmarks,
although using very small and simple 32 bit RISC processor cores, give an impression
of the potential performance of such systems.

BSP can be useful in such a scenario as well. Thus, BSP algorithms can be im-
plemented on a large range of parallel systems by using the appropriate compiler and
library, without modifying the source code.


