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C H A P T E R 1

Introduction

The advances in networking technology over the last decades, the explosive popularity
of the World Wide Web and, depending on this, the growth of the Internet have greatly
widened the user base of computers, making it nearly universal. In times of the so-called
Web 2.0, information exchange has become ubiquitous, and novel pervasive applications,
like e.g. online banking, audio- and video downloads, data warehousing or the wide and
continuously growing field of e-commerce, have been enabled by this progress. Further-
more, it has become usual for people in the industrial nations that information is available
24 hours a day, 7 days a week1, and complex multimedia based content, like video clips
and MP3 music files, can be downloaded at high rates or viewed online.

Driven by this evolution, data has become the central and most valuable asset for many
companies and organizations, and generally, the efficient storage and retrieval of huge
amounts of information has emerged as a driving force of our information society’s econ-
omy. Due to an ICD study sponsored by EMC2 [Gan07], the worldwide amount of digital
data in 2006 is projected at 161 Exabyte (billion GByte). In other words, on average, each
of the 6.7 billion people on earth has created 24 GByte of new data in 2006. This is plau-
sible since multimedia applications have entered a phase of rapid growth which is driven
by mainly two forces. First, the rapidly dropping costs of computer and networking hard-
ware has made multimedia applications accessible to an ever-increasing number of users.
Second, the growing size of the Internet has made it possible to publish multimedia con-
tent comparatively cheaply to an immense audience. For example, YouTube, a company
that did not exist a few years ago, hosts 100 million video streams a day, and experts say
more than a billion songs a day are shared over the Internet in MP3 format. Assuming
an expansion rate of 57%, in 2010, the worldwide data volume will be about six times as
much as today, 988 Exabyte. Particularly, from the total global data volume, about 70%
of all information is created by private persons, but nevertheless, roughly 85% of all data

1 often abbreviated 24/7 or 24x7
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4 Introduction

require the involvement of a company in terms of storing, providing or transmitting the
data. As a result, for providing and enabling all this information, multimedia content and
technical processes, companies have to administrate, process and backup these quantities
of data appropriately, and it has turned out that, on average, enterprises have to deal with
an information amount that doubles every year.

Therefore, in the recent years, stored data has become more and more critical and irre-
placeable, and the demand for quick and uninterrupted data availability has reached high-
est priority, thus, basic issues such as fault-tolerance, continuous information availability,
fast data access and advanced backup principles are crucial for every company today.
To guarantee all this, the concepts to manage and store data are of great importance be-
cause the quality of the data availability as well as the access speed have direct impact on
any company’s success. As an example, consider the case of a video-on-demand service
provider storing all his frequently accessed data on the same storage device. Due to band-
width limitations, during playback, the device may become unable to satisfy all incoming
request appropriately leading to loss of customer goodwill and hence, may be considered
expensive. As a result from summarizing all demands addressing modern advanced data
allocation, we can identify two major objectives any contemporary storage subsystem has
to accomplish: high-level serviceability, i.e. always serve given I/O requests quickly and
efficiently, independent of either the network’s size or occurring changes in the set of
storage devices, and data availability (or reliability), i.e. to feature appropriate fail-over
mechanisms to be safe from disk failures, and thus, data loss.

1.1 Storage (Area) Networks

The technological foundation to face the dramatic growth of enterprise data storage ca-
pacity as well as to meet the given objectives is to consolidate the storage capacity inside
a so-called storage area network (SAN) (see e.g. [JT05, Gup02] for details), a dedicated
network which is built around block-addressed storage units and that disbands the tradi-
tional tight coupling of servers and storage devices, but instead, establishes an any-to-any
connection from servers to disks by an underlying high-speed network. This concept
of storage consolidation leads to the so-called storage-centralized architecture enabling
enterprises to facilitate efficient parallel access to the data as well as cost-effective sys-
tem management. Unlike common server-centralized architectures in which a single disk
drive is directly attached to a workstation, the disks are rather encapsulated inside ad-
vanced storage subsystems, like e.g. disk arrays or high-end enterprise storage cabinets,
that today offer a capacity ranging from some TByte to several PByte each. Every such
storage subsystem can be directly accessed by any of the connected servers, thus, enhanc-
ing the ability to assign free capacity in an easy and flexible manner (see Figure 1.1).
Additionally today, almost all SANs are scalable although not all implement convenient
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storage-on-demand concepts, that is, to add (theoretically unlimited) storage capacity to
the system only when it is needed. Another problem that comes along with scalable envi-
ronments is heterogeneity. Depending on the underlying storage configuration (c.f. Sec-
tion 1.1.2), the ability of a storage network to scale may induce the storage components to
become heterogeneous over time because new storage devices enter the system as well as
older ones are being removed or replaced. This indeed simplifies migration processes, but
on the other hand forces the management modules to be able to cope with heterogeneity.
However, even if not all SANs are capable of handling heterogeneity yet, the ability to
scale already reduces the total costs of ownership (TCO) [GM00, Fal07, BSV04].

Last but not least, every SAN is required to have appropriate reliability mechanisms
installed to face the mentioned problem of data loss in case of device failures, while the
probability of such failures to occur increases with the number of storage devices in the
SAN (c.f. [PGK88] and Section 1.2). The common way to achieve high data availability,
and moreover, to ensure business continuity appropriately, is given by inducing redun-
dancy into the system in terms of applying either complete replication of data blocks or
erasure (resilient) encoding schemes (e.g. RAID). Unfortunately, almost all utilized fault-
tolerant placement strategies suffer from serious drawbacks, like e.g. the lacking ability
to properly cope with heterogeneity as well as insufficient failure resilience or inherent
I/O overheads when modifying the data.

SANSAN

. . .

LAN/WAN

Storage

Server

Figure 1.1: Storage Area Network

To summarize, depending on storage consolidation and supported by advanced data
and resource management strategies, modern SANs offer a high potential regarding the
efficient adaption to changing capacity demands without system downtimes as well as
parallel access to the (non-uniform) storage devices, low maintenance costs, simplified
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administration and integrated recovery services to react on hardware failures. Surely, to
ensure all these benefits, appropriate mechanisms to provide fault-tolerance, system scal-
ability and efficient data access even for non-uniform storage devices must be installed.

1.1.1 The Storage Virtualization Layer

Inside a SAN, the utilized data placement scheme is the building block to face the sketched
challenges and which is usually part of a software layer implementing the so-called stor-
age virtualization, an abstract concept separating the physical from the logical view of
storage resources (see e.g. [BMS+03, BHMadH+04, Sal04]). This abstraction enables
the consolidated storage devices to be managed as one single entity, normally as one
virtual disk, which is then offered to the application servers while hiding the physical
representation and explicit storage of the data from the user (Figure 1.2). In particular,
the logical address space presented to the accessing servers in terms of virtual volumes
is scrambled into equal sized data blocks which are then distributed among the physical
devices by the data distribution strategy according to the desired serviceability and avail-
ability objectives (additionally, modern SANs offer improved management services, like
e.g. remote copy or volume snapshots [BEHV06]).

Applicationserver

Physical Storage

Virtual Volume

Virtualization Layer

Remote Copy Snapshot …….

Data Placement Engine

Figure 1.2: Storage Virtualization Layer

However, obviously, both the given storage management scheme (see next section) and,
depending on the layout, the capability of the utilized allocation scheme directly deter-
mines the overall performance of the storage network regarding the described challenges.
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1.1.2 Storage Management Schemes

In most commercial SANs today, RAID is still the usual way to allocate data blocks to
the set of storage devices, and for fault-tolerance purpose, most companies apply RAID
levels 1 (replication, resp. mirroring) or 4/5 (erasure (resilient) encoding) (for details, see
[PGK88, Mas97]) which arranges the scrambled data blocks into a fix sized stripe of data
blocks and additionally includes a parity block for providing one-failure tolerant redun-
dancy; if a higher level of redundancy is required, often Reed-Solomon erasure encoding
is considered (c.f. Chapter 4). Although RAID implements a deterministic (resp. man-
ual) data placement, it works for small storage environments as RAID sets are shipped in
terms of rigid storage cabinets each covering some fixed number of homogeneous disks on
which the data is striped by an internal controller to ensure low system latencies. Surely,
fixed RAID sets provide optimal fairness (by uniform data distribution) and since such
systems can tolerate one single disk failure at a time, vendors almost add so-called spare
disks for compensating a missing disk in case of failure.

However, if considering large-scale systems or those that may undergo changes in the
number of connected storage systems, the traditional rigid layout of such SANs makes
storage management become more and more less efficient because the only way to scale
is to concatenate multiple RAID sets disjointly, as depicted in Figure 1.3.

“manual”

placement

Figure 1.3: Classical Storage Management: Concatenated RAID sets

The drawbacks are quite obvious. First, if such systems base on disks of same type, the
probability of an occurring failure increases significantly (c.f. next section). Furthermore,
easy system and data migration is merely possible inside a given cabinet, but most im-
portantly, since the storage virtualization is located close to the data inside the cabinets,
the benefits of virtualization, like e.g. fault-tolerance, disk utilization or access efficiency,
have only local effects inducing the need for an additional superior virtualization layer. If
then such layer also implements RAID, system scaling becomes a hard challenge because
if new disks are added over time, with high probability, they are of different characteristic
making the scaling problem a heterogeneous one.
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Therefore, a self-evident way to achieve highest system performance is given if envi-
ronments get rid of all the rigid cabinets and arrange the complete storage in a single, flat
storage solution, as depicted in Figure 1.4 ? Surely, such solution is much more chal-
lenging to the employed allocation scheme because all mentioned issues directly address
the superior virtualization layer. However, besides the possibility to efficiently handle
heterogeneous devices, an open, flat storage environment further offers increased scal-
ing possibilities as well as better capacity consumption by efficiently using the complete
storage space and thus, letting spare disks become obsolete.

Figure 1.4: Open Storage Management: Single, flat storage arrangement

In this work, we present and discuss different data placement schemes for both clas-
sical and open storage configurations, and thus, depending on different restrictions, also
different demands with respect to the virtualization engine are considered. For example,
for a classical RAID-based storage layout as described, we ignore scalability and hetero-
geneity, and instead, rather focus on fault-tolerance and efficient access behavior that is
almost gained by erasure resilient encoding.

Therefore, in Chapter 4, we present a flexible framework for generating different era-
sure resilient codes that, compared to classic erasure codes, include improved update
behaviors which are very useful for SANs. On the other hand, in case of open storage en-
vironments, scalability and heterogeneity additionally come into play forcing the applied
distribution scheme to handle all challenges mentioned in the previous section. Therefore,
in Chapter 3, we introduce efficient and redundant strategies that base on replication and
which are furthermore capable of coping with scalable and heterogeneous storage config-
urations, respectively. However, before we go into further detail investigating these novel
allocation schemes, we first introduce and briefly describe the complete set of different
requirements that generally address data allocation and which must, at least partially, be
handled by any placement algorithm employed in a storage network.
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1.2 Demands on Data Placement in Storage Networks

We give a brief summary of the basic challenges that must at least in part be considered by
a data allocation scheme to ensure the serviceability and availability objective for a con-
sidered storage environment. In particular, as the underlying storage configuration may
restrict the set of demands to be considered by the applied placement scheme, different
overall performances might be achieved for varying configurations. However, all strate-
gies observed in this thesis in common is that they can be reduced to pure data placement
only, i.e. all considered strategies are not concerned with limiting properties of the under-
lying network topology, like e.g. congestion or network latency. This results from the fact
that the I/O accesses to the single storage devices cause the bottleneck of the overall sys-
tem because any such access is served by comparatively slow mechanical driven access
mechanisms inside a single storage device. Consequently, we can suppose the underlying
network topology to be unrestricted because the system bottleneck appears directly at the
storage devices such that potential problems when routing the data packets through the
network can be neglected.

Therefore, the usual way to ease the access bottleneck at the disks in order to decrease
system latency in both the classic and the open storage model is data striping which
spreads the data blocks of some given file to multiple storage devices making multiple
portions of the file be accessible in parallel, thus yielding effective transfer rates. Ba-
sically, the principles of data striping can be partitioned into random and deterministic
approaches, and as we have seen, in traditional (commercial) SANs, respectively disk ar-
rays, the well-known deterministic RAID scheme [PGK88, Mas97] is almost still applied.
However, in general, besides parallel access, striping the data as evenly as possible among
the disks further results in an optimal disk utilization which, at first, also improves system
performance because each write I/O involves several disks for data storage, and second,
reduces the TCO (c.f. [Mas97]). Moreover, data striping over multiple devices consider-
ably supports business continuity which, for instance, becomes apparent in the example of
the video-on-demand provider who runs into problems when storing frequently accessed
data onto either a single or a small number of devices such that parallelism could not be
exploited accurately. On the other hand, placing only infrequent accessed material on a
storage device may result in the device to be underutilized. Thus importantly, any allo-
cation scheme must provide an appropriate load balancing with respect to both the data
blocks and the incoming I/O requests over all accessible disks.

As we explained already, modern open scalable storage systems additionally need to
consider storage devices of non-uniform characteristics (e.g. capacity, bandwidth, la-
tency, age etc.). Therefore, advanced data distribution strategies are required to handle
heterogeneity appropriately; with respect to Salzwedel [Sal04], we denote this the hetero-
geneity problem, and any data distribution strategy able to efficiently handle heterogeneity
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is called fair. Similar to uniform capacities, a fair distribution has the same great influence
on disk utilization and thus, overall system performance.

Another issue significantly affecting system latency is system scaling what is caused
by an ever growing storage data volume as well as occurring disk failures. In case of a
growing data volume, the simple concatenation of storage devices obviously implies ac-
cess bottlenecks caused by the so-called 80/20 problem describing the fact that without
data redistribution, new data to which roughly 80% of all current accesses go is almost
exclusively stored on the newer devices covering roughly 20% of the total storage capac-
ity (c.f. Chapter 2). Additionally, depending on technical progress, age reasons or failure
probability, added or replaced disks are often of different characteristic compared to the
ones already connected. Thus, even if initially of homogeneous trait, over time, a SAN
becomes more and more heterogeneous. Furthermore, to obtain the best performance, the
newly added disks should also be included into the striping process but this evokes the
problem of how to add newer disks efficiently such that, in the long run, the overall per-
formance is not affected noticeably. Clearly, in case of fixed sized data stripes, any system
growth induces a complete redistribution of almost all of the stored data. If then TBytes
or PBytes of data are stored, either serious performance losings or complete downtimes of
the system for hours or days must be considered, what is intolerable for every company.
Thus consequently, system expansion should be done as fast as possible, and after finish-
ing the redistribution, the strategy should balance both the data and the requests optimally
over all disks. A scalable data placement scheme that keeps the amount of redistributed
data at a near-minimum is called adaptive.

Besides performance considerations, the stripe size has further influence on the relia-
bility of the system because, according to Patterson et al. [PGK88], the failure rate of a
disk array increases proportional to the number of covered disks which are expected to
fail independently. More precisely, failures in disk arrays are often assumed to satisfy
the memoryless property, that is, the life expectancy of a disk is estimated only upon the
condition that the disk is working now. Hence, the reliability of a disk array is modeled by
the exponential distribution [Gib99]. Consequently, for low disk failure rates, the failure
rate of a disk array is proportional to the number of disks it contains. However, as a rule of
thumb, we can alternatively consider the so-called Mean Time Between Failure (MTBF),
the vendor given operation time of a single disk expressing its reliability (for example, the
Hitatchi UltrastarTMA7K1000, a conventional disk in 2007, exhibits an MTBF of targeted
1.2 million hours [Tec07]). Assuming a constant failure rate, the MTBF of a disk array
then is

MTBF of a Disk Array =
MTBF of a single disk

Number of disk in the array

Thus, for a SAN consisting of 100 UltrastarTMdisks, the MTBF is calculated as roughly
1.2 million / 100 hours (= 1.5 years). At a first glance, this seems sufficient, but if we
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scale up to 1000 disks, the MTBF drops to 1,200 hours, or less than 2 months, what is
dismal. With respect to the disk failures that might occur, we primarily distinguish three
types. The first, called transient errors, arise from noise corruption and are dealt with
by repeating the requests. The second, called media defects, are caused by permanent
defects in material and are detected and masked by the manufacturer. The last, on which
we concentrate in this thesis, are catastrophic failures such as head crashes and failures
of the disk controller electronics. According to Hellerstein et al. [HGK+94], we denote
such failures erasures throughout this work because when a disk suffers a catastrophic
failure, its data is rendered unreadable, and thus, is effectively erased.

Consequently, besides appropriate backup mechanisms, any allocation scheme should
furthermore provide some certain degree of fault-tolerance. Usually, fault-tolerance is
achieved by introducing redundancy into the system that can be realized by either repli-
cation, i.e. seperately storing identical copies of every data block, or erasure resilient
encoding by which the information is redundantly encoded inside a codeword made up
of a number of blocks that are stored on separated devices. As we see in the follow-
ing chapters, erasure encoding is suitable rather for a homogeneous set of disks whereas
with replication, heterogeneity and scalability can be tackled efficiently. That is, all data
placement strategies we introduce in this work are fault-tolerant approaches while redun-
dancy is either provided by replication or erasure resilient encoding. However, the central
algorithmic problem we address in this thesis is the following

Data Availability Problem: Guarantee to always ensure a fast and efficient access to
all stored data in a storage network even in case of erasures.

Surely, the data availability problem covers the fulfillment of both the serviceability and
the availability objective defined in the beginning including all properties and require-
ments discussed above. In the following list, we summarize these general requirements
that result from the given discussion:

1. Redundancy: Data items are redundantly stored on separated disks.

2. Fairness: To ensure a best optimal disk utilization and reduced access latency, a
data placement strategy must assign every disk a fair share of the total data load,
i.e. a share of data that is equivalent to its share of the total capacity. This should
hold not only for the data, but also for the I/O requests.

3. Heterogeneity: Non-uniform capacities or bandwidths should also be handled op-
timally.

4. Scalability: The system should be able to efficiently handle the addition or removal
of storage devices.
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5. Adaptivity: A scheme is called adaptive if in case of any system changes (in the
number of data items or storage devices), it allows to adapt to the new configuration
with minimum amount of data replacement while maintaining all given demands.

6. Availability: Suitable redundancy mechanisms should be incorporated to compen-
sate the loss of failed (or blocked) disk drives.

7. Efficiency: The total space for storing control information should only depend on
the number of storage devices and not on their differences in capacity. Furthermore,
the time for computing the position of any data item stored in the system should be
at most logarithmic in the system size.

Again, driven by specific application demands concerning the applied allocation strat-
egy as well as different characteristics of the given hardware environment often allow a
placement scheme to cover only a subset of the listed issues, as we see in the following
chapters.

Before we investigate the different strategies in more detail, for the sake of complete-
ness, we first take a brief look on the parameters that must be chosen for replication as
well as erasure coding because in large-scaled storage environments, a proper selection
of values for the redundancy parameters directly influences the capacity provisioning and
thus, the TCO of the company.

1.2.1 A Brief Note on Erasure Encoding and Replication

Replication is a simple scheme where r identical copies of each data object are stored
separately on r different disks, thus, enabling the system to tolerate up to r−1 erasures.
In contrast, with an erasure-coded redundancy scheme, each object is divided into k frag-
ments and redundantly encoded into a codeword of n > k fragments (blocks) which are
also stored separately. Then, the key property is that the original information can be re-
constructed from any k fragments of the encoding. Basically, the main difference between
replication and erasure encoding is that with replication, the entire information of the data
block is stored in each copy implying that only one out of r copies suffices for recovering
the data, what is an advantage as most applications today feature a rather read-intensive
access behavior. On the other hand, this leads to a serious drawback if capacity sav-
ings become apparent as replication suffers from a storage overhead of a factor of r− 1.
Therefore, the main reason for using erasure coding (if only homogeneous storage de-
vices are considered) is that a high degree of redundancy, respectively data availability,
can be achieved with less additional storage because the redundancy factor is only sc = n

k .
Nevertheless, in case of non-uniform capacities or a scalable storage system, replication
features the discussed advantages.
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Often, the values r,k and n are simply set by a rule of thumb but in large systems, made
up of a hundred or thousands of storage devices, these values should rather be chosen
carefully with respect to the mentioned storage overhead. Moreover, this also includes
the question of how many copies to hold for data items featuring different popularities.
For this problem, a suitable way to determine and thus control the storage overhead of
both approaches was presented by Rodruiges and Liskov [RL05]. They focus on high
availability in peer-to-peer networks and model the values of r, respectively sc, according
to a desired per object unavailability target ε > 0 in combination with an average node
availability a denoting the time a peer is reachable. In particular, in case of replication,
they assume the node availability to be distributed independently and identically. Then,
the values for ε and r, respectively, are computed as

ε = Pr[object o is unavailable]

= Pr[all r replicas of o are unavailable]

= Pr[one replica is unavailable]r

= (1−a)r

which upon solving for r yields r =
⌈

log ε

log(1−a)

⌉
.

For the case of erasure coding, we sketch a summary of the complete derivation to
compute sc which can be found in [BSV03]. Object availability is given by the probability
that at least k out of sc · k fragments are available which can be modeled by a binomial
distribution as

1− ε =
sck

∑
i=k

(
sck
i

)
ai(1−a)sck−i.

Applying some algebraic simplifications and the normal approximation to the binomial
distribution, the storage overhead sc can be obtained as

sc =

σε

√
a(1−a)

k +
√

σ2
ε a(1−a)

k +4a

2a


2

where σε is the number of the standard deviations in a normal distribution for the required
level of availability.

Besides the result of Rodrigues and Liskov [RL05], there exists further comparisons
[BSV03, DLS+04a, WK02], all of which argue that erasure coding is the clear victor due
to capacity savings for the same level of availability. However, the authors only compared
approaches for homogeneous, unscaled systems, and as we already described, in case of
non-uniform capacities or dynamic system behavior, an open replication based allocation
has considerable advantages.
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1.3 Our Contribution

Depending on the different storage configurations briefly described in Section 1.1.2, the
schemes we introduce in the following are coarsely divided into two different parts. With
respect to an open, heterogeneous and perhaps dynamic system, in the first chapter, we in-
vestigate replication-based schemes that adapt balls-into-bins games (see Section 3.3.2.1)
for randomly allocating identical copies of data items to the set of storage devices ensur-
ing that no two identical copies are hosted by the same device. Thus, given a replication
parameter of r, the system can tolerate up to r− 1 failures and is still operational. We
consider randomized algorithms because in the non-redundant case, a random allocation
of the data items has turned out to be a useful way to conveniently model the load balanc-
ing problem. Furthermore, we distinguish between static (i.e. not dynamic) and dynamic
environments that may undergo changes in the number of connected disks, and as we
see, if scalability is neglected, a random and fair allocation to non-uniform capacities
can already be achieved very easy. Nevertheless, as we show, with a random and redun-
dant allocation of identical copies to non-uniform disks, an appropriate load balancing is
harder to gain than in the non-fault-tolerant case. Furthermore, if the system is allowed
to behave somehow dynamic, this challenge increases by magnitudes, but as we show by
the SPREAD strategy, an adaptive allocation scheme for redundant and fair storage in
dynamic heterogeneous storage systems, this can be handled efficiently.

Although storing replicated copies implies the efficient and appropriate handling of
hardware heterogeneity as well as dynamic behavior, unfortunately, such schemes require
to update all copies in case of any data modification to keep the system consistent, and
moreover, they require a higher waste of resources. Therefore, in the second part, we
introduce the so-called Read-Write Erasure Coding Systems (RWC), a flexible system
for generating parametrized erasure codes that, unlike usual erasure codes such as RAID
or Reed-Solomon codes, offer improved update properties making them very useful for
utilization in storage networks. Furthermore, the generated codes additionally include
new security features for a secure storage of redundant data.

Before we start introducing our main results, we first sketch some of the most prominent
previous results, each of which was designed to tackle a certain subset of the listed issues
above.
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Some Classical Approaches

In this chapter, we give a brief survey of the most prominent approaches in the field of data
placement algorithms that are usable for storage networks. Basically, most of the schemes
we discuss in this thesis distribute the given data by applying either hashing methods,
randomization, erasure resilient encoding or a mixture of these techniques, and for most
of them, it holds that depending on given parameters, configurations or objectives, it
often suffices to fulfill only some of the number of listed demands on data placement. For
example, if the system is not expected to scale and the connected storage devices are of
uniform size, simple and efficient XOR-based RAID schemes could be applied, instead
of complex distributed hash table approaches.

Since we investigate randomized allocation schemes that adapt balls-into-bins games
and erasure resilient encoding more deeply in the two major parts of this thesis, we now
discuss alternative approaches that base on a different design. All these approaches in
common is that non of them covers the data availability problem completely, thus, we
partition the description of the algorithms according to the requirement they mainly aim
to fulfill, namely fairness, data availability, heterogeneity and scalability (moreover, in
this chapter, we restrict ourselves to scalability rather than adaptivity because for some
scalable strategies the degree of adaptivity has not yet been analyzed or is simply ignored).

As fairness is one of the most important issues with respect to the serviceability objec-
tive, we start with introducing techniques that aim at both obtaining a fair data and access
distribution over the disks to provide optimal system response times. In particular, these
schemes can mainly be distinguished into either deterministic or random based ones.

Fairness

Again, the ability to distribute the data in a fair manner among the (perhaps non-uniform)
disks in a SAN (which is often also referred to as space balance [Sal04]) directly corre-
lates to an optimal system saturation, respectively an overall disk utilization. Moreover,

15
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besides decreasing the waste of storage space by full capacity usage, inside a disk, con-
tinuous access algorithms, like the elevator strategy, are applied making the response time
of a disk correlate with its utilization.

Moreover, as briefly sketched in Section 1.2 and shown by the example of the audio-
and video provider in the previous chapter, not only the data must be distributed fairly;
the second factor that has great influence on the performance are user access patterns.
In particular, it has turned out that the frequency of access to data objects follows a Zipf
distribution1 [WAS+96] (Figure 2.1) where about 80% of the accesses are to 26% of the
data indicating a high locality of reference which leads to access hot spots that have to
be dissolved by the placement algorithm. Unfortunately, many of the older expendable
data placement schemes do not consider this problem appropriately. For example, Fargin
et al. introduce Extensible Hashing, a scheme that uses a directory for addressing pages
[FNPS79, ED88]. The scheme applies a hash function to evenly spread the data across the
directory, and the addresses of the pages are stored in at least one index of the directory.
An important characteristic of this directory is that several entries may point to the same
primary data page which leads to access clustering on the pages. Moreover, in case of
key overflows on some pages, the directory expands by complete doubling. In that case,
another hash function addressing a wider index range is applied which in turn intensifies
the access clustering on some pages.

Figure 2.1: A typical Zipf-law rank distribution. The y-axis represents occurrence fre-
quency, and the x-axis represents rank (highest at the left).

1 In a Zipf distribution, if the objects are sorted due to the access frequency, then the access frequency
for the ith object is given by pi = c/i(1−θ), where θ is the parameter for the distribution and c is a
normalization constant.
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Therefore, space and access balance are mutually dependent, and it is always necessary
to store the data such that I/O accesses are balanced evenly across the disks, regardless of
using uniform or non-uniform sized disks.

When looking at algorithmic approaches, usually in storage networks, deterministic
strategies are used, while the most-applied deterministic technique is uniform striping
[Joh84, PGK88, Mas97, HJH02] by which, given a fixed stripe size n, the i-th element in
the data stripe is mapped to disk Di mod n on position i div n (c.f. the widely used RAID
schemes with levels 0/4/5/6/...). However, deterministic striping is hard to scale because
whenever a fixed stripe size is broken up and scaled to a different size, this induces data
redistributions at great expense. Therefore, the natural extension is to simply concatenate
additional disk arrays to the given system, but again, this leads to the above 80/20-problem
(also discussed in the previous chapter). An alternative approach is to group the disks into
clusters in advance while each cluster i defines its own stripe of length `i such that inside
the cluster, uniform striping is applied. Unfortunately then, either the complete system
has to be planned also for future situations or, in case of concatenated disk arrays, the
number of new disks is determined by fixed stripe sizes perhaps resulting in an undesired
over-provisioning of storage capacity. As a consequence, there exists a number of simple
striping variations to break the very regular structure of this approach (e.g. [BGMJ94]).

A more general drawback of deterministic schemes is given by the fact that if the place-
ment policy is completely known, bad inputs causing placement collisions can easily be
created. Thus, the most effective protection to be safe from bad input is given by ran-
domization (see e.g. [CW77, LYD71, AT97, SMRN00] and c.f. Section 3.1.2.1). With
a randomized placement scheme, each data block is assigned to a disk drawn at random
by either a pseudo-random hash function or a precomputed random distribution [SM98a].
Generally, randomized placement schemes are often much simpler than their deterministic
counterparts, efficient to use, redundantize the need for complex and sensitive centralized
control, provide efficient results even for non-uniform settings, and most importantly, un-
like deterministic striping patterns, offer high potential to adaptivity, i.e. being able to
react quickly on occurring configuration changes (see [Sch00] for a good overview about
randomization techniques and Chapter 3 for efficient novel strategies).

Scalability

Again, todays SANs still follow the classical storage management (Section 1.1.2) for
which the expansion rule is simple concatenation of rigid RAID arrays in case of sys-
tem scaling. As mentioned above, this results in an undesired and costly capacity over-
provisioning implying a negative effect on the TCO. Moreover, assuming a fixed stripe
size, the induced redistribution phase dramatically influences the overall system perfor-
mance.
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Figure 2.2: Linear Hashing

An early approach on scalability to overcome these drawbacks is given by the Linear
Hashing strategy providing a fair and access balanced distribution of data records directly
on a number of continuous (primary) buckets as long as the address space remains un-
changed. The buckets are addressed by a pair of hash functions hi and hi+1, i = 0,1,2, . . .,
starting with h0, and each hi hashes keys to primary buckets (Figure 2.2a).

As shown in Figure 2.2(b), continuous key insertions on single buckets may lead to
bucket overflows (bucket b) inducing the address space to expand which is done by split-
ting overflowed buckets in two starting from left to right (that is, bucket a is split before
bucket b) while one of them is added as a new (secondary) bucket at the rightmost end
of the primary address space. To address the split buckets, a linear extension hi+1 of hi is
then used for addressing the new (extended) address space.

However, although designed for scaling systems, Linear Hashing features serious draw-
backs. First, the continuous (and linear) addition of buckets leads to bad space utilization
as unsplit buckets are more likely to overflow than newly added ones leading to waste of
storage. Second, the best performance for an unscaling system is gained by hash func-
tions that distribute the data uniformly over the address space. Unfortunately, as new
buckets are sequentially added at the rightmost end, the overflow chains of buckets at
the rightmost end become too long (Figure 2.2) because they are the last to split, thus,
causing an imbalance. Therefore, a decreasing exponential distribution that maps more
keys to the left end would perform better. However, there are different approaches that
handle this problem accurately but by inducing slightly more complexity into the system
[Mar79, Mul84, Oto88].

Basing on the idea of Linear Hashing, Litwin et. al introduced LH* [LNS93], a class
of scalable distributed data structures (SDDS) generalizing the concept of Linear Hashing
to parallel and distributed RAM and disk files without employing a centralized coordi-
nator. In contrast to Linear Hashing, the address space is shared and manipulated by
several clients, and to enable distributed processing appropriately, all clients have their
own view on the file, and calculations are made on local values. Accurate object manipu-
lations are then coordinated by a messaging system where clients process local parameter
adjustments while only the bucket splitting is controlled by a dedicated server, the split
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coordinator.
Like Linear Hashing, LH* allows a file (address space) to grow gracefully in a dis-

tributed environment but adopts many of the drawbacks sketched above. As an ex-
tension, several LH* variants have been created that incorporate fault-tolerant features,
such as mirroring, checksum, scalable availability or Reed-Solomon encoding (see e.g.
[LN96, LMR98, LS00, LR02]). However, depending on the overflow policy, space uti-
lization is also more or less moderate, and more importantly, no LH* variant provides
mechanisms to cope with non-uniform disk capacities.

Data Availability

We already explained that the easiest way to achieve fault-tolerance is to separately store
identical copies of all data items on different disks, like in the RAID 1 scheme [PGK88]
or the PAST storage server [RD01, DR01], and although keeping additional copies for
each data item results in a higher waste of storage capacity, compared to erasure resilient
encoding, replication offers better access properties for read-I/O dominated applications,
like not being concerned with complex data en- or decoding as well as offering the chance
for accesses to alternate on identical copies for I/O speed-up. Nevertheless, instead of
replication, commercial SANs rather use RAID-parity encoding while business continuity
is provided by the concept of (hot) spare disks, dedicated disks that are kept for fail-over
only. Negatively, in normal mode, these disks remain unused, and only in case of a
failed disk, they take over the missing part. Additionally, this concept does not ensure the
expandability of the system due to growing storage demands.

With respect to the LH* schemes, Honicky and Miller presented a way to overcome
their inherent drawbacks [HM03, HM04, WBMM06]. They introduced a family of pseudo-
random algorithms for decentralized data distribution that map replicated objects to a
scalable collection of storage servers or disks. These algorithms are primarily designed
for very large-scale storage systems in which new disks are always added in terms of
weighted homogeneous clusters. Moreover, all of an object’s replicas are stored strictly
disjoint (for example, some peer-to-peer systems, such as OceanStore [REG+03], do not
make such guarantees). However, since all algorithms are laid-out to work for large-
scale systems, a per-cluster weighting is performed rather than weighting individual disks
which leads to a fair distribution with respect to clusters only. Furthermore, in case
of system scaling, the redistribution of data objects solely considers uniform servers in
weighted clusters, thus, fairness can only be achieved for uniform disk capacities making
the scheme less usable for heterogeneous disks (but which is tolerable since they assume
server addition in clusters only).

Another approach to obtain a scalable and fault-tolerant strategy that is furthermore able
to handle non-uniform capacities was presented by Brinkmann et al. [BEHV05, BE07].
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They show the coupling of a scalable data placement scheme called SHARE (c.f. Sec-
tion 3.5.1 for details on SHARE) with a separate RAID 1 layer on top. This approach
is implemented inside the storage virtualization solution V:DRIVE using SHARE as the
core allocation algorithm to become scalable. In particular, for a given replication pa-
rameter r, the V:DRIVE layer creates r virtual volumes from the physical storage devices
which are then exported to the RAID layer for generating mirrored RAID volumes on top.
However, although efficient, the inherent drawback of this generated stack of strategies
is an increase in error-proneness because of a higher number of different but interacting
strategies.

In addition to storing multiple copies for each data item, the use of parity information to
tolerate a small number of failures has reached high attraction. The key idea is to introduce
redundant information into each data stripe by keeping the bit-wise exclusive-or (XOR)
information of the data blocks in the stripe in an extra parity block. Then, all blocks
are stored on separated disks, and in case of a single disk failure, the XOR operation
guarantees complete information recovery from the residual disks. Due to their simplicity,
efficiency and low capacity consumption, parity based schemes have widely been applied,
like in RAID level 4/5 [PGK88, CLG+94] or numerous video servers [BGMJ94, SM98a,
TPBG93, VRG95].

As simple parity approaches only prevent from one erasure, advanced schemes, like
the EVENODD strategy [BBBM94], are able to tolerate two missing disks. This is ac-
complished by keeping a matrix in which the regular RAID level 5 layout is encoded and
parity information is added for each diagonal of the matrix. Moreover, an EVENODD ap-
proach can be extended to tolerate up to t arbitrary simultaneous disk failures, but in this
case, t · `1−1/t disks are needed for keeping parity information [HGK+94], where ` < n
denotes the stripe length. Thus, with respect to a fast reconstruction, this approach is only
of theoretical interest. As a consequence, more complex erasure codes even for storage
networks, like SANs or peer-to-peer networks, have become important that are able to
recover from a higher number of disk failures (but which we leave out for the moment
and refer to Chapter 4 for more details).

However, all known erasure coding schemes mainly focus on an efficient and almost
optimal data recovery in case of erasures. But as we see in Chapter 4, this induces a
negative update behavior in case of information modifications. Therefore, to overcome
this drawback, we introduce so-called Read-Write Codes that feature an improved update
flexibility for stored codewords and which are very useful for SANs.

Heterogeneity

Obviously, an easy solution to face heterogeneity could be to divide disks into clusters
of equal characteristics, as proposed by Honicky and Miller [HM03, HM04, WBMM06].
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Since inside each cluster, the disks appear to be uniform, the aforementioned strategies
can be applied without explicitly regarding heterogeneity. However, this principle com-
prises some drawback. If newer and perhaps faster disks are added, a significant improve
in access performance is only given for the subset the new disks were added to. Thus, re-
sponse time strongly correlates to the clusters and the clustering policy, respectively. As
an advantage, if access patterns are known in advance and remain stable over time, such
clustering could be used to dissolve access hot spots. Unfortunately, such assumption is
not very realistic.

Another principle that bases on grouping is given by the HERA approach, a heteroge-
neous extension of RAID [ZG00]. In HERA, a strategy called Disk Merging is introduced
that was first proposed in [ZG97, Zim98] and which constructs a logical collection of uni-
form sized volumes from an array of heterogeneous physical disks. Each logical volume
is created by aggregating a certain number of fixed sized fractions of the bandwidth or
capacity provided by different physical disks. For example, in Figure 2.3, the logical
volume number 2 (d`

2) is fed by fractions from the disks 0, 1, and 2 (dp
0 ,dp

1 ,dp
2 ).
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Figure 2.3: HERA: Heterogeneous Extension of RAID

According to a given parity scheme, the volumes are then grouped into different parity
groups. As a main constraint, it must be considered that two logical volumes may be
mapped to the same physical device, thus, they become dependent because if the physi-
cal disk fails, both volumes are affected. Consequently, since with simple XOR exactly
one failure can be tolerated, two different volumes may not be mapped to the same par-
ity group. To show the reliability of the system, the behavior is modeled by different
processes, like the failure process and the reconstruction process. Because the MTTF
of any disk is given by vendors, the time of these processes can be estimated; using a
Markov model [Gib99], the mean time to service loss (MTTSL) can be derived for such
heterogeneous environments. It was shown that the system reliability is only a factor of
approximately 10 away from the best possible configuration, namely the clustering of
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identical disks, as outlined above. However, the scheme itself and its provided perfor-
mance strongly depends on the control of an administrator and is thus unusable for large
environments.

In AdaptRAID [CL00, CL01], the regular RAID layout is extended such that hetero-
geneity in terms of different capacities can be handled. We only sketch the initial idea
here which is as follows. The disks are sorted according to an increasing capacity. Then,
the goal is to put as many stripes of length ` = n on all disks as possible. As soon as some
k disks are saturated by data blocks, stripes of length n− k are mapped onto the remain-
ing n− k disks, and so forth. The main drawback of this approach is that, depending on
different stripe lengths, access to data stored in the upper part of a disk is faster than in
the lower part. To overcome this problem, a second layer of different data patterns must
be defined carefully which compensates the gaps between the initial patterns. Access to
the data blocks that are encapsulated in fix sized stripes then is twofold making it hardly
usable if the environment is allowed to scale.

At last, we briefly sketch the RIO (Random I/O) Mediaserver [SM98a, SM98b], a
generic multimedia storage system capable of efficient, concurrent retrieval of many types
of media objects. The RIO server defines a randomized distribution strategy and supports
real-time data delivery with statistic delay guarantees. Data is placed to randomly cho-
sen positions on randomly chosen heterogeneous disks. Disk bandwidth and capacity are
coupled by a bandwidth-to-space ratio BSR, and disks with a high BSR can deliver data
faster than some with lower BSR. To better utilize the preferred disks, replication is used
such that copies of data blocks are assigned to these disks. The only remaining problem
then is to identify the degree of redundancy to introduce into the system to sustain a given
load but which can be estimated by simple calculations (that we leave out at this point).

Importantly, this scheme already emphasizes that randomization performs best when
having to cope with heterogeneous disk such that disk utilization and overall system per-
formance can optimally be provided.

For the rest of this work, note that additional related work that bears a higher relation to
the results representing the core of this thesis can be found located closely to the particular
strategies.
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Random Allocation of Data Copies

In this first scenario, we refer to an open storage management scheme as described in
Section 1.1.2 in which we consider a SAN as a single, flat storage solution consisting of
storage devices of arbitrary capacities. Furthermore then, we investigate data placement
approaches that use replication for obtaining fault-tolerance in storage networks. As we
already mentioned, replication is the easiest way for introducing redundancy into a stor-
age system because the only thing to do is to store r identical copies of each data item
separately on r different disks what makes the system capable of tolerating up to r− 1
erasures. Surely, the storage of r− 1 additional replicas of some data block implies a
storage overhead of a factor of r− 1, but this waste of capacity is outweighed by the in-
herent simplicity of the scheme because, basically, the only challenge to cope with results
in controlling the separate storage of the r copies on different disk. Depending on this
inherent simplicity, replication has become very popular in many application areas be-
cause it neither depends on complex control structures nor on any operational overhead,
as, for instance, given with erasure coding (see Chapter (4)). Again, the most promi-
nent representative using replication in the context of storage networks is the well-known
RAID scheme whose level 1 definition (also known as mirroring) applies replication in
a pure deterministic manner, and practical usage has shown that, as long as the observed
environments do not exceed some certain size, the RAID 1 scheme is quite efficient.

However, if systems grow, the attempt to control any deterministic allocation regarding
the redundancy and fairness conditions becomes pretty challenging. Moreover, if, be-
sides the required redundancy, additional parameters like arbitrary disk capacities and/or
dynamic system behavior come into play, with a deterministic scheduling, the costs, re-
spectively computational complexity for the allocation considering all demands listed in
Section (1.2), rise significantly with the size of the storage environment, what is dismal.
Thus, alternatively, a well-known and very efficient paradigm to overcome these draw-
backs is given by randomization which has become a standard approach in algorithm
design since efficiency and simplicity are the main features of randomized algorithms.

23
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The usage of randomization is not that new, and probabilistic based schemes have been
applied successfully to conveniently model load balancing in many allocation problems,
such as job scheduling, hashing, network routing or data allocation in e.g. distributed
hash tables (DHT) [Sch01, DKM+88, KLM92, ACMR95]. Again, randomized place-
ment schemes are often much simpler than their deterministic counterparts, efficient to
use, redundantize the need for complex and sensitive centralized control (as required by
deterministic schemes) and provide efficient results even for non-uniform settings.

Surely, one of the main differences between deterministic and randomized strategies is
that, in general, going from a deterministic scheduling that becomes very costly for large
systems to short computations of randomized algorithms is often paid for by the risk of
computing a wrong, respectively erroneous outcome, what is also undesired. Fortunately,
for all our strategies, we can show that, besides being redundant, they appropriately satisfy
the desired fairness condition, and the deviation of the disk loads resulting from the ran-
domized allocation compared to an optimal data layout is considerably small, with high
probability. Note that, when using a randomized placement, the higher the concentration
of the load of some disk around the expected value (which equals the load assigned to
the disks by an optimal algorithm) the more evenly the data layout becomes. Again, this
basic feature prepares the ground for efficient parallel access to the data stored on slow
mechanical based devices because by storing the data in a randomized fashion among
all accessible disks, all I/O requests are also fragmented and evenly distributed over the
storage network.

Furthermore, unlike any deterministic approach, randomization offers high potential
to scalability (see e.g. [JK77, KLMadH96, BMadHS97, Sch01]) which has become an
important property of modern SANs over the last decade to efficiently face the increasing
system sizes and huge amounts of stored data making any downtime or interruption of
service intolerable, and therefore crucial for a company. Hence, to keep the system at high
operation, the costs for restoring an efficient data layout after any change in the set of disks
should be minimized. To guarantee this, a data placement scheme should be adaptive, that
is, in case of changes, it should guarantee to redistribute only a minimum amount of data
while after redistribution, a fair data layout should again be achieved. This task is already
of great challenge in a non-fault-tolerant and homogeneous setting considering uniform
capacities only, but in a heterogeneous environment, this challenge further increases, and
finally, if redundancy must furthermore be taken into account, this task turns to be pretty
hard. Nevertheless, depending on the inherent properties of randomization, this demand
can be tackled more conveniently by a randomized strategy. A good introduction to the
design and analysis of a broad bouquet of randomized algorithms is given in [MR95,
HZ05]. Furthermore, Scheideler [Sch00] presents several probability methods that can
be used efficiently for different types of problems, like e.g. routing in networks, job
scheduling, coloring hypergraphs and data distribution processes.
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Outline of this Chapter

For what follows, we investigate and analyze novel randomized replication strategies un-
der fault-tolerance consideration, and the major problem on what we are interested in this
chapter is to always find a fair load balancing for storage networks that may consist of ar-
bitrary disk capacities. Obviously, this is a pretty challenging task because, compared to
usual randomized placement algorithms which allocate all data items independently from
each other, regarding the redundancy condition at any point in time induces dependen-
cies on the allocation of any two identical copies, thus, making the allocations no longer
independent from each other. For dynamic systems that are often allowed to undergo
changes in the number of connected devices caused by the addition or removal of accessi-
ble disks due to maintenance, capacity extensions or disk failures, this problem becomes
even harder.

Since companies run static as well as dynamic systems, we divide our observations into
two parts. At first, we consider static storage environments only, while the second part
also tolerates dynamic system behavior. This implies that, in the first part, we can restrict
our analysis on the data layout, i.e. on the load of the disks after allocation, whereas in
the second part, we also have to consider the replacement of data blocks in case of disk
additions or removals.

In more detail, for the static scenario, we analyze strategies that are closely related to
those applied for the classical resource allocation problem. In that problem, a system
is considered in which for each arriving data block a scheduling algorithm chooses the
location of the block on-line and uniformly at random from a fixed number of identical
resources (e.g. disks of same size). Since in this scenario, both the resources and the
data blocks are supposed to be uniform, and additionally, the blocks are considered to
be pairwise independent (i.e. no redundancy is assumed), near-optimal allocations can
be obtained by using algorithms which base on the widely known Balls-into-Bins model,
a simple model that has become very prominent in the load balancing community (see
e.g. [JK77, RS98, ABKU00, BCSV00, Sch00]). In short words, in a balls-into-bins
model, one sequentially allocates a set of m independent balls (representing tasks, jobs,
data blocks,...) at random to a set of n bins (servers, processors, disks, ...) such that
the maximum number of balls in any bin is minimized. In the recent years, many use-
ful and efficient results have been obtained by this simple scheme, most of which hold
with high probability1. However, unfortunately, nearly all of the known results only con-
sider uniform capacity distributions, and more important, none of the results covers the
redundancy condition we address in this work (we return to the balls-into-bins approach
in more detail in Section 3.4).

1 We denote an event A to occur with high probability (w.h.p.) if Pr [A]≥ 1−n−` for an arbitrarily chosen
constant `≥ 1.
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The dynamic scenario is significantly harder as to maintain fairness, any given change
in the capacities of the disks caused by disk additions or removals implies some redis-
tributions on the stored data blocks. Thus, to avoid any intermediate state in which at
least one of the given requirements is violated, the applied placement scheme is forced to
re-establish the fair and redundant data layout after any step in the redistribution phase.

3.1 Preliminary Section

Summarizing the descriptions in the previous section, we are interested in finding effi-
cient randomized algorithms for some sort of redundant resource allocation problem for
arbitrary capacities under either static or dynamic conditions. This section is dedicated
to give useful abstractions for addressing this problem in a theoretical manner. First, we
introduce a basic model of the considered storage networks and then define essential at-
tributes on which we concentrate in the subsequent sections to evaluate the resulting load
balancing after the random data allocation. That is, as we are mainly interested in the
layout quality of the allocations throughout the whole chapter, we solely focus on the
insertion of data blocks and omit the deletion of already stored blocks. In addition, we
only consider a finite number of data blocks to be allocated, thus, we restrict ourselves to
a finite allocation problem what is different to an infinite allocation model which is more
suitable for problems such as job allocation on processors or video-on-demand scenarios.
(Moreover, for the rest of this chapter, we use the terms bins, disks, nodes interchangeably,
and this also holds for balls, data blocks and data items.)

3.1.1 The Basic Model

First of all, for the following descriptions, we define the set [c] := {1, . . . ,c} for any c∈N.
Then, for all observed storage systems, we consider arbitrary but fixed numbers M,N ∈N
sufficiently large such that the set V = [N] denotes the address space of all possible disks
(bins, nodes), and U = [M] is the address space of all possible balls (data items) in the
system. Given these sets, we suppose that, at any time, m ≤ M is the number of balls
currently in the system, and n≤ N always denotes the current number of accessible disks.
Naturally, as storage networks consist of a collection of hard disks each covering of a
huge number of data blocks, we assume m� n, and since our distribution schemes pay
no attention to the content of any given data block, this also implies to consider the balls
as uniform, that is, their weights are normalized, i.e. each ball j ∈U has weight w j = 1.
Furthermore, due to redundancy requirements, let each data item be represented in the
system by r ∈ [n] identical copies, with r called the replication parameter (for a non-
redundant system, we set r = 1). Since we assume r to be fixed for all data items and we
always consider m≤M balls currently in the system, let [k] be the set of original, pairwise
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distinct data items, for k = m
r ∈N. Generally, any given I/O operation on the data blocks

(i.e. read or write access) is referred to as data access or data request.
For a formal description of our storage network model, we refer to some definitions

from the thesis of Kay Salzwedel [Sal04].

Definition 3.1. (Storage Network) A storage network S(n,C[n]) is a collection of n≤ N
accessible disks [n] ⊆ V . Each disk i is characterized by a capacity Ci ∈N describing
the total number of (uniform) balls the disk can store. Let C[n] = (C1,C2, . . . ,Cn), and the
total capacity of S(n,C[n]) is Ctotal = ∑1≤i≤nCi.

A storage network S(n,C[n]) is called homogeneous (or uniform) if all disk have the
same capacity, that is, for any two disks 1≤ i, j ≤ n, it holds that Ci = C j. Otherwise, the
system is called heterogeneous (or non-uniform).

In Figure 3.1, we depict an arbitrary storage network consisting of a number n of disks
connected by some dedicated network. As further given in the picture, the disks may
feature different characteristics, like e.g. the capacity Ci or the bandwidth Bi stating the
average transfer time when accessing the disk by an I/O operation. For the purpose of il-
lustration, we will restrict ourselves to disk capacities only throughout this thesis because
disk utilization is more self-evident than throughput utilization.
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Figure 3.1: A storage network with non-uniform characteristics (capacity, bandwidth).

Since throughout this chapter, we consider random allocations on the disks of a storage
network, S(n,C[n]) is considered as the given sample space for allocation on which we
can model an appropriate probability distribution by the following shares of the disks.
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Definition 3.2. (Share) Given a storage network S(n,C[n]), the share of a disk i is defined
by its relative capacity

ci =
Ci

Ctotal
∈ [0,1].

Thus, ∑1≤i≤n ci = 1. In other words, the share of each disk currently in the system is a
normalized measure of the heterogeneity in a storage network. Moreover, given the share
tuple c̄ = (c1,c2, . . . ,cn) for the disks in S(n,C[n]), obviously, (S(n,C[n]), c̄) defines an
appropriate probability space for random allocation in which the sampling of the disks
is supposed to be done independently at random (at a first glance, the probability space
(S(n,C[n]), c̄) defines a base for our investigations).

Given the share tuple c̄ = (c1,c2, . . . ,cn), we can now define our random allocation
problem for a storage network S(n,C[n]).

Definition 3.3. (Redundant Allocation Problem) Let S(n,C[n]) be a storage network
with a set [n] of accessible disks and capacities given by the share tuple c̄ = (c1,c2, . . . ,cn).
Furthermore, consider a set [k]⊆U of data items and a replication parameter r ∈ [n] that
holds for every d ∈ [k].

Depending on r, let ( f1, f2, . . . , fr) be an r-tuple of allocation functions fi : [k]→ [n],
i ∈ [r], satisfying the following condition:

∀i, j ∈ [r], i , j,∀d ∈ [k] : fi(d) , f j(d).

As for each d ∈ [k], ( f1, f2, . . . , fr) generates an allocation tuple ( f1(d), f2(d), . . . , fr(d)),
we consider the set Mr

k = {( f1(d), f2(d), . . . , fr(d)) |d ∈ [k]} ⊆ [n]r of allocation tuples.
Then, let F = ( f1, f2, . . . , fr) be a redundant allocation function defined as

F : [k]→Mr
k, F(d) = ( f1(d), f2(d), . . . , fr(d)) ∀d ∈ [k].

Since |Mr
k| = k, we obtain a total of m = k · r different allocations (balls) in the system.

Then, S(n,C[n]), the share tuple c̄, and the random allocation function F define a redun-
dant allocation problem on the probability space (S(n,C[n]), c̄). The allocation problem
is finite as Mr

k is finite.

Again, since we always assume m ≤ M balls in the system, we fix m = k · r in the
following. Additionally, as considering the balls to be uniform, we introduce the load `i

of a given disk i as the number of data blocks allocated to it.
Now, given the definition of the redundant allocation problem, we can formulate a

suitable definition for a redundant data distribution strategy as we require in the following
descriptions.

Definition 3.4. (Redundant Data Distribution Strategy) A redundant data distribution
strategy for the redundant allocation problem defines a disjoint mapping F : [k]→Mr

k for
any number m≤Ctotal of blocks such that for each disk i the load `i ≤Ci.
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To address the fairness condition on the disks in S(n,C[n]) in a formal manner, we
apply a set of binomially distributed random variables X1,X2, . . . ,Xn such that for each
disk i ∈ [n], let Xi denote the load `i of disk i. Then, for a total of m data blocks in the
system and any given integer k ∈N, it holds: Pr[Xi = k] = bm,ci(k) :=

(m
k

)
ck

i (1− ci)m−k

and E[Xi] = m · ci is the expected value.
With this random variables, we are now able to measure the fairness property of the

defined redundant data placement scheme (sometimes also referred to as space balance)
(c.f. Section 1.2).

Definition 3.5. (Fairness) For a redundant allocation problem, let X1,X2, . . . ,Xn be bino-
mially distributed random variables such that Xi denotes the load of disk i ∈ [n]. Then, a
redundant data distribution strategy is fair if for all disks i ∈ [n]

`i = E[Xi] = r · k · ci.

Moreover, since we require that we come close to optimal, the fairness condition above is
called tight if the expected load of disk i is in range

`i = (1± ε) · r · k · ci

w.h.p., where ε > 0 can be made arbitrarily small.

Recall that the fairness property ensures the utilization of the storage network, and as
each disk’s charging level corresponds to its share, a tight fair data distribution enables
the system to get filled up almost completely.

Up to this point, the given definitions enable us to characterize a redundant allocation
only for a static storage network, that is, the configuration of the storage network does
not change over time; the only dynamic aspect that comes into play with respect to such
systems is given if the number m of blocks in the system changes.

However, this is not yet sufficient as we are further interested in an appropriate formula-
tion for a dynamic setting in which a given configuration of current disks may change due
to altering space requirements. Thus, in the following, we formalize the adaptivity condi-
tion for a redundant allocation strategy, that is, we enable a storage network to increase or
decrease in the number of disks. The major algorithmic challenge coming along with this
additional property is to ensure both the fairness and redundancy condition at any time.
A natural measure for the efficiency of a distribution strategy in terms of adaptivity is
the number of blocks that have to be redistributed to ensure the fairness property in case
of changes in the configuration. This measure determines how long the storage system
works in a degraded mode and in which performance losings must be considered. In the
following, we call operations that induce a replacement of blocks change operations.
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As usual, we apply competitive analysis (see Section 3.1.3.5 for details) which is a well-
known method to model and evaluate this dynamic process that we can also comprehend
as an online algorithm. In short words, competitive analysis compares an online algorithm
with an optimal offline strategy. In particular, for our considerations, we would require an
optimal algorithm to ensure fairness after each change operation ω in the system implying
that, for instance, if ω is triggered by the addition of a disk, any algorithm has to replace at
least cn+1 ·m blocks. We call an adaptive distribution strategy c-competitive if it requires
at most c times the number of replacements performed by the optimal offline algorithm
for any sequence of change operations. Now, we can formulate a useful definition for an
adaptive redundant data placement strategy as we consider in the following sections.

Definition 3.6. (Adaptive Redundant Data Distribution Strategy) Consider a storage
network S(n,C[n]) and any change operation ω . We call a redundant data distribution
strategy adaptive for S(n,C[n]) if it is able to restore the fairness and redundancy property
on S(n,C[n]) after any change in the number of current disks n induced by ω .

It is c-competitive if the number of blocks necessary to restore fairness is at most c
times the number of blocks an optimal strategy has to replace, on expectation.

Obviously, to appropriately model and analyze the dynamic case observed in Sec-
tion 3.5, we suppose an extended share tuple c̄ = (c1,c2, . . . ,cN) for N ≥ n and a given
storage network S(n,C[n]). Furthermore then, all disks i not currently in the network are
assigned are share ci = 0. Hence, we consider an increase in the number of disks up to an
upper bound N. Then, given two share tuples c̄ = (c1,c2, . . . ,cN) and c̄′ = (c′1,c

′
2, . . . ,c

′
N),

for any data distribution strategy to be adaptive, it must be able to handle any capacity
change from c̄ to c̄′. Certainly, it is easy to see that every storage strategy that wants to
preserve fairness has to replace at least a

∑
i:ci>c′i

(ci− c′i) =
1
2 ∑

i
|ci− c′i|

fraction of the data in the system.
Regarding all given definitions, we can, roughly speaking, formulate the redundant

allocation problem, on that we concentrate throughout this chapter as follows:
Is it always possible to find an efficient, fair, redundant (and perhaps) adaptive random
data distribution strategy for arbitrary capacities such that, at any time, best performance
provided by parallel access as well as fewest resource consumption can be guaranteed ?

Before, in the rest of this chapter, we concentrate on the description and analysis of our
novel data distribution strategies that address the given problem appropriately, either for
a static or dynamic setting, we first give some preliminaries in the next section which we
require for the modeling and the analysis of those allocation schemes.
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3.1.2 On the Practical Realization of the Allocation Function F

Obviously, finding a positive answer to the formulation of the redundant allocation prob-
lem can be directly translated into finding an appropriate redundant data distribution strat-
egy F = ( f1, f2, . . . , fr) for either a static or dynamic system. Thus, for the rest of this
chapter, we aim at finding a suitable translation of the theoretic definition given in the
previous section into some practical realizations of F for any given storage system that
can easily be implemented inside a respective application. In particular, this means that
such realization always has to ensure that

• any two functions fi, f j, i , j, in the r-tuple ( f1, f2, . . . , fr) allocate a given data
block d ∈ [k] on distinct bins `,o ∈ [n], ` , o,

• each of the functions fi in ( f1, f2, . . . , fr) is efficiently computable, and

• for a given number m≤Ctotal of blocks, ( f1, f2, . . . , fr) yields a fair data layout up
to some factor (1± ε) for each disk.

Clearly, by allocating data blocks in a given storage network S(n,C[n]), the function
F also implements the dictionary functions search, insert and delete for the data blocks
on S(n,C[n]) (again, we solely concentrate our analysis on the data layout only, that is,
we do never consider the deletion of blocks). With respect to a technical implementation
of F , at a first glance, it seems to be a good idea to realize the functions fi in F by r
different hash functions h1,h2, . . . ,hr because hash functions can be efficiently computed,
and more importantly, by using hash functions, the expected complexity of the dictionary
functions can be reduced to O(1) (in Section 3.1.2.1, we go into further details on hash
functions).

However, the proposed idea imposes some severe problems. First of all, the usage of
r independent hash functions cannot adequately ensure a perfectly disjoint allocation of
all identical copies, but what we strictly require, because all of them hash each data block
into the same range [n] of disks. Second, depending on r, the number of applied hash
functions may be too small to achieve fairness as defined in the previous section. At last,
all of those hash functions must be kept in memory, thus, if r is supposed to be large,
this implies a waste of memory, what is dismal. Hence, it is easy to see that, since all
our introduced strategies are randomized algorithms, this makes a separate allocation of
identical copies become a pretty hard challenge. Moreover importantly, the redundancy
property must always be ensured even in dynamic storage environments.

Therefore, as we show by the descriptions in this chapter, there is considerably more
work to do to realize F for a given storage environment. Recall that each function F has to
be chosen such that the elements from the set Mr

k are allocated to S(n,C[n]) in a way that,
on expectation, fairness can almost perfectly be achieved. Nevertheless, it is a good idea
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to consider hashing for allocation, and as we show in the following description, there are
useful universal hash functions, called k-universal hash functions for some parameter k,
that ensure a suitable distribution of the data blocks on the set of disks and which underly
all of the strategies introduced in this chapter.

We start our descriptions with introducing a basic design paradigm for randomized
online algorithms that is applied by the functions and strategies presented in the following.
After that, we briefly sketch universal hashing (because it belongs to folklore) before we
introduce k-universal hash functions. At last, we prove that for both static and dynamic
storage environments, O(logn)-universal hash functions are a good choice to obtain a
useful dispersal of blocks w.h.p.

Design Paradigm: Foiling the Adversary. To find a suitable realization for all ran-
dom allocation functions F in this chapter, we apply the well-known design paradigm
for randomized algorithms, the method of foiling the adversary, also called the method of
avoiding the worst-case problem instance (cf e.g. [HZ05]). The paradigm considers the
design of an algorithm as a game between two players: a designer who tries to design an
efficient algorithm for a given problem, and an adversary who for any designed algorithm
tries to construct an input on which the algorithm fares poorly, that is, the output is not
efficient or incorrect. Typically, in the analysis of deterministic algorithms, the adver-
sary argument establishes a lower bound on the worst-case complexity, and, in general,
only those algorithms that run efficiently on every given input are considered to be effi-
cient. As the designer has to present his algorithm at first in the game, the adversary has
some advantage since, knowing the algorithm, he can find a hard problem instance for
the algorithm. This situation can essentially change if the designer designs a randomized
algorithm A, that is, the adversary does not know which of the possible runs of the algo-
rithm A will be chosen at random. Therefore, the paradigm is very suitable for problems
for which

1. every deterministic algorithm (strategy) has some worst-case instances at which the
algorithm is not able to efficiently compute the correct (or optimal) output,

2. but there exists a class of deterministic algorithms such that, for every problem
instance, most algorithms of this class efficiently compute the correct result.

If (2.) holds, then for any given input instance, one can pick an algorithm from the class
at random and expect to get the correct result efficiently with reasonable probability. As
we will see, the following universal hashing approach describes a successful application
of this paradigm.
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3.1.2.1 Excursus: Universal Hashing

Hashing is a well-known method of dynamic data management. In particular, given a
data structure T = [N], called hash table, which consists of N ∈N addressable slots to
which direct access is provided2 as well as some data item addressed by its key k, hashing
efficiently performs the dictionary functions search(T,k), insert(T,k) and delete(T,k). The
key k is taken from a universe U of all possible keys that may be a finite subset of N,
or U =N. The major goal of hashing then is to perform the dictionary operations in
O(1) time, what is different to other dynamic data structures such as AVL-trees or B-trees
performing these operations in logarithmic time in the worst case.

We furthermore consider some certain application by which we are usually given a
finite input set S ⊆U of size M ≈ N, and the aim is to save S in T such that the directory
operations can be provided as efficient as possible on T . It is easy to see that, to achieve
the desired efficiency for the dictionary operations, the task now is to determine a mapping
h : U → T , called a hash function, on which we pose the following requirements:

• h can be efficiently computed,

• h maps every input set S ⊆U in a ’well-dispersed’ fashion to T in a way that, for
all i ∈ [N], the cardinality of the set T (i) = {d ∈ S |h(d) = i} is in O

(
|S|
|T |

)
.

Unfortunately, the main problem arising with respect to the mapping h is that we cannot
influence the choice of S as well as we do not have any preliminary information about
S; the set S is given completely by the application (user), thus, we are not able to predict
anything about it. Moreover, one can show that for every hash function h, there exist
"bad" sets S, all of whose elements are mapped by h to some slot i of T (for instance,
consider S to be a subset of the set Uh,i = {d ∈U |h(d) = i} (see [HZ05])). On the other
hand, for each given set S, there exist useful hash functions that appropriately distribute
the keys of S among the slots of T .

Summarizing this, we have an exemplary situation calling for applying the ’foiling
the adversary’ paradigm. For every choice of h, the adversary can construct arbitrarily
bad inputs S, but on the other hand, there are many hash functions that assure the best
possible distribution for most inputs S. Following the paradigm, the only possibility then
to distribute all (and also bad) input sets evenly among the slots of T is to choose a hash
function h uniformly at random from a suitable set H of hash functions. In other words,
unlike assuming the input set S being chosen uniformly at random from the universe U , we
rather suppose a class H of hash functions in which these functions are evenly distributed.
Obviously, for most input sets, on average, this sampling guarantees an even distribution
of the keys in T w.h.p. The considered ’suitable’ classes H are widely-known as universal
classes of hash functions which are defined as follows:
2 One is able to examine any slot of T in time O(1).
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Definition 3.7. (Universal Hash Functions): Let H be a finite set of hash functions from
U to T (|T |= N). The set H is called universal if for each pair of elements x,y∈U, x, y,

|{h ∈ H |h(x) = h(y)}| ≤ |H|
N

holds, i.e. at most every N-th hash function from H maps x and y to the same slot of T .

That is, for any fixed pair of keys x,y ∈U , x , y, it holds the following condition

PrH [h(x) = h(y)]≤ 1
N

. (3.1)

As a major result, it can be shown that for an arbitrary finite set S ⊆ U of keys and a
universal class H of hash functions from U to T , the expected number of keys in any slot
of T is smaller than 1+ |S|

|T | [HZ05]. (We skip going into further detail at this point because
universal hash function are subject to any basic course on algorithms and can furthermore
be found in e.g [HZ05, CLRS01].)

As we can see, the concept of universal hash functions provides a useful mechanism
to obtain an appropriate distribution of the data items among the storage devices. It only
remains to show that such classes exist at all, and if so, to find a universal class H of
hash functions that is suitable for our requirements. The first question can be answered
positively by the following lemma.

Lemma 3.8. Let U be a finite set. The class A = {g |g : U → T} of all functions from U
to T is universal.

We omit the proof here (but which can be found in e.g. [HZ05]). Now, we know that
classes of universal hash functions exist but, unfortunately, many of them suffer from
huge size. For instance, the number of all functions in A is3 N|U | what, obviously, makes
A impossible for real applications since

1. A is too large4 to be able to perform a random choice of an h from A efficiently, and

2. most functions from A can be viewed as random mappings in the sense5 that they do
not have any essential shorter description than their full table representation. Such
functions are not efficiently computable.

Instead, we would like to have a universal class H of hash functions such that

(i) H is small (at most polynomial in |U |), and

3 One has to assign one of the N values from T to each element of U .
4 Observe that U is already very large, thus, N|U | is usually substantially larger than the number of protons

in the known universe.
5 c.f. [Hro03].
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(ii) every hash function from H is efficiently computable.

The most prominent universal hash functions satisfying the formulated wishes are the
linear hash functions ha,b : U → T defined by

ha,b(x) = ((ax+b) mod p) mod |T |, a,b ∈U, p prime.

for every x ∈U . The corresponding universal class of hash functions is

H p
lin = {ha,b |a ∈ [p−1] and b ∈ {0,1, . . . , p−1}}

of size |H p
lin| = p · (p− 1). Unfortunately, as we can see from the definition of ha,b,

linear hash functions guarantee the desired properties only for any two elements x,y ∈U
(see [HZ05]). Instead, for our further analysis in this thesis, we require what we call
k-independence, that is, for any given set of k pairwise distinct keys from U , the hash
function guarantees that Condition 3.1 holds also (independently) for all k elements. This
demand is satisfied by the following k-universal hash functions (the following is taken
from [MadH06]; further references are [CW77, DKM+88]) (recall [M] and [N] to be the
address spaces of the balls and bins, respectively).

Definition 3.9. (k-Universal Hash Functions): Consider H ⊆ A = {g |g : [M]→ [N]},
k ∈N. H is a k-universal class of hash functions if, for all ` ≤ k, all pairwise distinct
x1, . . . ,x` ∈ [M] and all j1, . . . , j` ∈ [N], it holds that

Pr[h(xi) = ji, ∀i ∈ [`]]≤
(

2
N

)`

To simplify our further analysis, we weakened the given bound for the probability of
the random function h that, if considered to be an arbitrary random function from the set
A, would be

( 1
N

)`
. However, for our assumptions, h ∈H is sufficiently random, and if we

merely consider `≤ k input values, h nearly behaves like a real random function.
In what follows, we prove that some special classes of polynomials are universal hash

functions. Let M be an arbitrary but fixed prime. Then, we can define the following:

Definition 3.10. Suppose d ∈N. For a tuple ā = (ad, . . . ,a0) ∈ [M]d+1 of coefficients, let

hā(x) :=

((
d

∑
i=0

ai · xi

)
mod M

)
mod N, for x ∈ [M].

Furthermore, we define Hd
N := {hā : [M]→ [N] | ā ∈ [M]d+1}.

That is, the class Hd
N consists of all polynomials of degree-bound d taken from the

finite field ZN (for every prime p, there exists a finite field Zp with p elements (see e.g.
[HP03, Rom96]) whose images have finally to be mapped into the set [N].
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Theorem 3.11. The class Hd
N has the following properties:

1. each function hā ∈ Hd
N can be evaluated in time O(d), and

2. Hd
N is (d +1)-universal.

Proof. Case (1) is obvious.
Case (2): For the tuple ā ∈ [M]d+1 of coefficients, let fā : [M]→ [M] be the polynomial

fā(x) =

(
d

∑
i=0

ai · xi

)
mod M.

Since M is a prime, fā is a polynomial of degree-bound d over the field ZM, and as we
know, in a field, each polynomial of degree-bound d is uniquely determined by d + 1
distinct points x0, . . . ,xd .

Now, consider an arbitrary but fixed `, 1≤ `≤ d +1. Let x1, . . . ,x` ∈ [M] be ` pairwise
distinct input values for fā. Furthermore, let j1, . . . , j` ∈ [N] be possible output values
’modulo N’, and let

A` := {hā ∈ Hd
N |hā(xi) = ji, ∀i ∈ [`]}.

Then, it holds:

hā ∈ A`⇐⇒ hā = fā mod N, and fā(xi) ∈ { ji +α ·N |α ∈ [
⌈

M
N

⌉
]}︸                          ︷︷                          ︸

=:Bi

, ∀i ∈ [`]

Since the fā are polynomials of degree-bound d over a finite fieldZM, each polynomial is
uniquely determined by d +1 distinct values implying that the coefficients ā of fā are also
uniquely determined. Furthermore, since we already fixed ` points of each polynomial
in the beginning by choosing the ` point-values xi and ji, it remains to determine the
residual d− `+ 1 distinct values to determine the polynomial uniquely. Thus, for each
tuple (k1, . . . ,k`) ∈ B1× . . .×B` with fā(xi) = ki, we can still determine further [M]d−`+1

distinct values because the domain of fā is [M] and d−`+1 points are still left to choose.
From this, it follows that the number of hash functions that map to the chosen values ji

is

|A`|= |B0| · . . . · |Bd| · [M]d−`+1 ≤
⌈

M
N

⌉`

· [M]d−`+1.

Moreover, since |Hd
N | = Md+1 holds (because each tuple ā ∈ [M]d+1 defines a different

polynomial over the field ZM), if follows:

Pr[hā(xi) = ji, ∀i ∈ [`]] =
|A`|

Md+1 ≤
⌈M

N

⌉` · [M]d−`+1

Md+1 ≤
(

2
N

)`

.

Thus, the class Hd
N is (d +1)-universal.
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3.1.2.2 Analyzing the Distribution Quality of the Hash Functions

Given the above definition of k-universal hash functions, we can now analyze the distri-
bution quality of the hash functions that we apply for our strategies. In particular, for a
storage network S(n,C[n]) with arbitrary capacities, a set P ⊆ [M] of data blocks (note
that, for our analysis, we neglect redundancy, i.e. all data blocks are considered pairwise
distinct), and a hash function h chosen uniformly at random from an O(log n)-universal
class of hash functions H ⊆ A = {g |g : [P]→ [n]}, we can state the following theorem.

Theorem 3.12. Consider a storage network S(n,C[n]) with arbitrary capacities. Then,
for every set P of m≥ n data blocks, the hash function h provides an even distribution of
the blocks among the set [n] of bins, w.h.p

Proof. Before we start, we introduce the following well-known inequality for binomial
coefficients which we use for the analysis in Lemma 3.14.

Lemma 3.13. For k, ` ∈N, 0≤ `≤ k, it holds(
k
`

)
≤
(

k · e
`

)`

Proof.(
k
`

)
=

k · (k−1) · · ·(k− `+1)
`!

≤ k`

`!
=

k`

``
· `

`

`!
≤ k`

``
· e`, since e` =

∞

∑
i=0

`i

i!
≥ ``

`!
.

Now, for every relative capacity value ci ∈ [0,1] in S(n,C[n]), fix some arbitrary bin
i ∈ [n] of size ci and proceed as follows.

Assume the input set P to be of size m = αi · n log n for some appropriate constant
αi ∈N≥1 such that P can be partitioned into equal sized batches P = {B1,B2, . . . ,Bαi}.
To determine αi, let |Bk|= c̃·log n

ci
for all k ∈ [αi] where c̃ is some constant which is chosen

such that c̃
ci

= n and that can easily be determined if we assume ci = 1
n for a uniform

network, and for non-uniform capacities, we consider ci = c′ · 1n for an appropriate constant
c′ ≥ 0.

Now, consider each batch Bk to be allocated independently to the n bins by applying
the hash function h. Then, we can state the following lemma concerning the distribution
of the elements of Bk.

Lemma 3.14. Let S⊆ Bk. Then, for the load `i of some bin i ∈ [n], the following holds

1. Pr[`i ≥ c · log n]≤
(2e

c

)c·log n
for an appropriate constant c
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2. For all bins i ∈ [n] of size ci, it holds: Pr[maxi{`i} ≥ c · log n] ≤
(1

n

)`
for some

arbitrary constant ` ∈N≥1 and an appropriate constant c

3. For all bins i ∈ [n] of size ci, it holds: E[maxi{`i}] ∈ O(log n)

Proof. Case (1)

Pr[`i ≥ c · log n] = Pr[∃A⊆ S, |A|= c · log n, ∀d ∈ A : h(d) = i]

= Pr

 ⋃
A⊆S

|A|=c·log n

h(d) = i ∀d ∈ A


(∗)
≤ ∑

A⊆S
|A|=c·log n

Pr[h(d) = i ∀d ∈ A]

(∗∗)
≤

(
n log n
c · log n

)
·
(

2
n

)c·log n

(∗∗∗)
≤

(
n log n · e
c · log n

)
·
(

2
n

)c·log n

=
(

2e
c

)c·log n

.

The estimate (∗) holds by Boole’s inequality (see Section 3.1.3.1), (∗∗) holds since H is
an O(log n)-universal class of hash functions, and (∗∗∗) holds according to Lemma 3.13.

Case (2)
Now, we show that for all bins i ∈ [n] of size ci, the result from Case (1) holds w.h.p.

That is, instead of focusing on a single bin only, we now consider all bins of size ci and
show that there is no bin having a higher load w.h.p. We denote by maxi{`i} the maximum
load of the bins we concentrate on. Furthermore, let Ai denote the event that the load of
any bin i is `i ≥ c · log n. Then,

Pr[max
i
{`i} ≥ c · log n] = Pr[∃i ∈ [n] : `i ≥ c · log n]

= Pr[A1∪A2∪ . . .∪An]

(∗)
≤

n

∑
i=1

Pr[Ai] = n ·
(

2e
c

)c·log n

.

Again, estimate (∗) holds by Boole’s inequality. Now, let c = 4e. Then, we obtain the
following.

n ·
(

2e
c

)c·log n

≤ n ·
(

1
2

)c·log n

= n ·
(

1
n

)c

≤
(

1
n

)`

for all `≤ c−1.



3.1.3 Further Preliminaries 39

Case (3)
Given the results above, we can now determine the expected maximum load of the bins

i ∈ [n] of size ci.

E[maxi{`i}] ≤ Pr[max
i
{`i}< c · log n] · c · log n+Pr[max

i
{`i} ≥ c · log n] ·n log n

≤
(

1− 1
n`

)
· c · log n+

n log n
n`

≤ c · log n+
n log n

n`
≤ (c+1) · log n ∈ O(log n).

Since the results from Lemma 3.14 hold for any partition P = αi · n log n for some
constant αi that is determined by some capacity ci, the theorem follows.

3.1.3 Further Preliminaries

In the following, we sketch some useful mathematical tools taken from probability theory
and combinatorial optimization which help to estimate appropriate bounds on the devia-
tion of any disk’s load from its expectation.

3.1.3.1 Some Facts from Probability Theory

For our analysis, we use basic results and definitions from fundamental probability theory,
like e.g. conditional probability, random variables or expectation. In the following, we
introduce some tools which are useful for the analysis of our strategies.

Deviation Bounds. To bound the deviation of the load on a given disk from its expecta-
tion, we apply the following version of the prominent Chernoff Bounds found in [HR90]
that give the tail estimates based on expectation for sums of independent binary random
variables (we omit the proofs here that are given in detail in e.g. in [MR95]).

Lemma 3.15. (Chernoff Bound) Consider any set of n independent binary random vari-
ables X1, . . . ,Xn. Let X = ∑

n
i=1 Xi and µ = E[X ]. Then, it holds for all δ ≥ 0 that

Pr[X ≥ (1+δ )µ]≤ e-min[δ 2,δ ]·µ3

and for all 0≤ δ ≤ 1 that

Pr[X ≤ (1−δ )µ]≤ e-δ 2·µ2 .
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An Independent Bounded Difference Inequality. The following theorem presents tail
estimates that are based on bounds on the difference of functions over independent ran-
dom variables. The given results can be found in [McD89, Sch00, Ros06].

Theorem 3.16. Let X = (X1, . . . ,Xn) be a vector of independent random variables with
Xi taking values in a set Ai for each i. Suppose that the real-valued function f defined on
A1× . . .×An satisfies

| f (x)− f (x′)| ≤ ci

whenever the vectors x and x′ differ only in the ith coordinate. Let µ be the expected value
of f (x). Then, for any d ≥ 0,

Pr[ f (X)−µ ≥ d]≤ e−2d2/∑
n
i=1 c2

i

and

Pr[ f (X)−µ ≤−d]≤ e−2d2/∑
n
i=1 c2

i

The Inclusion-Exclusion-Principle on Events. Consider any arbitrary collection of n
sets A1, . . . ,An. Then, the inclusion-exclusion principle is given as∣∣∣∣∣ n⋃

i=1

Ai

∣∣∣∣∣= n

∑
k=1

(−1)k+1
∑

i1<i2<...<ik

∣∣∣∣∣ k⋂
j=1

Ai j

∣∣∣∣∣ .
If then A1, . . . ,An is considered as a collection of events, the inclusion-exclusion principle
implies

Pr

[
n⋃

i=1

Ai

]
=

n

∑
k=1

(−1)k+1
∑

i1<i2<...<ik

[
k⋂

j=1

Ai j

]
. (3.2)

In cases where it is too difficult to evaluate Equation 3.2 exactly, one can use Boole’s
inequalities to find suitable approximations:

Pr

[
n⋃

i=1

Ai

]
≤

n

∑
i=1

Pr[Ai]

and

Pr

[
n⋃

i=1

Ai

]
≥

n

∑
i=1

Pr[Ai] − ∑
1≤i< j≤n

Pr[Ai∩A j].
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3.1.3.2 Some Basics from Linear Programming and Farkas’ Lemma

Linear programming involves the optimization of a linear function under linear inequality
constraints. Since linear programming covers a wide field in mathematics, here, we give
only some brief definitions which are useful for the understanding of Farkas’ Lemma
[Roc70, p.200] (for more details on linear programming, see e.g. [PS98, Ros00])

Definition 3.17. (Basics Facts:) A linear programming (LP) problem is an optimization
problem that can be written

maximize: cx
subject to: Ax≥ b

(3.3)

where A = (ai j)i=1,...,q, j=1,...,n is a given q× n matrix, c ∈ Rn is a given row vector of
length n, and b ∈ Rq is a given column vector of length q (note that in (3.3), the ’≥’-
relation is defined on vectors, i.e. for each component in the vectors). Each of the q
inequalities in Ax ≥ b is a constraint, and the decision variables of the Problem 3.3 are
represented by the column vector x of length n.

A feasible solution is a vector x satisfying Ax ≥ b. The feasible region is the subset
of all feasible solutions in Rn. If no feasible solution exists (so that the feasible region is
empty), the LP problem is infeasible; otherwise it is feasible.

For a feasible solution x, the function z = cx is the objective function and cx the ob-
jective value of x. If the feasible solution is also the maximum, the feasible solution x∗ is
an optimal solution. If the optimal value can be made arbitrarily large over the feasible
region, the LP problem is unbounded. Otherwise it is bounded.

Since every LP problem, referred to as a primal problem, can be converted into a
dual problem providing an upper bound to the optimal value of the primal problem, and
additionally, every feasible solution for an LP gives a bound on the optimal value of the
objective function of its dual. The weak duality theorem states that the objective function
value of the dual at any feasible solution is always greater than or equal to the objective
function value of the primal at any feasible solution. The strong duality theorem states
that if the primal has an optimal solution, x∗, then the dual also has an optimal solution,
y∗, such that cT x∗ = bT y∗.

The duality theorems given above base on the following Farkas’ Lemma which is an
example of a theorem of the alternative; a theorem stating that of two systems, one or
the other has a solution, but not both. Thus, it can be applied to show the existence (and
uniqueness) of solutions to linear models and stationary distributions in finite Markov
chains.
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Lemma 3.18. (Farkas’ Lemma) Let A be a real-valued q× n matrix and x and b are
vectors. Then, the system:

Ax = b, x ≥ 0

has no solution if and only if the system

AT y ≥ 0, bT y < 0

has a solution, where y is a vector of length q.

3.1.3.3 Hypergraphs

The analysis in the next section depends on structures described by hypergraphs for which
we give the major properties we require by the following definition.

Definition 3.19. (Hypergraphs) Let V be a finite set of nodes. Further, let E ⊆
⋃

i≥2V i

be a finite subset of the set of tuples over V . The set E is called the set of edges. An
element e = (v1, . . . ,v j) ∈ E is said to be self-loop-free if vi , vi′ for all 1≤ i≤ i′ ≤ j. If
all elements are self-loop-free, the pair G = (V,E) is called a hypergraph. A hypergraph
G = (v,E) is d-uniform if E ⊆V d . An edge e ∈ E has size d if e ∈V d .

Let e = (v1, . . . ,v j) ∈ E be an edge of a hypergraph G and let v ∈ V be a node of G.
The node v is said to be incident to e if there is an 1 ≤ i ≤ j with vi = v. An edge e is
incident to a node v if v is incident to e. If a node v is incident to a number i of edges, the
node v has degree i (deg(v) = i). If v , v′ are nodes incident to the same edge e ∈ E, the
nodes v and v′ are said to be adjacent.

For j ≥ 1, a sequence of nodes v1, . . . ,v j is called a path connecting v1 and v j if vi is
adjacent to vi+1 for each 1≤ i≤ j−1. The length of a path v1, . . . ,v j is j−1. Two nodes
v and w are said to have distance i (dist(v,w) = i) if the shortest path connecting v and
w has length i. If W ⊆ V is a subset of the nodes, the distance between a node v ∈ V
and W is defined by minw∈W dist(v,w). Two paths v1, . . . ,vi and w1, . . . ,w j are distinct if
{v1, . . . ,vi}∩{w1, . . . ,w j}= /0.

3.1.3.4 Multisets

The following definition of multisets is well-known from set theory.

Definition 3.20. A multiset M(E) is a pair (E,#E) where E is some underlying set and
#E : E→N0 is a function specifying the multiplicity of the elements in E. For each e∈ E,
let µE(e) := #E(e) denote its multiplicity. Thus, µE(e) = 0 for all e < E. Furthermore, the
cardinality of a multiset |M(E)|= ∑e∈E µE(e).

Subtraction on multisets is defined as M(E ′) = M(E)\ e, thus, µE ′(e) := µE(e)−1 if
µE(e) > 0 and µE ′(e) := µE(e) = 0 otherwise. The union of multisets is defined analo-
gously, i.e. µE ′(e) := µE(e)+1.
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3.1.3.5 Competitive Analysis

In part two of this chapter, we analyze the introduced strategies by applying competitive
analysis which is a well-known method of evaluating online algorithms (see [BEY98]).

With respect to our dynamic data placement strategies, we apply competitive analysis
to evaluate their adaptivity. That is, for any change operation ω , we compare the number
of (re)-placements of data blocks performed by the observed strategy with the number
of (re)-placements performed by an optimal strategy such that all required conditions are
satisfied. To formalize our intension, we introduce the following definition.

Definition 3.21. (Competitiveness) Let S(n,C[n]) be a storage network, and let k be the
identifier of some storage device. Then, let L = {insert(S(n,C[n]),k),delete(S(n,C[n]),k)}
be the set of operations on S(n,C[n]) that cause changes in the number of connected stor-
age devices. Furthermore, let A denote a dynamic data placement strategy on S(n,C[n]).

Then, for any operation ω ∈ L, the competitive ratio compA(ω) of A on ω is the number

compA(ω) = max

{
COpt(ω)
CA(ω)

,
CA(ω)

COpt(ω)

}
,

where COpt(ω) denotes the cost of an optimal algorithm for the instance ω , and CA(ω)
denotes the cost of the online strategy A.

Let c≥ 1. Then, the storage strategy A is called c-competitive concerning operation ω

if, on expectation, compA(ω)≤ c for all ω ∈ L.

Note that randomized algorithms must fulfill this bound with high probability, that is,
the number of redistributed data blocks implied by an operation ω should be at most
` · (c ·COpt(ω)) with probability at least 1−

(1
n

)`
.

3.2 The Redundant Allocation Problem

Given all the formal definitions and required mathematical tools, we can now refine the
redundant allocation problem with respect to a rather probabilistic based formulation.
In particular, the following central problem of allocation describes the major allocation
problem underlying the design and analysis of all schemes we discuss in this chapter. In
other words, all algorithms we introduce in the following, whether adaptive or not, basi-
cally aim at finding a suitable solution for this allocation problem.

Central Problem of Allocation: Given a redundant allocation problem for a given
storage network S(n,C[n]), find an appropriate probability distribution P on the set
[n] of disks in either a static or dynamic setting that satisfies the redundancy and
fairness conditions for any number m≤Ctotal of data blocks.
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Clearly, if we ignore redundancy, we can simply set P = c̄ because then, all blocks are
allocated independently at random according to P. For such settings, there exist numerous
strategies ensuring a fair allocation for static as well as for dynamic storage systems (note
that we omit dynamic systems in this section but return back to them in Section 3.5).
For a static setting, a fair data layout can easily be achieved by applying standard balls-
into-bins models. Again, given a storage network S(n,C[n]) and P = c̄, a balls-into-bins
allocation stores each data item (ball) d ∈ [k] independently at random to some bin i ∈ [n]
with probability ci. For non-uniform capacities, this yields a fair data layout up to some
factor (1± ε), whereas in a uniform setting, we can come close to optimal if one out of
d ≥ 2 choices for each allocation is allowed (we return to standard balls-into-bins games
a little more precisely in Section 3.3.2).

However, whenever regarding redundancy, the observed problem becomes more chal-
lenging because, as we know from the realization of the function F in Section 3.1.2, the
redundancy condition imposes high carefulness on the allocation functions, and more im-
portantly, for any r identical copies, r− 1 allocations are no longer independent. This
implies a process in which for each of the functions f1, f2, . . . , fr in F , respectively for a
given sequence of r identical copies, we always have to find a sequence P = (P1,P2, . . . ,Pr)
of probability distributions, where Pi is valid for all allocations via function fi only.

Therefore, in what follows in this section, we concentrate on the investigation of appro-
priate sequences P = (P1,P2, . . . ,Pr) subject to a fair data allocation. At first, we describe
a very intuitive balls-into-bins-like algorithm which aims at ensuring a redundant alloca-
tion on the share tuples of disks that remain valid in some particular allocation step (note
that for a data item d ∈ [k] and any step i ∈ [r], the random allocation of the i-th copy of d
to some disk corresponds to the allocation fi(d) of F).

Algorithm 1 Naive Balls-into-Bins Allocation
Require: Probability Space (S(n,C[n]), c̄), Set [k] of balls, r-tuple ( f1, f2, . . . , fr)
Ensure: Redundant Allocation of m = k · r replicated balls

1: for all d ∈ [k] do
2: To hold the r-th copy of d, choose disk fr(d) = ir ∈ [n] with probability cir
3: repeat
4: Set [n′]← ([n]\{ir}) {Reduce sample space by chosen disk ir}
5: Set r′← (r−1) {Reduce current number of copy}
6: for all i ∈ [n′] do
7: Set c′i← (Ci/∑ j∈[n′]C j) {(Re-)assign disk probabilities (relative capacities)}
8: To hold the r′-th copy of d, choose disk fr′(d) = ir′ ∈ [n′] with probability c′ir′
9: until (r′ = 0)

Obviously, this approach is quite self-evident for obtaining a fair allocation under re-
dundancy conditions because it is simple, features low complexity and is closely related to
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the well-analyzed standard balls-into-bins model for independent allocations. However,
as we show in the following, the given algorithm is only useful for uniform capacities
because for heterogeneous settings, a naive balls-into-bins scheme always induces an im-
balance on the data layout such that fairness can never be obtained. Since, generally,
balls-into-bins schemes feature high attraction to many designers of data placement algo-
rithms, it is worth investigating the occurring imbalance in more detail. We start by first
examining a homogeneous setting for Algorithm 1.

Theorem 3.22. Let S(n,C[n]) be a uniform storage network with relative capacities ci = 1
n

for all disks i ∈ [n]. Furthermore, let [k] be a set of data items and r ∈ [n] the replication
parameter for each d ∈ [k]. Then, for any number m ≤ Ctotal (m = k · r) of replicated
blocks, Algorithm 1 realizes a balanced (i.e. equal) load on the set [n] of disks.

Proof. In fact, this process can be seen as (the first r steps of) sampling a permutation
π : [n] → [n] uniformly at random: first choose π(1) ∈ [n] (with probability 1

n ), then
π(2) ∈ [n]′ = [n] \ {π(1)} and so on. Since for each i ∈ [r], π(i) is chosen uniformly
from [n] \ {π(1), . . . ,π(i− 1)}, that is, with probability 1

n−i+1 independent of the values
π(1), . . . ,π(i−1), induction on r shows that each r-tuple

(
π(1), . . . ,π(r)

)
of pairwise dis-

tinct numbers between 1 and n appears with equal probability n−r!
n! . Proceeding from an

r-tuple
(
π(1), . . . ,π(r)

)
to the r-element set {π(1), . . . ,π(r)} constitutes a mapping with

exactly r! fibers of equal probability n−r!
n! each: every r-element subset therefore arises

with probability 1/
(n

r

)
.

Observation 3.23. Given a uniform storage network S(n,C[n]), Theorem 3.22 constitutes
an efficient algorithm for sampling uniformly at random an r-element subset of the set [n]
of disks. For the subsequent descriptions, let us interpret Algorithm 1 differently: con-
sider the uniform sampling of a hyperedge E from the complete r-uniform

(n−1
r−1

)
-regular

hypergraph
([n]

r

)
:= {E ⊆ [n] | |E| = r}. Notice that this random hyperedge E contains

any fixed disk i ∈ [n] with probability pi = r
n (because we have n different elements, each

of which chosen with probability 1
n and r possible entries for each of the elements in [n]).

So far the homogeneous case. Now consider Algorithm 1 for the inhomogeneous case.
For this, in the following, we restrict ourselves to random processes which are online
and memory-less in the sense that they distribute (the r copies of) each given data block
independently from the previous ones. Thus, balanced load then means that the r disks
which are drawn for storing the copies of some current data block should be sampled from
the set [n] in a way such that disk i gets chosen with probability pi := ∑E∈([n]

r ):i∈E Pr[E],

proportional to its relative capacity ci = Ci/∑ j C j.
However, as the following example shows, this assignment (and thus Algorithm 1) fails

for non-uniform capacities.
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Example 3.24. For simplicity, in the following two examples, we consider the size of the
disks due to the normalized data items of size 1.

a) Consider the case n = 3, r = 2, and disks 1,2,3 with capacities C1 =C2 = 1, C3 = 2.

In order to fill these disks in a balanced way, disk 3 has to receive twice as many
copies as both disk 1 and 2. That is, to obtain fairness (and thus, full utilization),
disk tuples {1,3} and {2,3} must be chosen as where to place copies with proba-
bility 1

2 each; whereas tuple {1,2} must not occur. In contrast, Algorithm 1 chooses
disk 1 with probability c1 = 1

4 to hold the first copy; and then disk 2 with probability
c′2 = 1

3 yielding a positive chance for the tuple {1,2} to occur.

b) Even worse in case n = 3, r = 2, and C1 =C2 = 1, C3 = 3, there is no way to achieve
a balanced distribution at all, regardless of which algorithm one employs !

According to the given translation on hypergraphs, we can now refine our examinations
on finding a suitable probability distribution P for the disjoint storage of replicated balls.
We start with posing the following central question.

Question 3.25. Consider the replication parameter r and fixed integers p1, . . . , pn ∈ [0,1].

a) Does there exist a probability distribution P :
([n]

r

)
→ [0,1] such that6

∀i ∈ [n] : pi = ∑
E∈([n]

r ):i∈E

P(E) ? (3.4)

b) Is such a distribution uniquely determined by Equation 3.4 ?

c) How can one efficiently algorithmically determine this distribution P from the tuple
p̄ = (p1, . . . , pn) ?

d) How can one efficiently algorithmically sample E ∈
([n]

r

)
according to P for either

static or dynamic systems ?

For the rest of this chapter, we concentrate on answering the questions above. In partic-
ular, in the following section, we examine the properties of a possibly existing distribution
P in more detail. Section 3.5 then is dedicated to the latter two questions above.

3.3 Analysis of the Probability Distribution P

Based on the above observations, we now analyze the properties of P in terms of existence,
uniqueness, and of algorithmic tractability. Moreover, we show that using a balls-into-
bins scheme for allocation as realized by Algorithm 1 always yields an imbalance on the
resulting data layout whenever replicated balls are to be stored on heterogeneous disks.
6 To emphasize the probability distribution P, in this section, we use P(E) rather than Pr[E] to denote the

probability of some event E.
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3.3.1 Existence and Uniqueness

Regarding Question 3.25(a), a simple double-counting gives rise to the following neces-
sary (pre-)condition:

Lemma 3.26. Consider a storage network S(n,C[n]) and fixed replication parameter r.
Then, P :

([n]
r

)
→ [0,1] denotes a probability distribution on the set [n] of disks such that

pi := ∑E∈([n]
r ):i∈E P(E) satisfies ∑

n
i=1 pi = r.

Proof.
n

∑
i=1

pi = ∑
(i,E)∈[n]×([n]

r ):i∈E

P(E) = ∑
E∈([n]

r )
∑
i∈E

P(E)︸     ︷︷     ︸
=P(E)·|E|

= r · ∑
E∈([n]

r )
P(E) = r (3.5)

Note that subject to Definition 3.5, we require pi = r ·ci later for our allocations. Then,
to achieve a fair and redundant data distribution at all, Lemma 3.26 implies that for the
relative capacities ci of all disks i ∈ [n], it must hold that ci ≤ 1

r (c.f. Lemma 3.29).

3.3.1.1 Existence

Given the result from Lemma 3.26, we can now focus on the existence of the probability
distribution P regarding the above condition.

Theorem 3.27. Let p1, . . . , pn ∈ [0,1] such that ∑i pi = r. Then, there exists a probability
distribution P :

([n]
r

)
→ [0,1] with pi = ∑E∈([n]

r ):i∈E P(E) for each i ∈ [n].

Proof. Consider the incidence matrix A of the r-uniform
(n−1

r−1

)
-regular hypergraph

([n]
r

)
,

that is, A = (ai,E)(i,E)∈[n]×([n]
r )

where ai,E = 1 if i ∈ E and ai,E = 0 otherwise. We are thus
looking for a vector

x =
(
P(E)

)
E∈([n]

r )
∈ [0,∞)(

[n]
r ) s.t. A · x =

(
∑

E∈([n]
r ):i∈E

xE
)

i∈[n]
!= (pi)i∈[n] . (3.6)

Let AT denote the transposed matrix of A. Then, we can observe that for vector y ∈
Rn, AT · y is a vector of size

(n
r

)
with E-th component equal to ∑i∈E yi where E ∈

([n]
r

)
.

Now, AT · y ≥ 0 is infeasible for ∑i yi pi < 0 according to the claim below; hence by
Farkas’ Lemma ([Roc70]), we obtain that Equation 3.6 is feasible. Moreover, reading
Equation 3.5 reversely reveals such a solution x to satisfy ∑E∈([n]

r )
xE = 1, i.e. to yield a

probability distribution P.
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Lemma 3.28. Let y1,y2, . . . ,yn ∈ R and p1, . . . , pn ∈ [0,1] with ∑i pi = r ∈N. Suppose
that ∑i∈E yi ≥ 0 for each E ∈

([n]
r

)
. Then, it holds that ∑

n
i=1 yi pi ≥ 0.

Proof. W.l.o.g. let y1 ≤ y2 ≤ ·· · ≤ yn. Then, ∑
n
i=1 yi pi becomes minimal (subject to the

constraints 0≤ p1, . . . , pn≤ 1 and ∑i pi = r) for 1 = p1 = · · ·= pr and 0 = pr+1 = · · ·= pn.
But that minimum equals ∑i∈E yi ≥ 0 for E = {1, . . . ,r}.

So far, we have shown that there exists a probability distribution P as asked for in
Question 3.25(a). Now, we tackle on the uniqueness of such distribution, or in other
words, are there more than one possibilities to assign probabilities to the disks in the set
[n] in order to obtain the desired fair and redundant allocation ?

3.3.1.2 Uniqueness

Uniqueness of P would mean that p̄ = (p1, . . . , pn) determines P :
([n]

r

)
→ [0,1] subject to

Condition 3.4. However, this fails already in the uniform case on
([4]

2

)
, that is, with pi = 1

2
for all i ∈ [4]: In addition to the straight-forward solution P = 1

6 , also the following one is
easily verified to satisfy Equation 3.4.

P({1,2}) =1
6 −

1
11 , P({1,3}) =1

6 −
1
7 , P({1,4}) =1

6 + 1
11 + 1

7 ,

P({2,3}) =1
6 + 1

11 + 1
7 , P({2,4}) =1

6 −
1
7 , P({3,4}) =1

6 −
1

11 .

The given example proves that Equation 3.4 fails to uniquely determine a probability
distribution P for our redundant allocations. Thus, consequently, there is not only a single
chance to find the desired data layout.

In particular, the most intuitive way of determining a correct P obviously would be
to turn the proof of Theorem 3.27 into an algorithm as follows: given a set [n] of bins
with relative capacities c1,c2, . . . ,cn ∈ [0,1], we define pi := r · ci satisfying ∑i pi = r
(Lemma 3.26). Then, one could use his favorite linear optimizer to solve Equation 3.6.
Since linear programming is in the complexity class P (see e.g. [GLS93]), this yields a
valid probability distribution P :

([n]
r

)
→ [0,1] as desired using running time polynomial

in
([n]

r

)
= Θ

(n
r

)r.
However, merely storing P completely may already take exponential space (for in-

stance, for r = n
2 ). Thus, obviously, one would be better off just sampling some hyper-

graph edge E ∈
([n]

r

)
according to the distribution P as this can be performed without

actually calculating P entirely.
Therefore, with respect to the very efficient and successful allocations gained by stan-

dard balls-into-bins games for the non-redundant case, it seems reasonable to apply Algo-
rithm 1 also for redundant settings. Some further motivating fact is that in Theorem 3.22,
we already proved that for a uniform configuration with c1 = c2 = . . . = cn = 1

n , the de-
picted Algorithm 1 provides the desired data layout.
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3.3.2 On the Imbalance Induced by Balls-into-Bins Allocations

Before we start comparing the results and properties of Algorithm 1 with a standard balls-
into-bins model, we first give some brief overview about the most important results on
allocating data blocks by a balls-into-bins approach. Notice that since there are no useful
results considering redundant placement, we only refer to independent allocations.

3.3.2.1 Previous Results on Balls-into-Bins

In a standard balls-into-bins model, one sequentially allocates a set of m independent
balls at random to a set of n bins such that the maximum number of balls in any bin is
minimized. This paradigm has become very popular because it is simple, quite general,
and can be adopted for a variety of applications. To our knowledge, the first use was
given by Karp et al. [KLM92] who deal with PRAM simulations on Distributed Memory
Machines (DMMs). They realize the balls-into-bins paradigm by universal hash functions
that map the PRAM memory cells to the memory modules of the DMM in a way that an
even dispersal of the cells over the DMM modules can be obtained such that, for any
access request to some PRAM cell, an efficient response time can be ensured.

Depending on the number of used hash functions, the mapping of the cells to the mem-
ory modules is either realizing a so-called single-choice or multiple-choice approach.
The classical single-choice approach allocates each ball to a bin chosen independently
and uniformly at random. For m = n balls, the maximum load in any bin is Θ

(
logn

log log n

)
.

More generally, for m ≥ n log n balls, it is well-known that there exists a bin receiving
m
n +Θ

(√
m log n

n

)
balls (see e.g. [RS98]). This result holds not only on expectation but

with high probability. Let the maximum height above average denote the difference be-
tween the number of balls in the fullest bin and the average number of balls per bin. Then,

the maximum height above average of the single-choice approach is Θ

(√
m log n

n

)
, and it

is easy to see that the deviation between the randomized single-choice allocation and the
optimal allocation increases with the number of balls. Importantly, this cannot be done
better for this kind of game, i.e. for single-choice processes.

Nevertheless, the maximum load can be decreased dramatically by allowing every ball
to choose one out of d ≥ 2 bins independently and uniformly at random. The classical
results for this multiple-choice game are given by Azar et al. [ABKU00] who, following
the results from the PRAM simulations, introduced the Greedy[d] protocol for allocating
n balls to n bins. In each step, Greedy[d] chooses d ≥ 2 bins for each ball and allo-
cates the ball into a bin with minimum load. Then, it can be shown that the maximum
height above average obtained by Greedy[d] is only log log n

log d + Θ
(m

n

)
, w.h.p. which is an

exponential decrease compared to single-choice games. Moreover, Vöcking [Voe99] in-
troduced the Always-Go-Left protocol yielding a maximum height above average of only
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log log n
log d∗ +Θ

(m
n

)
with d∗ ≈ d log 2. Since all these results hold only for the case m≈ n, in

[BCSV00], the authors analyze Greedy[d] for the heavily loaded case, i.e. m� n (what
is, clearly, a more suitable investigation when considering the allocation of data blocks
to storage devices). They show that the maximum load is m

n + log log n
log d , w.h.p. This re-

sult yields a fundamental difference between the allocation obtained by multiple- and the
single-choice approach; while the single-choice allocation deviates more and more from
the optimal allocation with an increasing number of balls, the deviation gained by the
multiple-choice allocation is independent from the number of balls.

The above results show that with a multiple-choice allocation, on one hand, a near-
optimal load balancing can be obtained while, on the other hand, the analysis of these
allocations is challenging even for uniform capacities and pairwise independent balls.
With respect to heterogeneous bins, Wieder [Wie07] introduced the analysis of a multiple-
choice allocation obtaining a tight upper bound of m

n + log log n
log(1+ε) + O(1) w.h.p. using a

modification of the Greedy[d] algorithm called Greedy[U,1 + ε], where U denotes the
uniform probability distribution on n bins. Greedy[U,1 + ε] inserts m balls sequentially,
and in each round, the probability of a ball to be inserted into one of the i-th most heavy
bins is exactly ( i

n)1+ε . However, two main drawbacks come along with this approach.
First, Greedy[U,1+ ε] is not of practical usage, and second, the analysis is derived from
allocations in peer-to-peer networks, that is, the author assumes homogeneous peers (all
of same size) to which an imbalanced probability distribution is wrongfully assigned (the
imbalance is caused by a previous allocation process, like e.g. CHORD [SMK+01a], such
that an appropriate uniform distribution on the peers is biased). Obviously, this scenario
does not reflect the assumptions and demands of the system we observe here.

3.3.2.2 Analysis of the Imbalance

In Lemma 3.22, we showed that symmetry considerations significantly simplified the
analysis of Algorithm 1 in a uniform system because in such settings, the dependencies
between any two choices of disks are always the same. This implies that every r-tuple(
π(1), . . . ,π(r)

)
was equally likely to be chosen for allocation, which in turn implies that

also all their r! fibers {π(1), . . . ,π(r)
}

have equal probability. In contrast, as we show in
this section, this behaves significantly different if any non-uniform capacity distribution
is considered. In particular, Theorem 3.30 shows that the referred algorithm, realizing the
redundant type of a standard balls-into-bins game, fails when being applied in heteroge-
neous storage environments for which an optimal disk utilization is required.

As usual, we consider a given storage network S(n,C[n]), and since all of our strategies
work on values defined by the share tuples c̄ for the disks [n], before we start, we first state
an important precondition on the capacity of each disk which is necessary for obtaining a
fair and redundant data layout at all.
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Lemma 3.29. A fair and redundant distribution is feasible if and only if ci ≤ 1
r for all

bins i ∈ [n].

Proof. Consider the random variables from Definition 3.5. Now, assume some bin j with
relative capacity c j > 1

r . Then, for the variable X j , it holds that E[X j] = r · k · c j > r · k · 1
r ,

thus, bin j contains at least two identical copies violating the redundancy condition.

However, even by supposing that all disks i have relative capacity ci ≤ 1
r , the following

theorem shows that Lemma 3.29 states only a necessary condition on the allocation.

Theorem 3.30. Consider a storage network S(n,C[n]) and a share tuple c̄ with ci ≤ 1
r for

all i ∈ [n]. If then there exists at least any two indices i, j ∈ [n] with ci , c j, Algorithm 1
never provides a fair allocation on the set [n] of disks.

Proof. Consider the share tuple c̄ = {c1,c2, . . . ,cn} and the replication parameter r. More-
over, for non-uniformity and w.l.o.g., we assume c1 < cn. Then, we start by defining the
values pi := r · ci, and since ∑

n
i=1 ci = 1, it holds that ∑

n
i=1 pi = r satisfying the necessary

conditions for balanced allocations in Lemma 3.26. For what follows, we further assume
w.l.o.g. that p1 ≤ p2 ≤ . . .≤ pn, and we define the following extracting function

Ξ := (ξ1,ξ2, . . . ,ξr) :
(

[n]
r

)
→ [n]r

covering r component functions ξ1,ξ2, . . . ,ξr with

ξi :
(

[n]
r

)
→ [n] s.t. the condition

r⋃
i=1

{ξi(E)}= E ∀E ∈
(

[n]
r

)
on the considered hypergraph which, given some edge E ∈

([n]
r

)
, extracts an r-tuple by the

component functions. More precisely, each function ξi extracts an element from E, and
according to its position i in Ξ, ξi thus determines the i-th element of the resulting r-tuple.
Moreover, as due to the referred condition all extracted integers are pairwise distinct, the
functions define an order on the elements in E.

Now, consider the symmetric group Sr on the set [r]. Then, for all permutations π ∈ Sr

and any edge E ∈
([n]

r

)
, we define

Ξπ(E) := (ξπ(1)(E),ξπ(2)(E), . . . ,ξπ(r)(E)).

W.l.o.g. let ξr(E) = n for some edge E ∈
([n]

r

)
: n ∈ E. Then, for the rest of this proof, we

aim at stating that
pn > ∑

E∈([n]
r ):n∈E

P(E) (3.7)

violating Theorem 3.27 and thus showing that fairness can not be achieved.
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Since we are focusing on a balls-into-bins game, for each r-tuple of identical copies, we
consider a sequential algorithm to place the r copies to the set [n] of disks. Thus, for any
r-tuple and any bin i ∈ [n], let Et

i denote the event that bin i is drawn for storing the t-th
copy, 1 ≤ t ≤ r. Moreover, according to the redundancy condition, only the first copy of
each tuple is allocated independently from any other placement. Hence, for redundantly
allocating any number ` ≤ r of identical copies to bins i1, i2, . . . , i`, let the conditional
probabilities qi1,i2,...,i` := Pr[E1

i1 ∩E2
i2 ∩ . . .∩E`

i`] be defined as

qi1,i2,...,i` := ci1 ·
ci2

1− ci1
· . . . ·

ci`
1− ci1− ci2 . . .− ci`−1

(3.8)

Now, consider the allocation of `+1 identical copies. Then, for the probability qi1,i2,...,i` ,
we can state the following lemma.

Lemma 3.31.
qi1,i2,...,i` = ∑

i`+1∈[n]
i`+1,i1,i2,...,i`

qi1,i2,...,i`,i`+1

Proof. Since ∑
n
i=1 ci = 1, we can state:

∑
i`+1∈[n]

i`+1,i1,i2,...,i`

qi1,i2,...,i`,i`+1

= ci1 ·
ci2

1− ci1
· . . . ·

ci`
1− ci1− ci2 . . .− ci`−1

·
∑ i`+1∈[n]

i`+1,i1,i2,...,i`

ci`+1

1− ci1− ci2− . . .− ci`−1− ci`

= ci1 ·
ci2

1− ci1
· . . . ·

ci`
1− ci1− ci2 . . .− ci`−1

·
1− ci1− ci2− . . .− ci`−1− ci`

1− ci1− ci2− . . .− ci`−1− ci`
= qi1,i2,...,i`

Now, returning to Inequality 3.7, we obtain

∑
E∈([n]

r ):n∈E

P(E) = ∑
E∈([n]

r ):n∈E
∑

π∈Sr

P[(ξπ(1)(E),ξπ(2)(E), . . . ,ξπ(r)(E))].

Due to Definition 3.8 above, let qπ(1),π(2),...,π(r)(E) := qξπ(1)(E),ξπ(2)(E),...,ξπ(r)(E). Then,

∑
E∈([n]

r ):n∈E
∑

π∈Sr

P[(ξπ(1)(E), . . . ,ξπ(r)(E))] = ∑
E∈([n]

r ):n∈E
∑

π∈Sr

qπ(1),...,π(r)(E)
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Now, for all E ∈
([n]

r

)
: n ∈ E and indices i ∈ [r], let us consider the cases with bin n at

position ξπ(i). Then,

∑
E∈([n]

r ):n∈E
∑

π∈Sr

qπ(1),...,π(r)(E)

= ∑
E∈([n]

r ):n∈E

 ∑
π∈Sr

ξ
π(1)(E)=n

qπ(1),π(2),...,π(r)(E)+ . . .+ ∑
π∈Sr

ξ
π(r)(E)=n

qπ(1),π(2),...,π(r)(E)


= ∑

E∈([n]
r ):n∈E

∑
π∈Sr

ξ
π(1)(E)=n

qπ(1),π(2),...,π(r)(E)+ . . .+ ∑
E∈([n]

r ):n∈E
∑

π∈Sr
ξ
π(r)(E)=n

qπ(1),π(2),...,π(r)(E)

Before we continue our descriptions, we first take a closer look at the summands given
in the above summation. In particular, for some index k, 1≤ k ≤ r, let us fix the case for
which ξπ(k) = n. Additionally, for the sake of convenience, we define the following sets
of tuples of indices

Iu
` := {(i`, i`+1, . . . , iu) ∈ [n]u−`+1 | ia , ib;∀ l ≤ a,b≤ u : a , b} (3.9)

Then,

∑
E∈([n]

r ):n∈E
∑

π∈Sr
ξ
π(k)(E)=n

qπ(1),π(2),...,π(r)(E)

= ∑
(i1,i2,...,ir)∈Ir

1
ik=n

qi1,i2,...,ir

= ∑
(i1,i2,...,ik−1)∈Ik−1

1

∑
(ik+1,...,ir)∈Ir

k+1

qi1,i2,...,ik−1,n,ik+1,...,ir

= ∑
(i1,i2,...,ik−1)∈Ik−1

1

qi1,i2,...,ik−1,n

which follows from Lemma 3.31 by induction. More precisely, since we concentrate on
the allocation on bin n, we can simply ignore the last r− k steps of the r-fold placement.

Now, we continue our description by using the last result. Thus, in total, we obtain

∑
E∈([n]

r ):n∈E

P(E) = qn︸︷︷︸
=:q1

n

+ ∑
1≤i1<n

qi1,n︸        ︷︷        ︸
=:q2

n

+ ∑
1≤i1,i2<n

i1,i2

qi1,i2,n

︸            ︷︷            ︸
=:q3

n

+ . . .+ ∑
(i1,i2,...,ir−1)∈Ir−1

1

qi1,i2,...,ir−1,n︸                             ︷︷                             ︸
=:qr

n

with qi
n denoting the probability of bin n to be drawn in the i-th sequential step of Algo-

rithm 1 (recall that the algorithm samples an r-tuple from the set [n]). By the following
lemma, we show the imbalance occurring with these probabilities.
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Lemma 3.32. For any step t ≥ 2 of a given r-tuple, it holds that qt
n < cn.

Proof. The proof follows by induction. For the basis, we consider t = 2. Then, according
to Definition 3.8 of conditional probabilities, for arbitrary bins i1, i2 ∈ [n], i1 , i2, the
probability Pr[E1

i1 ∩E2
i2] to receive a copy each is qi1,i2 = ci2 ·

ci1
1−ci1

. Thus,

q2
n =

n−1

∑
i1=1

qi1,n = cn ·
n−1

∑
i1=1

ci1
1− ci1

.

From this, it follows:

q2
n = cn ·

n−1

∑
i1=1

ci1
1− ci1

(c1<cn)
< cn ·

n−1

∑
i1=1

ci1
1− cn

= cn ·
∑

n−1
i1=1 ci1

1− cn
= cn ·

1− cn

1− cn
(3.10)

that is, q2
n < cn (analogues, one could show: q2

1 > c1).
Now, let t > 2. Then again, consider arbitrary bins i1, i2, . . . , it ∈ [n], ia , ib ∀a , b ∈ [t],

a , b, such that we calculate Pr[E1
i1 ∩E2

i2 ∩ . . .∩Et
it ] as

qi1,i2,...,it = cit ·
t−1

∏
`=1

ci`

1−
(
∑

`
m=1 cim

) .
Since this term calculates the probability only for a fixed set of chosen bins, we continue
with calculating the absolute probability qt

n of bin n to be drawn in the t-th step which
considers all possible combinations of bins to be drawn for allocation in the t−1 previous
steps. For our description, we again refer to the index sets Iu

` as defined in (3.9). Then,
we obtain

qt
n = ∑

(i1,...,it−1,n)∈It
1

qi1,...,it−1,n = cn · ∑
(i1,...,it−1,n)∈It

1

t−1

∏
`=1

ci`

1−
(
∑

`
m=1 cim

)
= cn · ∑

(i1,...,it−2,n)∈It−1
1

∑
1≤it−1≤n

it−1,i1,...,it−2,n

t−1

∏
`=1

ci`

1−
(
∑

`
m=1 cim

)
We can now factor out the first t−2 factors because these factors and the indices i1, . . . , it−2

do not depend on the index it−1. For convenience, we shorten the description by defining

F( js) :=
s

∏
`=1

ci`

1−
(
∑

`
m=1 cim

) .
Then, we obtain

qt
n = cn · ∑

(i1,...,it−2,n)∈It−1
1

F(it−2) · ∑
1≤it−1≤n

it−1,i1,...,it−2,n

cit−1

1− ci1− ci2− . . .− cit−1

(3.11)
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It now remains to find an appropriate estimate for the innermost sum because then, the
calculation can be reduced to the previous step of the induction. Since only the innermost
sum depends on index it−1, again, we substitute the capacity cit−1 in the denominator of
the innermost sum by cn yielding the following inequality:

qt
n = cn · ∑

(i1,...,it−2,n)∈It−1
1

F(it−2) · ∑
1≤it−1≤n

it−1,i1,...,it−2,n

cit−1

1− ci1− . . .− cit−2− cit−1

≤ cn · ∑
(i1,...,it−2,n)∈It−1

1

F(it−2) · ∑
1≤it−1≤n

it−1,i1,...,it−2,n

cit−1

1− ci1− . . .− cit−2− cn

= cn · ∑
(i1,...,it−2,n)∈It−1

1

F(it−2) ·
∑ 1≤it−1≤n

it−1,i1,...,it−2,n
cit−1

1− ci1− . . .− cit−2− cn

= cn · ∑
(i1,...,it−2,n)∈It−1

1

F(it−2) ·
1− cn−

(
∑

t−2
l=1 cil

)
1− cn−

(
∑

t−2
l=1 cil

)
The reduction continues until reaching the induction base that contains a <-relation as
shown in Inequality 3.10, thus, we obtain qt

n < cn and the lemma follows.

Lemma 3.32 shows that for any step t ≥ 2 of allocation, qt
n < cn yielding the following

result:

∑
E∈([n]

r ):n∈E

P(E) = q1
n +q2

n + . . .+qr
n < r · cn = pn

satisfying Inequality 3.7 and thus, the theorem follows.

3.3.2.3 Determining Upper Bounds for the Imbalance

Since by Lemma 3.32, we know about the existence of the imbalance for any step 2≤ t ≤ r
if Algorithm 1 is used for allocation on non-uniform capacities, in this section, we are fur-
thermore interested in determining the size of the imbalance, i.e. its maximum deviation
from an optimal allocation. More precisely, to obtain an even data layout, Algorithm 1
usually supposes any bin i to be drawn with allocation probability ci in every allocation
step t. Unfortunately, as we have shown, the desired data layout can only be achieved if
solely uniform capacities are considered, otherwise, we obtain a biased data distribution.
In other words, in a uniform setting, the imbalance equals zero, whereas with non-uniform
capacities, there is a deviation from a fair layout (Theorem 3.30). Moreover, the more the
capacities of the bins deviate from being uniform the greater the imbalance. Therefore,
obviously, the imbalance directly depends on the underlying disk configuration.
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As the imbalance in the system is determined for each disk exclusively, we now cal-
culate the maximum deviation with respect to bin n that we assume to have maximum
capacity cn = 1

r . Clearly, this could be of practical interest for e.g. administrators who al-
ways aim at providing the best access performance of the administrated storage network,
even if the SAN consists of a mixture of heterogeneous capacities, like e.g. some 80 to
500 GByte disks combined with a number of 3 TByte RAID-systems. Then, condition to
a required total storage capacity and with knowledge about the sizes of the particularly
induced imbalances, the administrator can decide what combination of storage devices to
chose in order to ease the imbalance and thus, to increase system performance.

Since the deviation is determined according to a fixed capacity distribution for which
exact values are needed, for our calculations we first define some capacity range for the
disk capacities. Then, given this range, we can calculate the induced imbalance (for this,
recall Lemma 3.29 for denoting the maximum size of a disk).

Definition 3.33. Consider a storage network S(n,C[n]), a share tuple c̄ and a replica-
tion parameter r ≥ 2. Then, a capacity distribution c1, . . . ,cn is called γ-bounded if any
capacity ci in c̄ is taken from the range 1

γr ≤ ci ≤ 1
r for an arbitrary γ ∈Q>1.

Due the proof of Lemma 3.32, the task now is to determine a value for the <-relation
in each step t, as first shown in Inequality 3.10. Again, as different steps induce different
degrees of index dependencies, for different steps 2≤ t, t ′ ≤ r, t , t ′, we have to consider
different functions for our calculations. Obviously, since regarding a <-relation, the im-
balance occurring in any step t ≥ 2 becomes worst if the corresponding function reaches
its global minimum. Furthermore, since first, in a uniform setting, there is no imbalance,
and second, all bins i ∈ [n] are supposed to have capacity ci ≤ 1

r , we start our considera-
tions from the smallest setting of bins which is given by a set of r bins of capacity 1

r each.
Then, our analysis is as follows.

Again, we fix bin n of capacity cn = 1
r which, initially, holds for also for all other bins

and that we assume to remain unchanged for the whole process. Then, for each step
t ≥ 2, the task is to find the minimum over all possible γ-bounded capacity distributions
on the remaining bins. Clearly, as we fixed bin n, the total capacity that is provided by
any disk configuration consisting of r− 1 additional disks is always 1− 1

r . Moreover,
since the initial configuration is the only one to provide this total capacity by solely r
bins, any other capacity distribution force them to grow by number. We start with the
initial configuration consisting of bin n and r−1 additional bins, each having capacity 1

r .
Then, we determine the global minimum of any possible capacity distribution on these
r− 1 remaining bins. After that, we proceed with calculating the global minimum for
any capacity distribution on r bins (with 2 bins of size < 1

r ), and so forth, until finally,
we reach the maximum number of remaining bins, denoted by n−1 in the following, in
which all bins have capacity 1

γr .
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The Case t = 2

We start with stating the size of the imbalance for step t = 2. That is, we consider the
calculation for the probability q2

n as given in Lemma 3.32 for which we determine the
minimum over all γ-bounded capacity distributions on the set of remaining bins in the
system (recall that to ensuring the total capacity 1− 1

r by different distributions a variable
number of bins in different steps must be considered). More formally, we calculate

min
r−1≤`≤n−1

{
min

c1,...,c`

`

∑
i1=1

ci1
1− ci1

}
. (3.12)

Then, the following theorem shows that the imbalance becomes worst if the configuration
consists of n bins, that is, for n−1 bins the capacity is 1

γr .

Theorem 3.34. For all i ∈ [n], let ci ∈ [ 1
γr ,

1
r ], and fix cn = 1

r . Then, Equation 3.12 is

minimal if ` = n−1 and ci = 1
γr ∀i ∈ [n−1].

Proof. Due to step t = 2, we denote the innermost sum by X (2) := ∑
`
i1=1

ci1
1−ci1

. Further-

more, we consider the capacity c∗ := (1− 1
r )/` which defines an even distribution of the

total capacity 1− 1
r covered by the ` observed bins. It is easy to show that the innermost

term
ci1

1−ci1
corresponds to a convex and strictly monotonically increasing function on the

compact interval [ 1
γr ,

1
r ] implying that X (2) is also convex and strictly monotonically in-

creasing for each `, and moreover, this means that Equation 3.12 has a unique solution.
With this, we can state our assumption by using the following lemma to show that X (2) is
minimal if and only if all bins have size c∗.

Lemma 3.35. X (2) is minimal if and only if for all i, j ∈ [`], i , j, it holds that ci = c j.

Proof. The proof is straightforward. We assume that at least two indices i, j, i , j, exist
such that ci = c∗+ ε and c j = c∗− ε for an arbitrary ε ≥ 0. Then, we simply have to find
the minimal ε for

ci

1− ci
+

c j

1− c j
≥ 2c∗

1− c∗
.

For this, we define the following function due to ci and c j

f (ε) :=
c∗+ ε

1− c∗− ε
+

c∗− ε

1− c∗+ ε
,

and to find the minimum of f (ε), we have to look at the first and second order derivatives
f ′(ε) and f ′′(ε), respectively. With

f ′(ε) =
1

(1− c∗− ε)2 −
1

(1− c∗+ ε)2

we obtain f ′(ε) = 0 if and only if ε = 0. Furthermore, for ε = 0, f ′′(ε) > 0, and hence,
the lemma follows.
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The result from Lemma 3.35 implies that the minimum is obtained if X (2) = ∑
`
i1=1

c∗
1−c∗

which can then be transformed into the following term that we denote by Y :

Y :=
1− 1

`

1−
(

1− (1/r)
`

)
Since Y is monotonically decreasing in `, its minimum is given if ` = n−1 and hence, the
theorem follows.

So far, we showed that for step t = 2 the imbalance on the data distribution becomes
worst if there is at most one bin of maximum size 1

r and all remaining bins have smallest
size 1

γr . Thus, it remains to show the same for the subsequent steps.

The Case t > 2

According to the proof of Theorem 3.30, to calculate the allocation bias for any subse-
quent step t, 3 ≤ t ≤ r, we again consider the functions for the probability qt

n as follows
(for better description, we again use the sets It

1, as defined in (3.9)).

min
r−1≤`≤n−1


min

c1,...,c`
∑

(i1,...,it−1,n)∈It
1

(
t−1

∏
`=1

ci`

1−
(
∑

`
m=1 cim

))︸                                        ︷︷                                        ︸
=:X (t)


(3.13)

For this problem and any observed function, we again suppose the global minimum if
` = n− 1, that is, if n− 1 bins have minimum capacity 1

γr but this is only true if the
following conjecture holds (for which no proof is given so far).

Conjecture 3.36. For any step t ≥ 3, X (t) is a convex and strictly monotonically increas-
ing function on the compact interval [ 1

γr ,
1
r ].

Corollary 3.37. If and only if Conjecture 3.36 is true, the minimum for Equation 3.13 is
given if ` = n−1 and ci = 1

γr ∀i ∈ [n−1].

Theorem 3.38. Consider a storage network S(n,C[n]) with γ-bounded capacities for
some γ ∈ Q>1, a replication parameter r and a fixed capacity cn = 1

r . If Corollary 3.37
holds, then the maximum allocation imbalance for bin n in any step 2≤ t ≤ r is given by

qt
n =

1
r
·

t−1

∏
i=1

n− i
γr− i

if γ ∈Q>1,

and

qt
n =

1
r
·
[(

n−1
t−1

)
/

(
γr−1
t−1

)]
if (γr) ∈Z>1.
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Proof. The proof is given by induction on t. Particularly, we show for each t that qt
n < 1

r ,
and further, that for any step t > 2, qt

n = 1
r ·∏

t−1
i=1

n−i
γr−i < qt−1

n .
We start with t = 2. Furthermore, we assume n disks with cn = 1

r and c j = 1
γr for all

j ∈ [n−1]. Then, by replacing the values in Equation 3.10 (in proof of Lemma 3.32), the
first assumption holds since

q2
n =

1
r
·

n−1

∑
i1=1

1
γr

1− 1
γr

=
1
r
· n−1

γr−1

(γr>n)
<

1
r

which holds because as n is fixed, 1
γr < 1

n in the non-uniform case. To show this, recall
that 1

γr is the smallest capacity to be chosen for any bin. Then, condition to a fixed n,
a total capacity of at least n · 1

γr ≤ 1 is provided. If we now assume 1
γr ≥

1
n , it directly

follows that 1
γr = 1

n implying the uniform case what is a contradiction.

Now, consider t > 2 and assume for all previous steps t− j, j ≥ 1, that qt− j
n < 1

r holds.
Then, according to Equation 3.11 (in Lemma 3.32), we consider

qt
n = cn · ∑

(i1,..., jt−2,n)∈It−1
1

F(it−2) · ∑
1≤it−1≤n

it−1,i1,...,it−2,n

cit−1

1− ci1− ci2− . . .− cit−1

and as we suppose ci = 1
γr for all i , n, we can substitute as follows:

qt
n = cn · ∑

(i1,..., jt−2,n)∈It−1
1

F(it−2) ·
n−t+1

∑
j=1

1
γr

1− 1
γr
− 1

γr
− . . .− 1

γr︸                   ︷︷                   ︸
t−1 elements

= cn · ∑
(i1,..., jt−2,n)∈It−1

1

F(it−2) ·
n− t +1
γr− t +1

As qt−1
n = cn ·∑(i1,..., jt−2,n)∈It−1

1
F(it−2) < 1

r by assumption, the induction follows. More-

over, again, since γr > n, it follows that n−t+1
γr−t+1 < 1, and thus, qt

n < qt−1
n .

If γr ∈Z>1, the second result can simply be calculated as

qt
n =

1
r
· n−1

γr−1
· n−2

γr−2
· . . . · n− (t−1)

γr− (t−1)
=

1
r
·
(n−1

t−1

)(
γr−1
t−1

)
So far, we showed that if sampling some edge E ∈

([n]
r

)
according to the distribution P

by using a common balls-into-bins scheme (Algorithm 1), a redundant data layout com-
bined with an optimal utilization of the offered system capacity can never be achieved
for heterogeneous environments. However, in the following sections, we show that the
desired data distribution can be obtained by placing the data blocks somewhat more con-
trolled, and what holds for static as well as dynamic storage environments.
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3.4 COMB: An Allocation Strategy for Static Scenarios

Although we showed in the previous section that applying a standard balls-into-bins ap-
proach for redundant data allocating can achieve fairness only for homogeneous envi-
ronments, there are numerous results making such approaches very suitable for random
allocation because, as we briefly sketched in Section 3.3.2.1, the results are quite convinc-
ing to linger on them. Thus, we now show that introducing some slight modifications to
the data placement in Algorithm 1 suffices to obtain the desired data layout.

Before we start our description, we first briefly discuss some intuitive approaches for
introducing redundancy into the standard balls-into-bins scheme.

Naive Approaches.

1. Allocate all balls independently by some common balls-into-bins scheme but ignore
all trials in which the same bin is drawn for identical copies such that, finally, all
elements of some certain edge E ∈

([n]
r

)
are stored separately.

2. Since, according to Definition 3.5, fairness requires load `i = r · k · ci for all bins
i ∈ [n], one could try to partition the set [n] into r disjoint subsets of size 1

r each
and then allocate the elements of each edge E ∈

([n]
r

)
such that each partition gets

at most one copy.

We call these approaches naive because it is quite obvious that they do not provide
the desired result. In particular, if we consider non-uniform disk capacities for the first
approach, then, after allocating all balls to the disks, the valid trials (i.e. the ones that were
not ignored) again lead to a biased data placement according to the result of Theorem 3.30.
The second scheme also runs into problems because the mentioned approach corresponds
to the well-known PARTITION problem which is NP-complete.

Therefore, in this section, we introduce an efficient placement scheme that yields the
desired layout by just sampling a hypergraph edge E according to a given probability
distribution P. Particularly, for a storage network S(n,C[n]) and the following allocation
strategy, P is simply defined by the values of the corresponding share tuple c̄. With respect
to Lemma 3.26 and Theorem 3.27, this is feasible because we sample r-tuples and as we
define pi = r · ci ∈ [0,1] for each bin i and ∑

n
i=1 ci = 1, the necessary conditions to obtain

a fair distribution are satisfied (surely, provided that ci ≤ 1
r ).

The following algorithm is called COMB strategy, and it is closely related to a redun-
dant balls-into-bins model but differs due to the fact that only the first of r identical copies
is always allocated at random to the set [n] of bins, and all subsequent ones are placed de-
terministically on distinct bins. Moreover, we show first that the resulting load of any bin
corresponds to a standard single-choice balls-into-bins allocation, and second, that it is
highly concentrated around the expected value.
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In particular, consider a storage network S(n,C[n]) and a corresponding share tuple c̄
for the disks in the set [n]. Let the bins be numbered in a range from 1 to n and arranged in
a linear manner in the [0,1)-interval (that we consider as a ring) according to their shares
in c̄. That is, bin i is responsible for the half-open interval Ii = [αi,αi + ci) ⊆ [0,1) of
length ci starting at point αi = ∑

i−1
j=1 c j. Now, given a position x ∈ [0,1), let IC(x) ∈ [n]

denote the index of the interval Ii which x lies in. Then, the COMB strategy works as
follows.

Algorithm 2 The COMB Strategy
Require: Probability space (S(n,C[n]), c̄), Set [k] of balls, Replication parameter r
Ensure: A set Mr

k = {(I1
1 , I1

2 , . . . , I1
r ), . . . ,(Ik

1 , Ik
2 , . . . , Ik

r )} of r-tuples of indices of bins.
1: for all d ∈ [k] do
2: Place d uniformly at random at position x1 ∈ [0,1) yielding interval I1 = IC(x1)
3: Set i← 2
4: while i≤ r do
5: Allocate d to position xi = (x1 +(i−1) · 1

r ) yielding interval Ii = IC(xi)
6: Set i← (i+1)

The COMB strategy, which works on disk assignments into the [0,1)-interval, is graph-
ically illustrated in Figure 3.2 for a single 4-tuple. The first copy is allocated uniformly
at random to some point x1 ∈ [0,1), and all subsequent copies i ∈ {2,3,4} are determin-
istically placed to locations xi by a distance of (i− 1) · 1

4 from x1 in the unit ring. In the
following theorem, we show the correctness and layout quality of the COMB algorithm.

Theorem 3.39. For a static storage network S(n,C[n]) of arbitrary capacities, a set [k]
of distinct data blocks and r ≥ 2, the COMB strategy provides a fair and redundant dis-
tribution of m = k · r replicated balls on the set [n] of bins. Moreover, any bin i gets at
most

`i = ci · k · r +O(
√

ci · k · r · log n)

data blocks w.h.p. if
√

3 · ` · log n
ci·k·r < 1 for some constant ` > 0.

Proof. We prove the correctness of the COMB strategy in terms of redundancy and a
balanced data load.

Redundancy. As any bin i ∈ [n] is assigned a half-open interval Ii of size ci ≤ 1
r , and

furthermore, all copies of any data block d ∈ [k] are allocated by a distance of 1
r from each

other7, no half-open interval can simultaneously contain two different locations x j,x j+1

for any two identical copies. Thus, all copies d j, j ∈ [r], lie in different intervals, and from
this it follows that all values j1, j2, . . . , jr in the sampled r-tuple are pairwise distinct. If

7 More precisely, any distance in the interval [maxi{Ii}, 1
r ] is valid to achieve the desired data layout.
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Figure 3.2: The COMB strategy on the [0,1)-interval for n = 9 bins and r = 4.

then some function f : [n]r→
([n]

r

)
is applied that maps each sampled r-tuple to some edge

E ∈
([n]

r

)
, this yields the required r-element set.

Fairness. Given the set [k] and parameter r, we obtain k distinct r-tuples independently
sampled by the COMB strategy. As, for each such tuple, the first location x1 is chosen
uniformly at random in the [0,1)-ring, clearly, the probability for some interval Ii to be
chosen is Pr[IC(x1) = Ii] = ci. Moreover, if x1 is chosen uniformly random, then so is
x j = x1 + j−1

r for each j ∈ {2, . . . ,r}; therefore, regardless of the obvious correlation
between x1 and x j, and depending on the size c` for some interval I` to be chosen, it holds
that Pr[IC(x j) = I`)] = c` for all ` ∈ [n].

For the rest of this proof, consider an arbitrary but fixed bin i with allocation probability
ci. Furthermore, for an arbitrary r-tuple S, 1≤ S≤ k, let XS

i be the binary random variable
denoting the event that bin i is drawn by S, and let Xi = ∑S XS

i . Then, referring to Ques-
tion 3.25, it holds that Pr[XS

i = 1] = r · ci (= pi) which satisfies the necessary condition
in Lemma 3.26 for balanced allocations. Additionally, since each random variable Xi is
binomially distributed, its expected value E[Xi] = r · k · ci which, on expectation, ensures
a fair data layout according to Definition 3.5.

At last, it remains to show that any disk contains the expected number of blocks also
w.h.p. Since all r-tuples are mapped to the [0,1)-interval independently at random and the
XS

i ’s are binary random variables, we can apply the Chernoff bounds from Lemma 3.15
gaining the following upper bound on the load of bin i:

Pr[Xi ≥ (1+ ε) · ci · k · r]≤ e-min[δ 2,ε]·ci·k·r/3 (3.14)
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for every ε > 0.
To prove the bound on the concentration, we need to derive the particular ε for which

the probability drops below n−` (we exemplarily sketch the calculation for obtaining the
correct ε once in this thesis). Considering Equation 3.14, from the right hand side, we get
the following, assuming ε < 1,

e−ε2·ci·k·r/3 ≤ n−`

n` ≤ eε2·ci·k·r/3

Setting ε =
√

ε ′ · log n leads to

n` ≤ e
(√

ε ′·log n
)2
·ci·k·r/3

n` ≤ elog n·ε ′·ci·k·r/3

n` ≤ nε ′·ci·k·r/3

ε
′ ≥ 3 · `

ci · k · r
Substituting this in Inequality 3.14 concludes the proof.

The above result shows that for bin i with capacity ci the maximum deviation of the load
from its expected value is in O(

√
ci · k · r · log n). Recall that this directly corresponds to

the deviation of a standard single-choice balls-into-bins game (Section 3.3.2.1). Thus,
as the COMB strategy implements some sort of redundant single-choice balls-into-bins
approach, the achieved result is the best to obtain for a redundant single-choice process.
However, like in the standard (non-redundant) case, the deviation heavily depends on the
total number of balls allocated to the bins, that is, the more balls thrown the worse the
deviation. However, we leave a possible improvement of this drawback as the following

Open Problem: Is it possible to improve the presented single-choice deviation
bound by some multiple-choice allocation algorithm that allocates r identical
copies to one out of d ≥ 2 sampled r-tuples (that are determined by their first copy
allocations similar to the shown COMB strategy) ?

Furthermore, as a more essential drawback, the COMB strategy neither is nor can be
made adaptive. As we have shown, the allocation process works on an n-fold partitioning
of the [0,1)-interval into n intervals of lengths c1,c2, . . . ,cn, respectively. Since ∑i ci = 1,
it is easy to see that this scheme works efficiently for static environments only because
if the number of disks changes, the system obviously runs into fragmentation problems.
That is, whenever a new disk enters the system, this would affect the sizes of all intervals
(even if the disk has only small capacity) what in turn leads to a huge amount of re-
allocations and thus, to intolerable performance deficits over a certain time.

As a consequence, we address the problem of occurring dynamics in the storage net-
work in more detail in the following section.
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3.5 SPREAD: An Adaptive Allocation Scheme for
Dynamic Scenarios

We introduce an advanced data placement scheme called SPREAD [MS08] which, unlike
the former strategies, provides useful adaptivity properties to face dynamic changes in
scalable SANs, that is, it is capable of handling any occurring changes in the capacity dis-
tribution on the disks in the storage network that may be caused by faulty disks or growing
storage demands. More precisely, we present a redundant data placement algorithm that

• satisfies redundancy, fairness and adaptivity in a time- and space-efficient manner,

• is able to locate any stored data item efficiently (access time is at most logarithmic
in the system size),

• uses lookup functions whose space requirements only depend on the number of
disks in the system and not on the number of data items or capacity distribution,

• given a replication parameter r, may cope with a variable number rd of copies per
data item d as long as rd ≤ r.

In contrast to the algorithms described in the last two sections that primarily focused
on the obtained data layout without giving a practical notion of the allocation functions,
we now consider the practical realization of such functions as well as used data structures
and lookup-times for realizing the dictionary functions search(T,k) and insert(T,k) (c.f.
Section 3.1.2.1).

As we know, the most efficient approach to implement the dictionary functions is pro-
vided by hashing, where some given set P⊆U of data blocks with keys taken from a uni-
verse U of all possible keys is distributed sufficiently even over a set of disks in a storage
network by applying an appropriate hash function h (see Figure 3.3). More particularly,
for achieving an appropriate even allocation of data items to the disks, all strategies we
present in this section apply k-universal hash functions (recall from Section 3.1.2.2 that
k = O(log n) suffices for our demands). Again, the very advantage we gain by this way of
data placement is that allocations can be done with complexity O(1). However, as hash-
ing is usually utilized for static environments, and as we have further shown with Linear
Hashing in Section 2, a simple substitution of the hash functions in case of a scaling envi-
ronment is not sufficient for satisfying our demands. Thus, we are left with the following
question: How to design an adaptive hash function ?

Before we describe the SPREAD strategy in more detail, we first tackle this design
problem by briefly introducing the most important adaptive strategies that have been pub-
lished so far and discuss why it is so difficult to adapt these so that all conditions are met.
Furthermore, note that the adaptive schemes we introduce in the following differ from
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1 2 3 4

hash function h

Figure 3.3: Hashing

SPREAD with respect to the fact that none of them is designed to handle redundancy
either appropriately or at all, that is, they feature no or only less efficient fault-tolerant
mechanisms. Thus, we simply ignore the redundancy condition for a moment.

3.5.1 Previous Adaptive Strategies

If all storage devices have the same capacity, surely, we are not concerned with the het-
erogeneity issue such that any strategy has to assign each disk simply the same data load.
Thus, in a static environment, a standard balls-into-bins algorithm could easily provide
the desired fair distribution (and COMB if redundancy is demanded), but as we consider
dynamic scenarios, we are left with the difficulty of changes in the environment, that is,
the addition and removal of disks, respectively data items. Nevertheless, the usage of only
uniform capacities simplifies the allocation problem considerably.

Exemplary, we restrict our descriptions on two prominent schemes, called Consistent
Hashing and SHARE, which were the first approaches introduced to feature adaptivity for
uniform and also non-uniform capacity distributions.

3.5.1.1 Consistent Hashing for Uniform Capacities

Consistent Hashing, which is also called Nearest Neighbor Strategy, was published by
Karger et al.[KLL+97]. Initially, the scheme was part of a global distribution scheme for
web-based contents, and it has further been applied to Web caching in [KSB+99].

In its basic form, Consistent Hashing uses two hash functions, g : U → [0,1) for map-
ping the (pairwise independent) data items into the [0,1)-interval (which again is consid-
ered as a modulo 1 ring) and h :V→ [0,1) to map the nodes (resp. storage devices) into the
same [0,1)-ring. Then, each node v is responsible for the interval [h((v),h((w))⊆ [0,1),
with some node w being the direct successor of v in the mapping into the unit ring. Now,
given the two functions, every data item d ∈U is placed to position g(d) and furthermore
stored at the node v with h(v) being closest from above to g(d), that is, it is assigned to
the interval [h((v),h((w)) (in Figure 3.4, F2 marks such interval for v = 2).
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Figure 3.4: ConsistentHashing

In the basic case, if only one single function g is used for placing the nodes indepen-
dently and uniformly into the [0,1)-ring, this would lead to a biased data layout as stated
by the following lemma (the proof can be found in [MNR02]).

Lemma 3.40. If n nodes are allocated to the [0,1)-ring independently and uniform at
random, the length of the longest segment is w.h.p. Θ

(
log n

n

)
, and w.h.p. there is no

segment which is shorter than Θ

(
1
n2

)
.

Fortunately, this problem can be circumvented by using O(log n) differently labeled
copies for each node v, all of which are allocated to the [0,1)-interval. If then g and h
are O(log n)-universal hash functions, it is easy to show that, first, Consistent Hashing
yields an even distribution on the nodes, and second, the strategy is 2-competitive (see
e.g. [KLL+97, Sal04]). Moreover, also multiple copies for each data item d can easily
be stored in a redundant way while preserving fairness by the rule that r copies of d
are stored in the r nodes v with h(v) being among the r closest successors of g(d) in
[0,1). However, Consistent Hashing is no longer fair if applied to nodes of non-uniform
capacities. This can be repaired by cutting the nodes into pieces of uniform capacity, but
then the space for the hash table would depend on the differences in capacity and not
just the number of nodes, which causes maintenance problems. In particular, it would be
difficult to adapt this approach to changes in the minimum node capacity without inducing
high data replacements and an undesired storage overhead, respectively.

Another adaptive hash table method for uniform storage devices, called Cut-and-Paste
Strategy, has been presented in [BSS00, San01] for which it can be shown that, in contrast
to Consistent Hashing, it keeps the deviation from the desired number of balls in a bin
extremely small w.h.p. However, like Consistent Hashing, the Cut-and-Paste strategy is
also hard to extend to the non-uniform case.
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Figure 3.5: The SHARE Strategy

3.5.1.2 The SHARE Strategy for Non-Uniform Capacities

One of the first adaptive hash tables that can handle storage devices of arbitrary capacities
was introduced in [BSS02], called SHARE, and which works in two phases. At first, there
is a reduction phase implementing the conversion of the given non-uniform allocation
problem into several uniform ones. In the second phase, a uniform allocation strategy,
like e.g. Consistent Hashing, is then applied to each of these uniform problems to finally
assign the data items to the bins.

In more detail, given any data item b ∈U for allocation, like in Consistent Hashing,
the reduction phase of SHARE also applies two random hash functions, h : U → [0,1)
to map the data items, and g : V → [0,1) to map the nodes into the [0,1)-interval (which
again is considered as a modulo ring). Surely, both functions must ensure a sufficient
even distribution of the items which, as we know, can be obtained by using O(log n)-
universal hash functions for h and g. Then, unlike in Consistent Hashing, each node v∈V
is assigned a subinterval Iv in the [0,1)-ring whose starting point is g(v) ∈ [0,1) and that
has length s · cv, where cv denotes the relative capacity of the node v, and s = Θ(log n) is
a stretch factor that is needed to ensure a complete coverage of the [0,1)-interval by the
subintervals, what, furthermore, guarantees high probability on the allocation. That is,
any interval Ii that starts at some point g(i) ends at point (g(i)+ s · ci) mod 1.

Furthermore, as depicted in Figure 3.5, given the hashed node intervals, each start- or
endpoint of an interval marks the beginning or ending of some frame Fj. Since all such
frames are disjoint in the ring, each data item b that is hashed to some location h(b) is
thus exclusively assigned to exactly one frame. Moreover, as the borders of the frames are
defined by the start- or endpoints of the subintervals, each frame is completely covered
by a number of subintervals. At last, the chosen uniform placement strategy is applied
to any frame to select the target node out of the set of nodes assigned to each frame for
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data placement. Then, the SHARE scheme yields the desired fair distribution on an either
uniform or non-uniform as well as scalable storage environment w.h.p. and is (2 + ε)-
competitive, where ε can be made arbitrarily small.

Another approach that can also be found in [BSS02] and that is called SIEVE is orga-
nized as a multistage filter and overcomes some of the drawbacks inherent to SHARE,
especially, it does not rely on an extra placement strategy for uniform capacities. How-
ever, to provide a fair placement, the SIEVE algorithm maintains a logarithmic number
of random hash functions, one for each stage, and surely, keeping all these functions in
memory leads to an undesired space consumption.

Nevertheless, for any capacity distribution, SHARE and SIEVE are efficient, (2 + ε)-
adaptive and both yield a fair data dispersal within a (1± ε) factor, where ε > 0 can be
made arbitrarily small. Particularly, the bound on the adaptivity of SHARE and SIEVE
is based upon the following Fact 3.41. In more detail, for a hash table to be adaptive, it
has to be able to handle any capacity change from (c1, . . . ,cn) to (c′1, . . . ,c

′
n), and as we

already mentioned in Section 3.1.1, any adaptive storage strategy that wants to preserve
fairness has to replace at least a

∑
i:ci>c′i

(ci− c′i) =
1
2 ∑

i
|ci− c′i|

fraction of the data in the system, hence, the following fact holds.

Fact 3.41. If, for any change from (c1, . . . ,cn) to (c′1, . . . ,c
′
n), a storage strategy only

needs to replace a d ∑i |ci− c′i|-fraction of the data in the system, then it is 2d-adaptive
w.r.t. capacity changes.

Regarding fault-tolerance, obviously, the attempt to make SIEVE redundant is a hard
challenge (if possible at all) but introducing redundancy into SHARE in some rudimentary
way can be done as follows. If for some given stretch factor s = Θ(log n) the capacity
of every disk i ∈ [n] is bounded by ci ≤ 1

r·s , then one can assign the copies of any data
item d to positions h(d), h(d)+ 1

r , h(d)+ 2
r , . . . ,h(d)+ r−1

r in the [0,1)-ring (recall that
|Ii|= ci · s). However, in what follows in the next section, we aim at yielding redundancy,
fairness and adaptivity for disks up to size ≤ 1

r .
In [SS05], a related strategy, called DHHT, was introduced but, similar to SHARE

and SIEVE, it has not been shown yet that this strategy can handle both redundancy and
fairness simultaneously and in an appropriate manner.

Recently, Brinkmann et al. [BEMadHS07] proposed the first scheme for systems of
disks with arbitrary capacities that is fair and redundant but what is only Θ(r2)-adaptive
in the worst case for r copies per data item whereas we are aiming at a constant adaptivity
that is independent of r.



3.5.2 The SPREAD Strategy 69

3.5.2 The SPREAD Strategy

For the rest of this chapter, we describe and analyze the SPREAD strategy in more de-
tail. First, we sketch the basic framework of SPREAD but leaving out various details
about how to achieve fairness, redundancy and adaptivity. Afterwards, we bound the
time- and space-efficiency of SPREAD (Section 3.5.2.2), describe how to achieve fair-
ness and redundancy (Section 3.5.2.3), and show how to make SPREAD O(1)-adaptive
(Sections 3.5.2.4 and 3.5.2.5). At the end, we discuss how to extend SPREAD to the case
that the data items have different levels of redundancy.

3.5.2.1 The basic scheme.

Like in the previous sections, in the following, we again consider a given storage network
S(n,C[n]) and a corresponding share tuple c̄ for the nodes in the set [n]. Again, assume
the nodes to be numbered uniquely in a range from 1 to n, and furthermore due to the
adaptivity condition, for any history of changes, we always use the strategy that every
node newly entering the system obtains the lowest available identifier ≥ 1, thus, we can
make sure that the nodes will be numbered in the defined range from 1 to n any further
(note that the capacity of any currently unoccupied identifier is equal to 0, but it will
nevertheless be part of the SPREAD data structure.).

SPREAD uses three (pseudo-)random (O(log n)-universal) hash functions: a hash func-
tion h : V → [0,1) for the nodes and two hash functions g1,g2 : U→ [0,1) to map the data
items into the [0,1)-interval (which again will be considered as a modulo1 ring). Simi-
lar to the SHARE strategy, SPREAD makes use of a stretch factor s = σ · log N, where
N = |V | (resp. the maximum number of nodes the system can expect) and σ ≥ 1 is a
sufficiently large constant such that s ∈N. Note that, while in SHARE, the stretch factor
was used to ensure the complete coverage of the unit ring, in SPREAD, it is furthermore
used to guarantee that for each point x ∈ [0,1), there are at least r intervals passing x.
Now, given these preconditions, the SPREAD strategy works as follows.

For every node v ∈ [n], we identify an interval I(v) = [h(v),h(v)+ s · r · ci mod 1) of
length s · r · ci in the [0,1)-ring, where h(v) is called the starting point of the interval and
h(v)+s ·r ·ci mod 1 is its endpoint. If s ·r ·ci > 1, we consider I(v) to be wrapped around
the whole [0,1)-interval bs · r · cic many times.

With respect to the previous strategy, the SPREAD scheme realizes some form of a
hybrid solution combining the Consistent Hashing approach and the SHARE strategy. In
particular, like Consistent Hashing, the SPREAD data structure maintains a partition of
the [0,1) interval into n frames F1, . . . ,Fn with Fv starting at h(v) and ending at the closest
successor of h(v) among the points {h(1), . . . ,h(n)} \ {h(v)} (recall that [0,1) is treated
as a ring). Surely, the intervals differ in size, and since all intervals are allocated to the
[0,1)-ring independently and uniform at random, they determine overlapping areas, called
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areas of influence, for some given point x ∈ [0,1), that is, there are numerous intervals
passing x (see Figure 3.6 for an example).

0 1

1 2 3 4 5

xFj

Figure 3.6: The interval decomposition of SPREAD

Moreover, like in SHARE, for reducing the non-uniform allocation problem to a uni-
form one, each frame Fv is further partitioned into a number of subframes (we will explain
later how these subframes are chosen. For now, just note that the subframe decomposition
only depends on n and h(1), . . . ,h(n) and not on the capacities of the nodes, and as n grows
according to system scalings, some of these subframes may be partitioned into smaller
subframes). Then, given the replication parameter r, for each subframe f , SPREAD aims
at maintaining one (and sometimes two, as will be explained later) ( s

α
)× r-table Tf con-

sisting of r · s
α

slots which are organized into s
α

groups (respectively columns) of size r
each, where α > 0 is a small constant that is selected such that a certain degree of fair-
ness is maintained. Every slot is assigned to (resp. owned by) exactly one node, and the
assignment has to be chosen so that for each group of r slots, each slot is assigned to
a different node (see Figure 3.7). Then, we can use the following strategy for ensuring
redundancy.

(s/α)

r

group 1 group (s/α)

direction of allocation

Figure 3.7: Allocation table for a subframe f
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At first, whenever we want to read or overwrite the copies of some data item d, we
perform the following steps.

1. Identify the unique subframe f via g1(d) ∈ f ,

2. Pick group d( s
α
) ·g2(d)e in Tf and either read or store the copies of d in the r nodes

owning the slots in this group

(in Figure 3.8, the allocation of a data item to the slots in the corresponding subframe
table is depicted). Given that the hash functions can be evaluated in constant time and
there are m subframes in the system, standard data structures such as search trees and
arrays can be used to obtain the following result (recall that we assign slots to nodes, and
surely, n different nodes require log n bits for encoding).

0 1

….r

s/α cols

g1(d)

places of r copies

g2(d)

Figure 3.8: Allocation of a slot in a subframe table

Lemma 3.42. The lookup and insert operations of SPREAD can be implemented with
runtime O(r + log m) and space O(m(r · s

α
) log n).

Hence, as long as m is close to linear in n, SPREAD is time- and space-efficient. In the
following subsections, we show that there is a way of maintaining the tables so that also
the fairness, redundancy and adaptivity conditions are satisfied.

3.5.2.2 Subframe management.

As we see in the following, to make the reduction phase that transforms the non-uniform
problem into a number of uniform ones be able to cope also with a scaling storage system
appropriately, ideally, we would like to have the following subframe decomposition for
each frame Fv ⊆ [0,1). For the subframes f0, f1, f2, . . . following Fv in the [0,1)-ring (in
ascending direction), it holds that

| fi|= ε(1+ ε)i · |Fv| for some fixed ε > 0. (3.15)
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If this were true, we could approximate any interval I(v) ⊆ [0,1) of size |I(v)| ≥ |Fv| by
an interval I′(v) ending at the starting point of some subframe fi so that |I′(v)| is within
(1± ε)|I(v)|. In fact, the following lemma holds.

Lemma 3.43. Suppose some number k ∈N to be the maximum value for which it holds
that |Fv|+∑

k−1
i=0 | fi| ≤ |I(v)|. Then, it also holds that |Fv|+∑

k−1
i=0 | fi| ≥ (1−ε)|I(v)| and

|Fv|+∑
k
i=0 | fi| ≤ (1+ ε)|I(v)|.

Proof. It holds that

|Fv|+
k−1

∑
i=0
| fi| = (1+ ε

k−1

∑
i=0

(1+ ε)i)|Fv| = (1+ ε)k|Fv|

for any k ≥ 0. Hence, for |Fv|+∑
k−1
i=0 | fi| ≤ |I(v)| ≤ |Fv|+∑

k
i=0 | fi|, we get that

|Fv|+
k−1

∑
i=0
| fi| ≥

1
1+ ε

|I(v)| = (1− ε

1+ ε
)|I(v)| ≥ (1− ε)|I(v)|

and |Fv|+∑
k
i=0 | fi| ≤ (1+ ε)|I(v)|.

Thus, we can either decide to round I(v) down to the starting point of the subframe
containing its endpoint or up to the starting point of the next subframe in order to obtain
an interval I′(v) whose size is within (1± ε)|I(v)|. If |I(v)| is at most |Fv|, we identify
I′(v) with I(v), i.e., we do not round I(v) (see Figure 3.9 for illustration).

v

exact I(v) rounded I(v)

Subframes of size

� (1+ε)iε |F
v
|

F
v

Figure 3.9: Rounded Up Interval

Of course, choosing a subframe decomposition such that for each frame Fv, there are
subsequent subframes f0, f1, f2, . . . of sizes | fi| = ε(1 + ε)i|Fv| is not possible, but it is
sufficient to cut each frame Fw into subframes such that the following condition is true for
every frame Fv:
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Subframe condition: For any two frames or subframes f and f ′, let ∆( f , f ′) be the
distance (in ascending direction along the [0,1)-ring) from the endpoint of f to the starting
point of f ′. Furthermore, for every w ∈ [n]\{v} and every subframe f in Fv, we require
that | f | ≤ ε(1+ ε)k|Fw|, where k ∈N0 is maximum possible so that

ε

k−1

∑
i=1

(1+ ε)i|Fw| ≤ ∆(Fw, f ).

If this condition is true, it is easy to see that the interval I(v) can be rounded down to the
starting point of the subframe fi containing its endpoint or up to the starting point of the
next subframe fi+1 in order to obtain an interval I′(v) with |I(v′)| ≤ (1± ε)|I(v)|. Now,
to satisfy the subframe condition, we use the following decomposition strategy for the
[0,1)-ring.

Given h(1), . . . ,h(n) ∈ [0,1), we start with some single subframe representing the en-
tire [0,1)-interval, and we keep cutting subframes in half until the subframe condition is
true everywhere (when considering each subframe crossing b≥ 1 frame borders as being
cut into b + 1 subframes at these borders). This leads to a unique decomposition into
subframes (for any given node mappings h(1), . . . ,h(n)) with the property that for every
subframe f that is not the first or last subframe in some frame Fv, | f | = 1

2k for some
k ∈N0. Moreover, whenever the number n of disks is increased by system scaling, the
decomposition strategy will only cause some subframes to be cut into smaller subframes
(which turns out to be useful for the adaptivity of SPREAD). The following two lemmas
show that, w.h.p., our decomposition rule does not create too many subframes.

Lemma 3.44. The number of frames Fv in the system with |Fv| ≤ δ

n for some given δ > 0 is
bounded by 2δn+O(

√
n), w.h.p. Furthermore, w.h.p. there is no frame Fv with |Fv| ≤ 1

nk

for some constant k, w.h.p.

Proof. For every node v∈ [n], consider a random variable Xv with Xv = h(v). Then, given
a fixed δ , let the function

f (X1, . . . ,Xn) : [0,1)n→N

represent the number of frames Fv with |Fv| ≤ δ

n . Certainly, whenever (x1, . . . ,xn) and
(x′1, . . . ,x

′
n) differ in at most one coordinate, it holds that

| f (x1, . . . ,xn)− f (x′1, . . . ,x
′
n)| ≤ 2.
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Moreover, for any node v ∈ [n] and δ ≤ 1, it holds that

Pr
[
|Fv| ≤

δ

n

]
= 1−

(
1− δ

n

)n−1

≤ 1−

(
1− (n−1)

δ

n
+
(

n−1
2

)(
δ

n

)2
)

= (n−1)
δ

n
−
(

n−1
2

)(
δ

n

)2

≤ δ

which implies that E[ f ]≤ δn. Hence, it follows from the method of bounded differences
(c.f. Section 3.1.3.1) that for any d ≥ 0, it holds that

Pr[ f ≥ δn+d] ≤ e−d2/(2n).

Choosing d = δn + Θ(
√

n) results in the first part of the lemma. The second part holds
because for any node v, it holds that

Pr
[
|Fv| ≤

1
nk

]
≤ 1

nk−1 .

Therefore, the probability that there exists a v ∈ [n] with |Fv| ≤ 1
nk is polynomially small

in n.

Lemma 3.45. The number of subframes in the system is bounded by O(n
ε
), w.h.p.

Proof. For any i ∈N0, let Si be the set of all frames of size in [2−i

n , 2−(i+1)

n ). Then, for
each frame F ∈ Si, we need at most

k =
⌈

log1+ε

(
1

n|F |

)⌉
≤
⌈
log1+ε 2i+1⌉ = O

(
i
ε

)
subframes f0, f1, . . . , fk in the ideal setting until | fk|= ε(1+ε)k|F | ≥ ε

n . Hence, it follows
from Lemma 3.44 that the total number of subframes needed is bounded by

log n

∑
i=0

(
2n
2i

)
·O
(

i
ε

)
+ O

(√
n
)
·O
(

log n
ε

)
+ O

(n
ε

)
= O

(n
ε

)
w.h.p.

Next, we explain how to manage the tables.
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3.5.2.3 Table management.

For each subframe f ⊆ [0,1), C( f ) represents a multiset of nodes w for which f ∩I(w), /0
holds. Furthermore, for every node w in C( f ), let its multiplicity µ f (w) be defined as the
number of times w occurs in C( f ) (see Section 3.1.3.4 for details on multisets). Initially,
µ f (w) is set to the number of times I(w) crosses the starting point of f , thus, surely,
µ f (w) ∈ {br · s · cwc,dr · s · cwe}. Moreover, since ci ≤ 1

r for every i ∈ [n], it holds that
µ f (w) ∈ {0, . . . ,s}.

Now, for what follows, consider some frame Fv. Then, for every subframe f ⊆ Fv and
nodes w , v, we are using the following rules:

Rounding conditions:

1. Whenever the endpoint of I(w) crosses f completely (i.e. moves beyond the start-
and endpoint of f ) for the first time, we set µ f (w) = µ f (w)+1.

2. Whenever the endpoint of I(w) moves below the starting point of f for the first time
after crossing the endpoint of f (or after w has been introduced to the system), we
set µ f (w) = µ f (w)−1.

We also apply the same rules if w = v and |I(v)| > |Fv|. For the special case that w = v
and |I(v)| ≤ |Fv|, µ f (w) is defined as the number of times I(w) crosses the starting point
of f (recall that the frames Fv are defined by the values h(v), thus, |I(v)| ≤ Fv may occur).

With these rules, it holds that whenever the endpoint of I(w) is outside of f , then µ f (w)
equals the number of times I(w) crosses f , and otherwise µ f (w) ∈ {br · s · cic,dr · s · cie}.
Hence, since no interval can start inside of f , the number of times intervals cross f at the
left and right endpoints is an upper and lower bound on |C( f )|. More precisely, for any
subframe f , we can bound |C( f )| as follows.

Lemma 3.46. For every subframe f ⊆ [0,1) and corresponding multiset C( f ), |C( f )|
is within (1± β )r · s, w.h.p., where the constant β > 0 can be made arbitrarily small
depending on the constant σ in s.

Proof. To bound |C( f )| for any subframe f ⊆ [0,1), the arguments above imply that it
suffices to consider any point x ∈ [0,1) that represents a starting or endpoint of some
interval I(v). In the following, let us first consider the starting point of an interval I(v).

Consider some fixed node v with starting point h(v) ∈ [0,1). For any node w in the
system (including v), let the random variable Xw be defined as

Xw = br · s · cwc+Yw

where the binary random variable Yw = 1 if and only if I(w) contains h(v) dr · s ·cwemany
times. Furthermore, let X = ∑w Xw and Y = ∑wYw. It certainly holds that E[Xw] = s · r ·cw

for all w , v and that X = ds · r · cve+∑w,v Xw. Hence,

E[X ] = ds · r · cve+ s · r · (1− cv) ∈ [s · r, s · r +1].
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Moreover, E[Y ]≤ E[X ], and since the starting points of the intervals are chosen indepen-
dently at random and the Yw’s are binary random variables, it follows from the Chernoff
bounds (see Section 3.1.3.1) that

Pr[|Y −E[Y ]| ≥ βE[Y ]] ≤ e
−β 2 E[Y ]

2(1+β/3)

for any β > 0. Hence, X is within (1±β )s · r, w.h.p., where the constant β > 0 can be
made arbitrarily small depending on the constant σ in s.

For the endpoint of an interval I(v), it is easy to see that E[X ] ∈ [s · r− 1, s · r]. Thus,
the same deviation bounds can also be shown here.

For our further descriptions, we need somewhat more refined estimates on the sizes
of multisets corresponding to the nodes in the system. As we will see later, this is im-
portant for the design and management of the used tables to appropriately handle system
dynamics.

For what follows, consider the sets

W` :=
{

v ∈ [n] | cv ≥ 1
(s−1)r

}
⊆ [n]

and Ws := [n]\W` (it is easy to see that all nodes v∈W` are guaranteed to have multiplicity
µ f (v)≥ 1 in every subframe f ⊆ [0,1)).

Now, for any subframe f , we define C`( f ) := C( f )|W`
(i.e., the multiset containing

only those nodes in C( f ) that are also in W`) and Cs( f ) := C( f )|Ws . Furthermore, let
a` = ∑v∈W`

cv and as = 1−a`. Then, a more refined version of Lemma 3.46 is as follows.

Lemma 3.47. For any subframe f and any subset W ′` ⊆W`, it holds that |C′`( f )| is within
s · r ·a′` ± β |W ′` |+O(log n), w.h.p., where C′`( f ) = C`( f )|W ′` and a′` = ∑v∈W ′`

cv. Further-
more, |Cs( f )| is within (1 ± β )s · r ·as +O(log n), w.h.p.
In both cases, the constant β > 0 can be made arbitrarily small depending on the constant
σ in s.

Proof. Recall the definition of Xw and Yw in the proof of the previous lemma. Applied to
nodes w ∈W ′` , it holds that

E[X ] = ∑
w∈W ′`

bs · r · cwc+E[Y ] ∈ [s · r ·a′`−1, s · r ·a′` +1].

Since E[Y ]≤ |W ′` |, the first bound follows from the fact that

Pr[|Y −E[Y ]| ≥ βE[Y ]] ≤ e
−β 2 E[Y ]

2(1+β/3)

for any β > 0.
The second bound follows along the same lines as in the proof of Lemma 3.46.
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As we know now, any subframe is always crossed by a sufficient number of intervals.
Furthermore, the following result is crucial for SPREAD to be redundant.

Lemma 3.48. For every subframe f , there are at least r different nodes in C( f ), w.h.p.,
where the probability depends on the constant σ in the stretch factor.

Proof. Let q = |W`|. If q ≥ r, then the lemma is trivially true. So suppose that q < r.
Since cv ≤ 1

r for all v ∈ [n], a relative capacity of at least 1− q
r must be covered by Ws.

Hence,

|Ws| ≥
(
1− q

r

)
/
(

1
(s−1)r

)
= (s−1)(r−q)

and

∑
v∈Ws

|I(v)| ≥ (r · s)
(

1− q
r

)
= s(r−q).

Suppose that the nodes in Ws are numbered from 1 to t. Consider any fixed node v ∈Ws

and focus on the point y implied by v’s interval I(v) = [x,y). For any node w ∈W , let the
binary random variable Xw = 1 if and only if y ∈ I′(w) and let X = ∑w Xw. Since

E[Xw] = Pr[Xw = 1] = min{|I′(w)|,1} for all w ∈Ws \{v},

it holds that

E[X ] = q+ ∑
w∈Ws\{v}

E[Xw] = q+ ∑
w∈Ws\{v}

min{|I′(w)|,1}

≥ q+(1− ε)s(r−q)−1≥ r +(1− ε)s−2

Since s = Θ(logN) and the starting points of the intervals are chosen uniformly and inde-
pendently at random, it follows from the Chernoff bounds that X ≥ r for point y, w.h.p.
Since we only need to consider those points in [0,1) that are starting points or endpoints
of intervals I(v) in order to cover all subframes in [0,1) and the lowest values for E[X ]
are reached when focusing on endpoints of intervals I(v) of nodes v ∈Ws, the lemma
follows.

Recall that for each subframe f , we maintain one (and sometimes two) s
α
× r-table Tf

of r · s
α

slots which are organized into s
α

groups (or columns) of size r each (Figure 3.7).
We assume that α > 0 is a sufficiently small constant with 1

α
∈N. Our goal is to assign

the slots of Tf to nodes in f so that the following conditions are met:

Table conditions:

1. Every slot is assigned to (resp. owned by) exactly one node in C( f ).
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2. Every node v in C( f ) owns within (1± γ)µ f (v)/α many slots but at most s
α

many
slots in Tf for some constant 0 < γ < 1 to be specified below.

3. Every group consists of slots belonging to different nodes.

The constant γ which is sufficient to maintain the table conditions is given in the following
lemma. Moreover, in this lemma, α is the parameter used in the table size and β is the
parameter used in the Lemmas 3.46 and 3.47.

Lemma 3.49. If the bounds in Lemma 3.47 are true and α and β are sufficiently small
constants, then Conditions 1 and 2 can be met with any γ ≥ β

1−β
+α .

Proof. Recall the bounds in Lemma 3.47 and ignore the O(log n) terms for a moment.
Then, in this proof, we consider the nodes in W` and Ws separately, starting with W`.

Let Wh ⊆W` be the subset of all nodes v ∈W` with capacity cv large enough so that
it is guaranteed that µ f (v) ≥ 1

γ
for γ as chosen in the lemma. In this case, every v ∈Wh

satisfies

(1− γ)
µ f (v)

α
≤

µ f (v)−1
α

≤
⌊

s · r · cv

α

⌋
and

(1+ γ)
µ f (v)

α
≥

µ f (v)+1
α

≥
⌈

s · r · cv

α

⌉
.

Moreover, ds · r · cv
α
e ≤ s

α
. Hence, each v ∈Wh can be given either bs · r · cv

α
c or ds · r · cv

α
e

many slots without violating Condition 1 implying a slot assignment to the nodes in Wh

such that the total number of slots used by the nodes in Wh is in[⌊
s · r · ah

α

⌋
,
⌈

s · r · ah

α

⌉]
where ah = ∑v∈Wh

cv. This is perfect up to an additive 1.
Next, consider the remaining nodes in the subset W ′` = W` \Wh with capacity cv such

that µ f (v) < 1
γ
. For this, let C′`( f ) = C`( f )|W ′` be the multiset of nodes v ∈ C`( f ) with

v <Wh. In this case, for each node v ∈W ′` , it holds that

(1+ γ)
µ f (v)

α
<

s
α

(given that s is sufficiently large). Thus, we do not have to worry about limiting the
number s

α
for the slots of v.

Let a′` = ∑v∈W ′`
cv. Then, suppose for an upper bound on the number of slots per node

that |C′`( f )|= s · r ·a′`−β |W ′` | (see Lemma 3.47). If a constant φ > 0 is chosen such that

∑
v∈W ′`

[
µ f (v)

α
+

φ

α

]
≥ s · r ·

a′`
α

, (3.16)
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then it suffices to assign at most
µ f (v)+φ

α
+1

slots to every node v∈C′`( f ) to cover at least an a′`-fraction of the slots in f . Furthermore,
since ∑v∈W ′`

µ f (v) = |C′`( f )|, Inequality 3.16 above holds if and only if

|C′`( f )| ≥ s · r ·a′`−φ |W ′` |,

so we have to choose φ ≥ β for this.
For a lower bound, suppose that |C′`( f )| = s · r · a′` + β |W ′` |. If the constant φ > 0 is

chosen so that

∑
v∈W ′`

[
µ f (v)

α
− φ

α

]
≤ s · r ·

a′`
α

,

then at least
µ f (v)−φ

α
−1

slots can be assigned to every node v ∈C′`( f ) to cover at most an a′`-fraction of the slots
in f . For this, we have to choose φ ≥ β . Together with the fact that µ f (v) ≥ 1 for all
v ∈C′`( f ), it follows that γ = β +α is sufficient so that

µ f (v)+β

α
+1≤ (1+ γ)

µ f (v)
α

and

µ f (v)−β

α
−1≥ (1− γ)

µ f (v)
α

.

Thus, we are done with determining bounds on the slot assignment for the nodes in W`,
that is, for nodes v that are guaranteed to have multiplicity µ f (v)≥ 1 in C( f ).

Finally, we consider the nodes in Ws, that is, nodes v with µ f (v) < 1 that may not cross
every subframe f ∈ [0,1). Suppose for an upper bound on the number of slots per node
that |Cs( f )|= (1−β )s · r ·as (see Lemma 3.47). If then constant φ > 0 is chosen so that

∑
v∈Ws

(1+φ)
µ f (v)

α
≥ s · r · as

α
,

it suffices to assign at most

(1+φ)
µ f (v)

α
+1

slots to every node v ∈ C f to cover an as-fraction of the slots in f . Since it holds that
∑v∈Ws µ f (v) = |Cs( f )|, we have to choose φ such that

(1+φ)(1−β )s · r · as

α
≥ s · r · as

α
,
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which works for φ ≥ 1
1−β
−1 = β

1−β
.

For a lower bound, suppose that |Cs( f )|= (1+β )s · r ·as. If then the constant φ > 0 is
chosen so that

∑
v∈Ws

(1−φ)
µ f (v)

α
≤ s · r · as

α
,

at least

(1−φ)
µ f (v)

α
−1

slots can be assigned to every node v∈Cs( f ) without exceeding an as-fraction of the slots
in f . For this, we have to choose φ such that

(1−φ)(1+β )s · r · as

α
≤ s · r · as

α

which works for φ ≥ 1− 1
1+β

= β

1+β
. Hence, γ ≥ β

1−β
+α is sufficient for both cases.

Finally, notice that there is this O(log n) term in the bounds in Lemma 3.47 that we
ignored so far. However, whenever this term is dominant for a set of nodes in some
subframe f j, then it holds that ∑v∈ f j cv ≤ δ for some constant δ > 0 that can be made
arbitrarily small depending on the constant σ in the stretch factor s. In other words, since
we are considering only three sets of nodes (W`,W ′` ,Ws), those sets of nodes where the
O(logn) term is negligible (and can therefore be covered by β ) represent a total capacity
of at least 1−2δ which is sufficient to fill all slots just with these nodes, or leave enough
space for the other nodes, as long as δ is sufficiently small compared to α and β .

If Conditions 1 and 2 are true, also Condition 3 can be met. To show this, consider
the slots to be numbered column-wise from 1 to r · s

α
by giving slot (i, j) in group i the

number ( j−1) · s
α

+ i (c.f. Figure 3.7). Then, assign the slots to the nodes such that each
node v ∈C( f ) owns a consecutive sequence of slots. As every node owns at most s

α
slots,

no group can have two slots owned by the same node, which proves our claim.
However, the challenge, of course, will be to maintain these conditions in case of sys-

tem changes caused by some change operation ω without rearranging too many slot as-
signments. Before we show how to do this, we prove that the given table conditions allow
us to maintain fairness.

Lemma 3.50. If the table conditions are met, then for every node v ∈ [n] in the system
and every data item d ∈U, it holds that

Pr[v stores a copy of d] ∈ [(1− γ)(1− ε)r · cv , (1+ γ)(1+ ε)r · cv]

for the γ > 0 as given in Condition 2 and ε > 0 as chosen for the interval rounding.
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Proof. Consider any node v ∈ [n] and data item d ∈ U . Let p = |I′(v)| mod 1, where
I′(v) is the rounded form of I(v) (see Figure 3.9). For an area Ap = [xi,x j] ⊆ [0,1) of
size |Ap|= p, the multiplicity of v is µ f (v) = d|I′(v)|e for all subframes f ⊆ Ap. For the
remaining area A′p ⊆ [0,1) of size |A′p|= (1− p), the multiplicity is µ f (v) = b|I′(v)|c for
all subframes f ⊆ A′p. Moreover, it follows from the table conditions that for any node v
in some subframe f ,

Pr[v selected by a data item] ∈
[
(1− γ)

µ f (v)
s

,
min{(1+ γ)µ f (v),s}

s

]
.

Hence, it holds for data item d that

Pr[v stores a copy of d] ≥ p · (1− γ)d|I′(v)|e
s

+(1− p) · (1− γ)b|I′(v)|c
s

= (1− γ) · |I
′(v)|
s
≥ (1− γ)(1− ε)r · cv

Similarly, it holds that Pr[v stores a copy of d] ≤ (1 + γ)(1 + ε)r · cv, which implies the
lemma.

Since ε > 0 and γ > 0 can be made arbitrarily small, the lemma implies the fairness of
SPREAD. Next we show that SPREAD is also adaptive.

3.5.2.4 Amortized adaptivity.

We start with amortized adaptivity, i.e. we show how to perform updates so that move-
ments of data copies can always be charged to capacity changes in the past.

Note that SPREAD does not need to perform any adaptations of the slots as new data
items are added or old data items are removed from the system since Lemma 3.50 implies
that the data items in the system will remain fairly distributed among the nodes. Hence, it
remains to describe how to react to changes in the capacities of the nodes.

In what follows, we suppose that the capacities of the nodes change from (c1, . . . ,cn)
to (c′1, . . . ,c

′
n). In case that the number n of nodes in the system increases, then, for each

node identifier v ∈ V that has not been used before, we have to rearrange the subframe
layout in the [0,1)-interval in a way that some subframes may have to be cut into smaller
subframes that take over the tables of the previous subframes. Then, it follows that if the
previous subframes satisfied the table conditions, the new ones will also do so. After that,
our rounding conditions may require updates to these tables, which can be charged to
past capacity changes as for the other cases below. At last, we adapt the intervals I(v) to
the new capacity distribution (c′1, . . . ,c

′
n). Clearly, this may cause changes in the multiset

C( f ) of some subframe f inducing required updates in its table (or tables). We call a
subframe f dirty if f ⊆ Fv, and furthermore, f contains the endpoint of the interval I(v)
with |I(v)| ≤ |Fv|. Otherwise, it is called clean.
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In the following, we first describe how to update the table of a clean subframe, and then
we consider dirty subframes.

Updating a clean subframe f . Let C( f ) be the multiset of nodes in f before the change
and C′( f ) be the multiset of nodes in f after the change in capacities. Furthermore,
let µC

f (v) denote the multiplicity of some node v ∈ C( f ) and µC′
f (v) the multiplicity of

v ∈C′( f ). If then C′( f ) ,C( f ), we go through the following stages.

1. Pairing stage: Suppose that

∑
v∈C( f )

(µ
C
f (v)−µ

C′
f (v)) = δd

is the total decrease in the multiplicities of nodes in C( f ), and

∑
v∈C( f )

(µ
C′
f (v)−µ

C
f (v)) = δi

is the total increase in the multiplicities of nodes in C( f ). Then, we can identify
|δi−δd| pairs of nodes (v,w) where v wants to decrease its multiplicity whereas w
wants to increase its multiplicity. For each such pair, we set

µ
C′
f (v) := µ

C
f (v)−1 and µ

C′
f (w) := µ

C
f (w)+1

and then change slot assignments according to µC′
f (v) and µC′

f (w), respectively,
until table Condition 2 is satisfied for v and w.

For each such slot reassignment, we distinguish between three cases.

a) If both v and w violate Condition 2, then a slot of v is given to w.

b) If only v violates Condition 2, we give a slot of v to any node w′ who can still
take a slot without violating Condition 2 (we will see below that such a node
w′ can always be found, w.h.p.).

c) If only w violates Condition 2, we give a slot from any node v′ who can lose a
slot without violating Condition 2 to w.

For each slot x ∈ Tf given from some node u to some node u′, we use the following
slot switching strategy to preserve Table condition 3.

Switching strategy: If x belongs to some group g ∈ Tf in which no other slot
is assigned to u′, we are done. Otherwise, there must be a group g′ with no slot
assigned to u′ since otherwise u′ would have more than s

α
slots at the end, violating

Condition 2. Since Condition 3 was true before the movement, there must be a slot
x′ in g′ that is assigned to some node u′′ having no slot in g. Then, switch slots x
and x′ among u′ and u′′ which repairs Condition 3.
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2. Movement stage: After the pairing stage, we only have nodes left that all want to
decrease or increase their multiplicities. We consider these node by node. For each
node v among these, we determine µC′

f (v), and then either move slots to v or away
from v using the slot switching strategy in the pairing stage, if necessary, until v
satisfies Condition 2.

Of course, it is not obvious that suitable slots can always be found for the reassignments
(besides the pairing stage in which the nodes v and w still violate condition 2), but the
following lemma implies that this is possible. In it, C′′( f ) represents the intermediate
multiset during the process of moving from C( f ) to C′( f ).

Lemma 3.51. In any situation in which |C′′( f )| is within |C( f )| and |C′( f )|, Conditions
1 and 3 are true, and at most one node violates Condition 2. But then, Condition 2 can be
repaired for it so that all table conditions are met, w.h.p.

Proof. For any node w ∈C′′( f ), let sw be the number of slots w has in the table Tf . Let
v be the node that is violating Condition 2. Then, v either needs additional slots or has to
give up slots. Suppose first that v needs additional slots. In this case,

sv < (1− γ)
µC′

f (v)

α
.

As long as there is a node w with

sw−1 ≥ (1− γ)
µC′

f (w)

α
,

we can move a slot from w to v until

sv ≥ (1− γ)
µC′

f (v)

α
.

Then, we repaired Condition 2 for v without violating the Condition 2 for any of the other
nodes.

Suppose, however, that we reach a point in which sv < (1− γ)µC′
f (v)/α but there is no

node w any more with sw−1 ≥ (1− γ)µC′
f (w)/α . In this case, the total number of slots

occupied by the nodes in C′′( f ) is less than

(1− γ)
µC′

f (v)

α
+ ∑

w,v

[
(1− γ)

µC′
f (w)

α
+1

]
<

1− γ

α
∑

w∈C′′( f )
µ

C′
f (w)+ |C′′( f )|

=
(

1− γ

α
+1
)
|C′′( f )|.
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If γ ≥ β

1−β
+α , it follows from Lemma 3.46 that this is at most

1−2β

α(1−β )
· |C′′( f )| ≤ 1−2β

α(1−β )
· (1+β )s · r

w.h.p. Furthermore, it holds that

(1−2β )(1+β ) = 1−β −2β
2 < 1−β ,

thus, ∑w sw < s · r
α

, which is a contradiction since all slots must be owned by a node at
any time. Hence, it will always be possible to reassign slots so as to repair Condition 2
for node v in this case.

Next, we consider the case that node v needs to give up slots. In this case, v gets stuck
if sv > (1+γ)µC′

f (v)/α and for all other nodes w, it holds that sw +1 > (1+γ)µc′
f (w)/α .

Then, the total number of slots occupied by the nodes in C′′( f ) is more than

(1+ γ)
µC′

f (v)

α
+ ∑

w,v

[
(1+ γ)

µC′
f (w)

α
−1

]
>

1+ γ

α
∑

w∈C′′( f )
µ

C′
f (w)−|C′′( f )|

≥
(

1
α(1−β )

+1
)

∑
w∈C′′( f )

µ
C′
f (w)−|C′′( f )|

≥ 1
α(1−β )

· (1−β )s · r = s · r
α

w.h.p. This, however, is a contradiction. Hence, slots from node v can be reassigned to
other nodes until Condition 2 holds for v.

Next, we bound the number of slot reassignments. A step in the movement or pairing
stage is defined as the process of fixing the table conditions after the multiplicity of a node
or pair of nodes has changed by 1.

Lemma 3.52. In each step of the pairing or movement stage, at most 2 (1+γ)
α

slots have to
be reassigned in order to repair the table conditions.

Proof. First, consider the movement stage. Suppose that the multiplicity of some node v
increases by 1, that is, µC′

f (v) = µC
f + 1. We know that for its old multiplicity µC

f (v), it
holds that

sv ≥ (1− γ)
µC

f (v)

α
.

Hence, at most 1
α

slots have to be moved to v to satisfy

sv ≥ (1− γ)
(µC′

f (v))

α
.

(3.17)
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Since each slot movement may require a flip with another slot to repair Condition 3, the
total number of slot reassignments is at most 2

α
in this case.

For the case that the multiplicity µC
f of some node v decreases by 1, at most 2 (1+γ)

α
slots

have to be reassigned. The worst case happens if µC
f (v) was previously 1 and v had 1+γ

α

slots.
Next, consider a step of the pairing stage. Suppose that for node v the multiplicity

µC′
f (v) = µC

f (v)− 1 whereas the multiplicity of node w is µC′
f (w) = µC

f (w) + 1. Then,

v has to give up at most 1+γ

α
slots while w has to get at most 1

α
slots in order to repair

Condition 2. In any step of repairing Condition 2 for v and/or w (v gives a slot to w,
or v gives up a slot, or w gains a slot), at most 2 slot reassignments are necessary, so
altogether, at most 2 (1+γ)

α
slot reassignments are needed to repair Condition 2 for the

nodes v and w.

Hence, given a total change in the multiplicities of the nodes by µ , at most 2µ
(1+γ)

α
slot

reassignments are necessary to get from C( f ) to C′( f ). Given k slot reassignments, the
probability that a specific copy of a data item d ∈U with g1(d) ∈ f needs to be replaced
is equal to

k
r · s

α

.

Thus, the expected number of copy movements is at most

2µ
(1+γ)

α

r · s
α

· | f | · r |D|= 2(1+ γ)µ| f |
s

· |D|

where D ⊆U is the set of data items that are stored in the system. A change in multi-
plicities by µ can be charged to a capacity change of c( f ) ≥ | f |µs·r with respect to f in
the past, and the way we perform interval rounding makes it possible that every capacity
change is charged at most once. Thus, with respect to c( f ), the expected number of copy
movements is at most

2(1+ γ)s · r · c( f )
s

· |D|= 2(1+ γ)c( f ) · r |D|

According to Fact 3.41, a capacity change of c( f ) requires the replacement of at least
c( f ) · r |D|2 copies for the copy distribution to remain fair with respect to f . Hence, for
clean subframes, SPREAD is amortized 4(1+ γ)-adaptive.

Updating a dirty subframe f . If f is dirty, we maintain two tables for f . One table, T1,
for the interval f1 from the starting point of f till the endpoint of I(v), and one table, T2,
for the interval f2 from the endpoint of I(v) till the endpoint of f . The multisets C( f1)
and C( f2) are equal to C( f ) with the difference that C( f1) contains a copy of node v while
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I(v)

h(v)

f

f1 f2

Figure 3.10: A Dirty Subframe

C( f2) does not contain v. Our goal is to make sure that T1 and T2 differ in at most 2 (1+γ)
α

slots, which we call the proximity condition. This is ensured by the following strategy.
Suppose that C( f ) stays the same but the size of I(v) changes. Then, we only update f1

and f2 accordingly and leave the tables T1 and T2 as before, which satisfies the proximity
condition. If C( f ) only changes because the endpoint of I(v) enters f from below, then T2

inherits the table of f , and T1 is obtained by applying slot reassignments for the node v to
table T2 until the table conditions are met for f1. According to Lemma 3.52, this requires
the reassignment of at most 2 (1+γ)

α
slots, so the proximity condition holds afterwards. If

C( f ) only changes because the endpoint of I(v) is moving below f , then T2 is chosen as
the table for f . Similar solutions can be found if the endpoint of I(v) enters or leaves f
from above.

In all other cases, we first ignore a potential change in I(v), which means that the sizes
of f1 and f2 remain the same. We then adapt the table Ti of the interval fi of largest size
among f1 and f2 as described for the table of a clean subframe f to get from C( f ) to
C′( f ) (ignoring changes in C( f ) due to I(v) entering or leaving f ), and then we construct
the table of the other interval by performing at most 2 (1+γ)

α
further slot reassignments in

order to remove or add slots for node v. Afterwards, we update the sizes of f1 and f2 if
necessary (i.e. if I(v) has changed).

Next, we bound the adaptivity of SPREAD for dirty subframes. Suppose that C( f )
stays the same but the size of I(v) changes by some ` in f (i.e. `| f |). Then, this can
be charged to a change in capacity of node v of c = `

s·r . Hence, the proximity condition
ensures that the expected number of copy movements is at most

` ·2 (1+γ)
α

r · s
α

· r |D| = 2(1+ γ)c · r |D|

which implies that, with respect to c, SPREAD is 4(1+ γ)-adaptive in this case.
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If C( f ) only changes because the endpoint of I(v) enters f from below or is moving
below f , and this is associated with a change of I(v) of length ` with respect to f , then it
follows analogously to the first case that SPREAD is 4(1+ γ)-adaptive.

It remains to consider any remaining case. Let µ ≥ 1 be the total change in multiplici-
ties in C( f ) (ignoring the change caused by I(v)). W.l.o.g., suppose that | f1| ≥ | f2|. Then,
at most

2µ
(1+ γ)

α

slots are reassigned in T1 and at most

(µ +2)2
(1+ γ)

α

slots are reassigned in T2. The latter bound holds because T2 differs in at most 2 (1+γ)
α

slots
from T1 before and after the reassignments.

Since a total change of µ can be charged to a capacity change of c( f ) ≥ | f |µs·r with
respect to f in the past, | f1| ≥ | f2|, and µ ≥ 1, it follows from the arguments for clean
subframes that the expected number of copy movements due to these changes is at most(

µ ·2 (1+γ)
α

r · s
α

+
(µ +2)2 (1+γ)

α

r · s
α

)
| f |
2
· r |D| ≤

2µ| f | ·2 (1+γ)
α

r · s
α

· |D|

≤ 4(1+ γ)s · r · c( f )
s

· |D|

= 4(1+ γ)c( f ) · r |D|

For any additional changes due to I(v), SPREAD is 4(1 + γ)-adaptive. Hence, overall
SPREAD is amortized 8(1+ γ)-adaptive for dirty subframes. Summing up the adaptivity
bounds over all subframes results in an amortized adaptivity of 8(1+ γ).

3.5.2.5 Adaptivity.

In order to get from amortized adaptivity to adaptivity, we replace the deterministic round-
ing rules for the intervals above by a randomized rounding rule. More specifically, we
choose an additional (pseudo-)random hash function h′ : V → [0,1), and for every in-
terval I(w) and subframe f = [x,y) in Fv with v , w (or |I(w)| ≥ |Fw|), we check the
following:

Randomized rounding conditions:

1. Whenever the endpoint of I(w) crosses x + h′(v)
| f | mod 1 from below, µC

f (w) is in-
creased by 1.

2. Whenever the endpoint of I(w) crosses x + h′(v)
| f | mod 1 from above, µC

f (w) is de-
creased by 1.
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With this rule we obtain the following result:

Lemma 3.53. For any capacity change, SPREAD is 8(1+ γ)-adaptive.

Proof. First, suppose that n does not change. Consider any capacity change in the system,
and for any node v, let ∆(I(v)) be the interval representing the difference between I(v)
before and I(v) after the change. Suppose that the starting point of ∆(I(v)) is in some
subframe f and the endpoint of ∆(I(v)) is in some subframe f ′.

First, consider the case that ∆(I(v)) ⊆ f , i.e., f = f ′. Then, it is easy to check that
the probability that µC

f (v) increases or decreases by 1 is equal to |∆(I(v))|
| f | . We know from

above that an increase or decrease of a multiplicity by 1 in a subframe f requires the
replacement of an expected number of at most(

4(1+ γ)| f |
s

)
· |D|

copies in the system. Since cv changed by ∆cv = |∆I(v)|
r·s , this means that the expected

number of copies replaced due to node v is at most(
|∆(I(v))|
| f |

)
·
(

4(1+ γ)| f |
s

)
· |D| = 4(1+ γ)∆cv · r |D|.

For ∆(I(v))* f , similar arguments also yield that the expected number of copies replaced
due to v is at most 4(1+ γ)∆cv · r|D|.

Now, let us consider that n increases. Then, for any rounded I(v) with endpoint in
some subframe f = [x,y) before the increase, I(v) is only rounded again, applying the
new decomposition, if I(v) ⊂ I′(v) and the endpoint of I(v) passes x + h′(v)

| f | or y, or if

I′(v)⊂ I(v) and the endpoint of I(v) passes x or x + h′(v)
| f | , which preserves our adaptivity

bound.

Combining all of the results in this section satisfies all given demands. Note that with
the help of Chernoff bounds the adaptivity bound can also be shown to hold w.h.p. (up to
minor order terms) if the total capacity change is ω(ϕ logn), where ϕ is an upper bound
on the maximum size of a subframe in the system. Hence, the smaller the subframes, the
smaller will be the deviation from the expected number of replaced copies.

3.5.2.6 Variable number of copies per data item.

If the number of copies per data item varies but is upper bounded by r, then we just need
to slightly adapt our storage strategy. For any data item with r′ ≤ r copies, we first select
a group of r distinct nodes as before and then store r′ copies among r′ of these nodes
by selecting a (pseudo-)random starting node v in the group (via some additional hash
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function) and then storing copies at the subsequent r′ nodes in the group (where we treat
the group as a ring). It is not difficult to show that this preserves all the properties shown
above for data items with redundancy exactly r.

3.6 Conclusion and Open Problems

In this chapter, we observed and analyzed strategies for obtaining a redundant and fair
distribution of normalized copies of data blocks among a given storage environment that
may be considered static or, perhaps, dynamic. We showed, that when allocating the data
items to disks of non-uniform capacity by some sequential balls-into-bins like algorithm,
this will lead to an imbalance in the probability distributions of the allocations for each
step t ≥ 2. However, we presented an efficient data placement strategy, called COMB, that
overcomes this imbalance problem such that for r identical copies of some data item, all
copies are redundantly stored on r distinct disks of arbitrary capacity and furthermore, the
fairness condition is satisfied. Unfortunately, since COMB is not adaptive and thus only
works efficiently for static storage environments, after that, we introduced the adaptive
SPREAD strategy which is efficient, always yields a redundant and fair data layout and is
O(1)-adaptive for any change in the capacities of the disks in case of system scalings.

However, with respect to the observed allocation problem, the following open problems
remain to be addressed in some future work.

• Determine (by some function) the shift in the assigned weights of the r-tuples when
moving from a uniform to a non-uniform data placement.

• Investigate the given data redundant allocation problem (and thus, all presented
algorithms) also for weighted data blocks.

• Find a multiple-choice approach for the standard balls-into-bins problem consider-
ing non-uniform capacities.

• Modify the r-tuple placement of the COMB strategy by the multiple-choice ap-
proach (and show (perhaps better) deviation bounds).

• Prove Conjecture 3.36.





C H A P T E R 4

Erasure Codes for Reading and Writing

We now switch to allocation strategies that provide good results but only for classical
storage environments (c.f. Section 1.1.2) and that use erasure (resilient) encoding to
ensure fault-tolerance in a storage network. In general, erasure coding is a technique
that has widely been employed for achieving high data availability and reliability in stor-
age networks (e.g. [PGK88, PT03, Pla97, REG+03]) and communication systems (e.g.
[ABB+97, NB97, BLM02, BLMR98, Riz97]).

From a general perspective, the main difference to replication-based strategies is that
with erasure coding, the original information is no longer stored separately from the re-
dundant data (copies) but is mixed up by the encoding yielding a codeword that contains
the desired degree of redundancy. More specific, an erasure (resilient) code maps a word
x of k symbols drawn from some finite set Σ, which is referred to as the code alphabet,
into a codeword y of n > k symbols from the same alphabet; the n symbols of y are stored
separately on n distinct disks in the storage network. If then some disks fail for reading, in
the optimal case, any k symbols from y are sufficient to recover x. That is, such codes can
tolerate up to n− k erasures which may be caused by failed, respectively temporarily not
accessible disks (throughout this chapter, we refer to x as an information word or message
of fixed size k, according to the erasure channel model introduced by Elias [Eli55]).

Although various erasure codes exist, the special set of codes we consider in the fol-
lowing are those for RAID-like storage systems such as RAID-arrays and SANs (e.g.
[PGK88, PT03, Pla97, REG+03]) and whose most prominent representatives are parity
codes like RAID and EVENODD [PGK88, BBBM94] or Reed-Solomon codes [HP03,
Pla97] (we assume the reader to be somewhat familiar with basic properties of erasure
codes in order to limit the scope of this thesis. However, a good overview can be found
in e.g. [HP03, Rom96]). In contrast to other applications, RAID-like storage systems are
much more sensitive concerning the size of the codeword because the separated storage
of the code symbols induces additional storage costs. Hence, the codeword size has great
influence on the required storage capacity but which is of less overhead than given with
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replication, and this, clearly, is the very great advantage of erasure encoding in storage en-
vironments. Again, with replication, one has to cope with a storage overhead of a factor of
r−1 that depends on the strict separation of the original and the redundant data (copies).
Instead, with erasure coding, redundancy is directly encoded into the data symbols, and
the ratio of original information to total code symbols is called the (information) rate of
the code rc = k

n < 1 which imposes a storage overhead (or stretch factor) sc = 1
rc

= n
k .

Surely, it should hold that sc < 2k (otherwise, one would be better off using replication
because of its simplicity). The least storage consumption of such codes is given by parity-
based schemes that (considering n = k) require a factor sc = n+1

n (RAID) and sc = n+2
n

(EVENODD). Additionally, since basing on simple XOR-operations, those schemes are
highly suitable for hardware realization. Unfortunately, parity codes can merely tolerate
a very small number of erasures at a time, what is often insufficient, especially in large-
scale SANs. In that case, more complex codes, like Reed-Solomon codes, are applied that
provide improved fault-tolerance.

However, compared to replication, the applied erasure codes lack of some substantial
drawbacks, that are (a) to almost be applicable in uniform storage environments only,
(b) to suffer from high complex algebraic operations for encoding/decoding, and (c) to
lack of the ability to adapt to changing storage environments, but most importantly, all
such codes suffer from a negative write and update behavior, respectively, because most
of them strictly focus on providing an (almost) optimal data recovery. That is, for any
k-sized information word x and corresponding codeword y, those codes aim at recovering
the data from up to n− k erasures (what is an optimal recovery behavior). Unfortunately,
this optimal recovery property induces negative update behavior since, in particular, y is
generated as a function of the original symbols implying that on every change of x, the
complete codeword must also be updated, what is dismal. This overhead is widely known
as write-penalty. Moreover, in a SAN, the write procedure is no longer atomic but rather
describes a sequence of write operations which usually involves writing to multiple disks.
These concurrent writes may then induce inconsistencies but which can, for instance, be
reduced if only a small fraction of all parity symbols must be rewritten. Some approaches
to reduce the update complexity are given by e.g. X-codes [XB99] but, however, such
codes are limited to recover from any two simultaneous erasures only.

In the following, we overcome the update problem by the Read-Write-Coding System
(RWC), a very flexible class of erasure codes that are closely related to Reed-Solomon
codes but offer enhanced flexibility and improved update behavior. However, before dis-
cussing the RWC system in more detail, we first require some brief introduction to linear
block codes, the class of codes to which our Read-Write codes belong. To bound the
scope of this thesis, we suppose the reader to be familiar with basics from linear algebra,
number theory like e.g. modular arithmetic, and abstract algebra (e.g. group theory and
the theory of finite fields) (see e.g. [HP03, Rom96, LN86] for overviews).



4.0.1 Preliminaries 93

4.0.1 Preliminaries

Throughout this chapter, we address so called linear block codes which have useful prop-
erties for the storage systems we refer to. In particular, we consider static RAID-like
storage systems that (a) are supposed to consist of a fixed sized set [n] of disks for which
furthermore a fixed allocation stripe size can be defined, and (b) for which, driven by me-
chanical components, access latency to the storage devices is magnitudes higher than the
required time for encoding or decoding the data. With respect to the first issue, usually in
those storage systems, so-called block codes are utilized in which all codewords have the
same fixed length n and that have good potential to meet the desired disk utilization (in
what follows, we state state some important facts about linear codes in very brief without
proving the listed theorems; the proofs can be found in the references mentioned above).

Definition 4.1. (Block Code) Let Σ be an arbitrary finite alphabet with |Σ| ≥ 2. Then, an
[n,m]-block code over Σ is an m-elementary subset C ⊆ Σn with m ≥ 1. The elements of
C are referred to as codewords, all of which have fixed length n, and the number |C|= m
of codewords in C is the size of the code.

Now, to be more specific, the special class of block codes we concentrate on in what
follows are linear codes which are defined by the means of linear algebra and thus, in-
duce an easier description/analysis in general and with respect to the encoding/decoding
operations. In particular, linear codes are codes over finite fields, that is, for a linear
code, Σ = Fq and Fq is a finite field with q elements. Let Fk

q denote the k-dimensional
vector space of all k-vectors over the finite field Fq. Then, our k-sized messages are vec-
tors x = (x1,x2, . . . ,xk) ∈ Fk

q, and we refer to Fk
q as the message, respectively information

space. Furthermore, to introduce redundancy, we consider the following embedding of
the vector space Fk

q into the n-dimensional vector space Fn
q, n > k.

Definition 4.2. (Linear Code) Consider the following injective linear mapping

γ : Fk
q→ Fn

q

which defines a linear embedding of the message space Fk
q into Fn

q. Then, the image
C = γ(Fk

q) is a k-dimensional subspace of Fn
q that is isomorphic to Fk

q, and to which we
refer to as linear (n,k)-code, or simply (n,k)-code, of size |C|= qk.

It can be shown that every linear (n,k)-code C over the field Fq is an (n,qk)-block code
over the alphabet Σ =Fq. The parameter n is called the block length and k is the dimension
of the code.

The isomorphism between Fk
q and the (n,k)-code C = γ(Fk

q) is usually described by
a k× n generator matrix Γ of rank k over the field Fq whose rows define a basis for C.
Thus, we obtain

C = γ(Fk
q) = {vΓ |v ∈ Fk

q}.
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For any set of k independent columns of Γ, the corresponding set of coordinates forms an
information set for C. The remaining r = n− k coordinates are termed a redundancy set
and r is called the redundancy of C. If the first k coordinates form an information set, the
code has a unique generator matrix of the form (Ik |A) where Ik is the k×k identity matrix
and we denote Γ to be in standard form as depicted in the following example.

Example 4.3. The matrix Γ = (I4 |A), where

Γ =


1 0 0 0 0 1 0
0 1 0 0 1 0 1
0 0 1 0 1 1 0
0 0 0 1 1 1 1

 ,

is a generator matrix in standard form for a (7,4) binary code.

The overall complexity of the encoding v→ vΓ is given by the complexity of the multi-
plication vΓ which is O(n · k) assuming O(1)-time for addition/multiplication in Fq.

We now introduce a useful metric on Fn
q which, besides the block length and the di-

mension, is the third important parameter to determine the performance of a code.

Definition 4.4. (Hamming Metric) Consider the function d : Fn
q×Fn

q→N defined as

d(w,w′) := |{i |wi , w′i}| ≥ 0

and which satisfies the following properties:

1. (non-negativity) d(w,w′)≥ 0 for all w,w′ ∈ Fn
q,

2. d(w,w′) = 0 if and only if w = w′,

3. (symmetry) d(w,w′) = d(w′,w) for all w,w′ ∈ Fn
q,

4. (triangle inequality) d(w,w′′)≤ d(w,w′)+d(w′,w′′) for all w,w′,w′′ ∈ Fn
q.

Then, d defines the so-called Hamming metric onFn
q, and d(w,w′) is called the Hamming

distance between the vectors w,w′ ∈ Fn
q. The pair (Fn

q,d) is referred to as a metric space,
called the Hamming space of dimension n over the alphabet Fq.

Given the Hamming distance, we can now define the minimum distance of a code C which
measures the difference between most similar codewords and that is an important invariant
determining the error-correcting capability of C.

Definition 4.5. (Minimum Distance) Let C be an (n,k)-code with |C| ≥ 2. Then, the
minimum distance d(C) between distinct codewords is

d(C)) := min{d(y,y′) |y,y′ ∈C,y , y′}.
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Since y, y′, it follows that d(C)≥ 1. If the minimum distance of an (n,k)-code is known,
we let d := d(C) and refer to the code as an (n,k,d)-code. Then, we can state the follow-
ing important theorem on the erasure correction capability of a linear code.

Theorem 4.6. With an (n,k,d)-block code C, it is guaranteed that, after sending any
codeword yi ∈C over some noisy channel, yi can completely be corrected if the number
of erasures in yi is at most d−1.

Proof. Suppose by the way of contradiction that, after sending yi, a word w is received
containing e≤ d−1 erasures. Then, the pattern of n−e correct symbols in w matches yi,
thus, the Hamming distance d(w,yi) ≤ d− 1. If then there is another codeword y j with
d(w,y j) ≤ d−1, it follows that d(yi,y j) ≤ d−1 because yi and y j can only differ in the
e≤ d−1 coordinates. But this is a contradiction since according to Definition 4.5, there
are no two codewords yi,y j with d(yi,y j)≤ d−1.

Therefore, the higher the minimum distance d of some (n,k,d)-code, the more erasures
the code can tolerate. With respect to the block length, we call the ratio δ (C) = d

n the
relative distance of the code which is a measure of the error-correcting capability of the
code relative to its length. This ratio holds for any code (linear or not) of length n that
has minimum distance d. Now, recall the information rate rc = k

n < 1 as given in the
introduction of this chapter. It holds that the higher the rate the higher the proportion of
coordinates in a codeword actually containing information rather than redundancy, what
makes the code less fault-tolerant. On the other hand, a high rate implies low storage
overhead. As we can see, there is a trade-off between the rate and the relative distance
when applying linear block codes in storage environments, and the major goal in coding
theory is to find codes that have high rate as well as high relative distance (that is, both
parameters should be close to 1). With respect to this objective, the following theorem
states an important upper bound on the parameters (n,k,d).

Theorem 4.7. (Singleton Bound) For every linear (n,k,d)-code over Fq, it holds that

d ≤ n− k +1.

Therefore, according to the Singleton Bound, optimal codes are those for which equal-
ity d = n− k +1 holds. Such codes are called maximum distance separable codes (MDS
codes) which can be defined as follows.

Definition 4.8. (MDS Code) A linear (n,k)-code C is an MDS-Code if in each generator
matrix Γ for C, any k columns are linearly independent.

Corollary 4.9. A linear (n,k)-code C is an MDS-Code if and only if any k components
define an information set.
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It holds that no code of length n and minimum distance d has more codewords than an
MDS code with parameters n and d. Trivial MDS codes, for instance, are the (n,n−1,2)-
parity codes in which a parity symbol is added to an information word of length k = n
representing the parity of the sum of all n information symbols as well as codes with
parameters (n,1,n),(n,n,1) who exist over every field Fq (c.f. Section 4.6).

Definition 4.8 already emphasized that the recovery capability of a linear code depends
on the invertibility of the generator matrix Γ, thus, the ability to recover the information
word from the codeword always requires an invertible k× k sub-matrix of Γ. In the fol-
lowing definition, we introduce the prominent Vandermonde matrix in which any s× s
sub-matrix is invertible for some given s. Hence, the Vandermonde matrix has very useful
properties for data recovery in linear block codes.

Definition 4.10. (Vandermonde Matrix) Let α1, . . . ,αs be elements in a field F. The
s× s matrix V = [vi, j], where

vi, j = α
j−1

i =


1 α1 α2

1 . . . α
s−1
1

1 α2 α2
2 . . . α

s−1
2

1 α3 α2
3 . . . α

s−1
3

1
...

. . .
...

1 αs α2
s . . . αs−1

s

 ,

is called a Vandermonde matrix.

Lemma 4.11. The determinant det V = ∏1≤i< j≤s(α j−αi). In particular, det V , 0 if the
elements α1, . . . ,αs are distinct.

That is, V is nonsingular, and therefore, it is invertible.

4.0.2 Data Reconstruction from Failures

Besides providing an efficient computation of the algebraic operations used for encoding,
the major goal when designing erasure codes for storage-based application is to ensure a
more or less optimal data reconstruction in case of occurring erasures. In todays RAID-
like storage systems, whenever obtaining high fault-tolerance is the major design focus
(rather than efficient computation as given with parity codes), advanced MDS codes, like
e.g. Reed-Solomon codes, are almost applied which can reconstruct the information from
up to n− k erasures as described in the following.

Consider the information vector x = (x1,x2, . . . ,xk), and let Γ be an n× k generator
matrix. Then, a linear (n,k)-code C is represented by the following equation:

Γx = y.
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Furthermore, we can define functions Γ1,Γ2, . . . ,Γn where each Γi denotes a linear com-
bination of the information word that works on a word-by-word basis for generating the
code symbol yi:

yi = Γi(x1,x2, . . . ,xk) =
k

∑
j=1

x jγi, j

In other words, the functions Γi are the rows of Γ from which by multiplication with the
vector x the complete codeword y is obtained. If we furthermore define Γ to be the n× k
Vandermonde matrix, that is, γi, j = α

i−1
j (Definition 4.10) with pairwise distinct elements

α1, . . . ,αk ∈ Fq, the equation Γx = y becomes:
γ1,1 γ1,2 . . . γ1,k

γ2,1 γ2,2 . . . γ2,k
...

...
. . .

...

γn,1 γn,2 . . . γn,k




x1

x2
...

xk

=


1 1 1 . . . 1

α1 α2 α3 . . . αk
...

...
...

. . .
...

1 α
n−1
2 α

n−1
3 . . . α

n−1
k




x1

x2
...

xk

=


y1

y2
...

yn


Assuming that k components of y are available at the receiver, the information vector

can be reconstructed by using any k equations that correspond to the known components
of y and which form an invertible k× k sub-matrix Γ′. Surely, the extracted matrix Γ′ is
only invertible if the k chosen equations are linearly independent (but this is always the
fact with a Vandermonde matrix).

Now, we describe a useful modification of the encoding that simplifies the data recon-
struction in case one excepts rather few erasures. For this, we consider a code whose
codewords y include a verbatim copy of the information blocks, and which we call sys-
tematic. This corresponds to including the identity matrix Ik in Γ as already shown in
Example 4.3. We obtain the matrix ΓS = (Ik |Γ) and a codevector yS = (x |y) leading to
the following equation (ΓSx = yS):

1 0 0 . . . 0
0 1 0 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
1 1 1 . . . 1

α1 α2 α3 . . . αk
...

...
...

. . .
...

1 α
n−1
2 α

n−1
3 . . . α

n−1
k




x1

x2
...

xk

=



x1

x2
...

xk

y1

y2
...

yn
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The reconstruction of the information word x from any k available blocks of the code-
word yS is depicted in Figure 4.1.

1 0                    0

0 1                    0

·

·

·

·

0 0 1

n

y x

k

Encoder Decoder

xy

n

k

ΓS ΓS

1 0                    0

0 1                    0

·

·

·

·

0 0 1

Figure 4.1: Encoding/Decoding in matrix form for a systematic code (the top k rows
constitute the identity matrix Ik). y′S and Γ′S correspond to the grey areas of the vector and
the matrix on the right hand side.

Reconstructing x from any combination of up to k symbols from y is always possible
since Γ is a generator matrix and thus, any valid codeword y is a linear combination of
its columns. In particular, as Γ has rank k, always any k rows are linearly independent
imposing the linear mapping x→ Γx to be injective, thus, x can uniquely be determined
from its corresponding codeword y. Moreover, the system Γ′y′ = x has a unique solution
which can be obtained by Gaussian Elimination. Hence, x can be reconstructed from any
subset of k code symbols because each code symbol conveys information on all the k
source blocks (the ratio of this fraction of information is given by the rate).

However, any code that is able to reconstruct x from up to n−k erasures suffers from a
bad update behavior. In particular, if one information symbol changes from xi to x′i, any
codesymbol yi must also be modified. This can be effected by subtracting out the portion
of the checksum word that corresponds to xi, and adding the required amount for x′i as
follows:

y′i = Γi, j(xi,x′i,yi) = yi + γi, j(y′i− yi).

Surely, both calculation and maintenance of the symbols yi can be done by simple arith-
metic but which are operations in the underlying finite field Fq which may be of different
complexity depending on the field chosen. Furthermore, if any of the disks keeping yi

is not accessible, there is no chance to store the modified codeword (except merely the
plain information word if a systematic code is applied such as given, for example, with
the RAID 4/5 encoding).
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Outline of this Chapter

In order to face the negative update behavior that is inherent to usual linear blocks codes
and which turns to be pretty costly when such codes are applied in RAID-like storage en-
vironments, we introduce the Read-Write-Coding-System (RWC) – a very flexible frame-
work for generating different linear block codes, called Read-Write (RW) codes in the
following, which feature enhanced update properties for given codewords by simultane-
ously offering different degrees of fault-tolerance.

In particular, as we have seen, usual linear block codes merely consider a k-sized infor-
mation vector x, a codeword y of fixed length n, and some linear function γ realizing the
mapping from x to y. Instead, an RWC defines further parameters k≤ r,w≤ n which offer
enhanced possibilities to adjust the redundancy, and thus, the fault-tolerance capability of
an RW code. In the language of coding theory, for any fixed r, an RWC provides linear
(n,r,d)-codes over some finite field Fq that have (a) minimum distance d = n− r + 1
(thus, are MDS codes if r = k), and (b) any two codewords are within a distance of at
most w from each other. More specific, an RWC generates appropriate subcodes of Reed-
Solomon (RS) codes (see e.g. [HP03] for details on RS codes) of dimension r and length
n in which every codeword has distance w. Depending on the values r,w and the field Fq

chosen, different block codes can be generated, e.g. parity codes (if q = 2).

The ensured degree of redundancy mixed up with the improved update behavior offered
by an Read-Write code provides significant benefits for the observed storage systems
which, driven by the application’s read and write behavior, on one hand, suffer from
very costly I/O operations, and on the other hand, have to ensure some defined level of
fault-tolerance at any time. Clearly, a Read-Write code provides best improvements for
write-intensive applications because, given an n-sized codeword y and parameters r,w, it
can decode the information from any r symbols of y whereas only any w symbols of y
must be updated whenever the information word x changes completely (recall that we can
choose w < n). This is different to other linear codes, like e.g. Reed-Solomon codes,
which always must rewrite the codeword y completely as x changes.

An example. Consider a RAID 4-parity code with n = 4 hard disks storing a data file
bit by bit, Σ = {0,1}. We encode k = 3 bits x1,x2,x3 to symbols y1 = x1,y2 = x2,y3 = x3

and y4 = x1 +x2 +x3, where addition denotes the XOR-operation and the code symbols yi,
1≤ i≤ 4, are stored separately on distinct disks. The XOR-operation enables to recover
the original three bits from any combination of r = 3 hard disks, e.g. giving y2,y3,y4

we have x1 = y2 + y3 + y4, x2 = y2, and x3 = y3. Thus, if any one disk is temporarily
not available, reading data is still possible. However then, writing data is not possible
since a complete change of the original information involves the change of the entire
code; we call this code consistency (this also holds for any other erasure code applied in
storage environments). The second example shows an RW-code. Again, consider n = 4
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Contents Code Line
x1 x2 y1 y2 y3 y4 v

0 0 0 0 0 0 0
0 0 1 1 1 1 1
0 1 0 1 0 1 0
0 1 1 0 1 0 1
1 0 0 0 1 1 0
1 0 1 1 0 0 1
1 1 0 1 1 0 0
1 1 1 0 0 1 1

Table 4.1: A (2,3,3,4)2-Read-Write-Code for contents x1,x2 and code y1,y2,y3,y4. Ev-
ery information vector has two possible code words. Even if only three of the four code
words are available for reading and writing, the system can perform read and write oper-
ations (see Figure 4.3 for the encoding).

hard disks with code bits y1,y2,y3,y4. Now, we encode k = 2 information bits x1,x2

such that any r = 3 code bits yi,y j,yk can be used to recover the original message, and
furthermore, only any of such w = 3 code bits yi′,y j′,yk′ need to be changed to encode a
completely new information. For instance, start with the codeword (0,1,1,?). According
to Table 4.1, the information is (1,1) and therefore the complete code is (0,1,1,0). Now,
we want to encode (0,1) without changing the second entry. For this, we choose line 0
for information (0,1) and get code (0,1,0,1).

Moreover, RW codes can exploit system information about existing erasures, which are
caused by failed or blocked disks and that have rather long-term character in a SAN, for
encoding and decoding. For instance, consider a codeword y with symbols stored on n
disk from which b ≤ n−w disks are unreachable (e.g. failed or blocked). Then, using
an RW code, y can still be updated to the codeword y′ in a code consistent manner. Fur-
thermore, if then some of the formerly blocked disks become available again while some
other b′ ≤ n− r disks turn to be unreachable, we can still recover the new information
word x′ by simply selecting any r of the remaining n−b′ accessible disks. Therefore, as
long as sufficient disks are accessible, an RW code provides code consistent operations
by circumventing blocked disks.

At last, some RW codes offer the possibility to change any of the parameters k,r,w,n
during runtime, that is, a (k,r,w,n)-RW code can be changed to (nearly) any choice of
(k′,r′,w′,n′) giving such codes the ability to adapt to changing system conditions.

From now on, we denote a (k,r,w,n)b-Read-Write code a code which is given a k-
symbol message x that is encoded into an n-symbol codeword y with symbols drawn from
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some b-symbol alphabet Σ. Furthermore, we consider parameters r for recovering the
information word and w for modifying a given codeword y, with k ≤ r,w≤ n. In the next
section, we state the operations of the RWC formally. After that, we prove general bounds
for the parameters of RW codes and present a general scheme to generate (k,r,w,n)b-RW
codes as long as k + n ≤ r + w holds for an appropriate choice of b. Then, we introduce
adaptive RW codes for which any of the given parameters can be subject to changes. At
last, we investigate the question for which choices of (k,r,w,n) a coding system exists
over the binary alphabet F2 = {0,1} and discuss how RW codes can be combined. At
last, notice that the following description is given in more operation-based terms rather
than conceptual since RW codes base on the same well-studied algebraic principles as RS
codes.

4.1 The Operational Model

Before we now introduce the concepts of the Read-Write codes in more detail, we first
present the operations assigned to a Read-Write Coding System. Again, Read-Write
codes encode information words into codewords. The information is given by a k-tuple
over some finite alphabet Σ, and since Read-Write codes are linear block codes, the code-
word is an n-tuple over the same alphabet, for k < n. For what follows, let b = |Σ| and
P(M) denotes the power set of some set M. Moreover, let P`(M) := {S ∈ P(M) | |S|= `}.

Then, a (k,r,w,n)b Read-Write-Coding-System (RWC) provides the following opera-
tions.

1. Initial state x0 ∈ Σk, y0 ∈ Σn

This is the initial state of the system with information x0 and codeword y0. This
state is crucial because all further operations ensuring the beneficial features of an
RW code depend on this initial state.

2. Read function f : Pr([n])×Σr→ Σk

This function reconstructs the information by reading r symbols of the codeword
whose positions are known. The first parameter shows the positions (indices) of
the symbols in the code, and the second parameter gives the corresponding code
symbols. The outcome is the decoded information.

3a. Write function g : Pr([n])×Σr×Σk×Pw([n])→ Σw

This function adapts the codeword to a changed information by changing w symbols
of the codeword at w given positions. The first two parameters describe the reading
of the original information. Then, we have the new information as a parameter, and
the last parameter indicates which code symbols to change in the codeword. The
outcome are the values of the new w code symbols.
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3b. Differential write function δ : Pw([n])×Σk→ Σw

This is a restricted alternative to the write function whose parameters are the po-
sitions S of symbols available for writing as well as the difference of the original
information x and the new information x′, but without reading the w code entries.
The outcome is the difference of the available old and the new codeword symbols.
Thus, for two functions ∆1 : Σk×Σk→ Σk and ∆2 : Σw×Σw→ Σw and w given po-
sitions from y, we can describe the write function g above by the differential write
function as

y′ = ∆2(y,δ (S,∆1(x,x′))).

All RW codes presented here have such differential write functions where ∆1,∆2

denote the bit-wise XOR-operations. The goal is that e.g. a controller in a storage
device i can, by itself, update its kept block yi by simply adding (XOR) the received
difference γ of yi and y′i, i.e. y′i = yi + γ , if, for example, the device is blocked
between reading the old and writing the modified block.

For a tuple y = (y1, . . . ,yn) and a subset S ∈ P`([n]), let CHOOSE(S,y) be the tuple
(yi1,yi2, . . . ,yi`) where i1, . . . , i` are the ordered elements of S. Furthermore, for an `-tuple
d, let SUBST(S,y,d) be the tuple where according to S each indexed element yi1 ,yi2, . . . ,yi`
of y is replaced by the element taken from d such that CHOOSE(S,SUBST(S,y,d)) = d
and all other elements in y remain unchanged in the outcome.
Now, for S′ ∈ Pr([n]), define the read operation

Read(S′,y) := f (S′,CHOOSE(S′,y))

and for S ∈ Pw([n]) and x′ ∈ Σk, the write operation

Write(S,S′,y,x′) := SUBST(S,y,g(Read(S′,y),x′,S)).

Since any Read-Write code needs to start at some initial state, we define the set of possible
codewords Y as the transitive closure of the function y 7→Write(S,S′,y,x′) starting with
y = y0 and allowing all values S,S′,x. Then, an RW code is correct if the following
statements are fulfilled.

1. Correctness of the initial state: ∀S ∈ Pr([n]):
Read(S,y0) = x0 .

2. Consistency of read operation: ∀S,S′ ∈ Pr([n])
∀y ∈ Y : Read(S,y) = Read(S′,y) .

3. Correctness of write operation:
∀S∈Pw([n]),∀S′∈Pr([n]),∀y∈Y,

∀x∈Σn :Read(S′,Write(S,S′,y,x))=x.
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Before we continue explaining the inherent mechanisms of an RWC in order to prove
the operational statements above more formally, we first state some lower bounds on the
parameters of an RWC that must be satisfied for the existence of RW codes at all.

4.2 Lower Bounds

The example of a (2,3,3,4)2-RW code in the previous section stores two symbols of
information in a four symbol code (c.f. Table 4.1). Unfortunately, this storage overhead
of a factor two is unavoidable, as the following theorem shows (moreover, this implies
that e.g. no (3,3,3,4)b-RWC exists).

Theorem 4.12. For parameters r + w < k + n or r,w < k and any base b, there does not
exist any (k,r,w,n)b-RWC.

Proof. Consider a write operation and a subsequent read operation where the index set W
of the write operation (|W |= w) and the index set R of the read operation (|R|= r) have an
intersection: W ∩R = S with |S| = r + w−n. Then, there are bk possible change vectors
with symbols in S that need to be encoded by the write operation since this is the only
base of information for the subsequent read operation. This holds because all further R\S
code symbols remain unchanged. Now, assume that |S|< k. Then, at most bk−1 possible
changes can be encoded, and therefore, the read operation will produce faulty outputs for
some write operations. Thus, r +w−n≥ k and the claim follows.

If r < k, only br different messages can be distinguished while bk different messages
exist. Then, from the pigeonhole principle, it follows that such a code does not exist. For
the case w < k, this is analogous.

From Theorem 4.12, it follows that in the best case (k,r,w,n)b-RW codes have param-
eters r +w = k+n. We call such RW codes perfect. Unfortunately, such perfect codes do
not always exist for any choice of parameters as the following lemma shows.

Lemma 4.13. There is no (1,2,2,3)2-RW code.

Proof. Consider a read operation on the code bits y1,y2 and a write operation on y2,y3.
Then, y2 is the only intersecting bit which must be inverted in case of an information bit
flip. The same holds for bit y3 when considering a read operation on y1,y3 and a write
operation on y2,y3. Thus, together, both y2 and y3 have to be inverted if the information
bit x1 flips. Now, consider a sequence of three write operations on bits (1,2),(2,3),(1,3)
each inverting the information bit x1. After these operations, all code bits have been
inverted twice bringing it back to the original state. In contrast, the information bit has
been inverted thrice and is thus inverted. Therefore, all read operations lead to wrong
results.
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Contents Code Line
x y1 y2 y3 v

0 0 0 0 0
0 1 1 1 1
0 2 2 2 2
1 0 1 2 0
1 1 2 0 1
1 2 0 1 2
2 0 2 1 0
2 1 0 2 1
2 2 1 0 2

Table 4.2: A (1,2,2,3)3-Read-Write code for an information word x and codeword y con-
sisting of symbols y1,y2,y3. For every information, there are three possible codewords,
and if only any two of them three are available for reading and writing, the system can
perform read and write operations (see Figure 4.4 in the next section for the encoding).

However, if we allow a larger symbol alphabet, we can find an RW code.

Lemma 4.14. There exists a (1,2,2,3)3-RW code.

Proof. See Table 4.2 for an example. The correctness is straight-forward.

Clearly, concerning operational complexity, b = 2 (i.e. F2) is the best choice for codes
applied in SANs because XOR-based I/O operations can often efficiently be realized
in hardware. However, as common RAID 4/5 schemes as well as parity-based Reed-
Solomon codes correspond to an (n,n,n+1,n+1)2-RW code, n≥ 1, the following lemma
shows that there is no parity-based placement scheme offering better update properties.

Lemma 4.15. For n≥ 1, there is no (n,n,n,n+1)2-RW code.

Proof. The proof follows directly from Theorem 4.12.

4.3 Encoding/Decoding in the RWC

Now, we know that as long as the symbol alphabet is chosen sufficiently large, perfect RW
codes always exist, and in the following, we show how perfect RW codes are generated
by describing its encoding and decoding process in terms of vector arithmetic (surely,
we always assume the symbol alphabet (i.e. the basis) to be sufficiently large whereas
throughout this chapter, we use the terms basis and symbol alphabet interchangeably).
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Fq
k

Fq
r

Fq
n

γ(Fq
k)

ζ(Fq
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γ:Fq
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x‘0

y‘0

x1

x‘1

y‘1
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n

w

∆ x

+ ∆ v

Figure 4.2: Illustration of Encoding/Decoding RW Codes

As already mentioned, Read-Write codes are closely related to Reed-Solomon codes
and can thus be described by the same methods (i.e. by polynomials over finite fields).
Nevertheless, in this thesis, we rather use a vector-based description that is better suited
to sketch the encoding/decoding operations. In particular, for given information tuples
x = (x1, . . . ,xk) ∈ Σk whose base b is a sufficiently large finite field Fq and additional
parameters k≤ r,w≤ n, we examine special subcodes of larger Reed-Solomon codes that
have dimension r and length n and in which every codeword y = (y1, . . . ,yn) ∈ Σn has
distance at most w (Figure 4.2 depicts the generation of an RW code).

Every RW encoding starts with an initial information word x0 generating an initial
codeword y0. As usual with linear codes, since we have chosen some finite field Fq for the
basis, we can consider x0 to be a vector in the vector space Fk

q. In a usual linear encoding,
x0 would then be mapped directly into the vector space Fn

q of dimension n > k by some
linear function γ : Fk

q→ Fn
q yielding y0. More particularly, the resulting codeword y0 lies

in some k-dimensional subspace γ(Fk
q) of Fn

q that is isomorphic to the vector space Fk
q,

and as already illustrated in Section 4.0.2, if we suppose an MDS code, optimal recovery
from up to n− k erasures can then be achieved (recall that such codes have minimum
distance d = n− k + 1). However, as we also stated already, whenever the information
word x0 changes to x1, all n code symbols of y0 must be modified implying a distance
d = n between any two codewords in γ(Fn

q), what, again, is dismal in a SAN.
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To improve the update behavior of linear codes such that, at most, w < n symbols suf-
fice to encode a complete information change, a Read-Write encoding takes the following
detour concerning the vector mapping. First, depending on the parameter r, each informa-
tion vector x ∈ Fk

q is extended to an r-sized vector x′ by adding ` = r− k (slack) symbols
v′1, . . . ,v

′
` from the underlying symbol alphabet Fq that carry no particular information.

In other words, we translate x into an r-dimensional vector x′ ∈ Fr
q by some mapping

function ext : Fk
q → Fr

q. Importantly, (only) in case of the initial information word x0,
the ` symbols can be arbitrarily chosen from Fq yielding q` possible extension vectors x′0
(denoted by the subset S0 in Figure 4.2). Depending on the choice of the slack symbols,
a vector x′0 ∈ S0 is fixed which is then mapped by some linear function ζ : Fr

q → Fn
q to

the codeword y′0 lying in the subspace ζ (Fr
q) of Fn

q (c.f. dashed lines). Clearly, ζ (Fr
q) is

an r-dimensional subspace of Fn
q which is isomorphic to Fr

q. Moreover, as being also an
(n,r)-linear MDS code, it is spanned by a set of n-dimensional basis vectors b1, . . . ,br,
and for given parameters n,k,r, a (k,r,w,n)b-Read-Write code has minimum distance
dRW = n− r + 1 and is thus capable of tolerating up to n− r erasures (see next section
for a more formal description). Surely, this recovery property is not at good as offered by
usual MDS codes but which is outweighed by the following improved update behavior.

Again, consider the initial information word x0 and the corresponding RW codeword
y0 ∈ ζ (Fr

q). Now, let x0 somehow be changed/modified by the user/application what
results in the new information word x1 = x0 + ∆x with ∆x denoting the information dif-
ference between x0 and x1. Usually, in common linear (MDS) codes, this would create
a new, independent encoding γ(x1) = y1 ∈ Fn

q of distance d ∈ {n− k + 1, . . . ,n} whose
upper bound cannot be improved. Instead, in a Read-Write code, in order to achieve that,
at most, w < n code symbols must be modified, any new encoding, i.e. any vector pair
x′i,y

′
i, strongly depends on the initial setting x0,y0 and all subsequent vector pairs x′j,y

′
j for

0 < j < i. The secret lies in appropriately adjusting the ` = n−w = r− k slack variables
in each step. In particular, for an arbitrary step i > 0, consider the extended vector x′i with
slack variables v′i valid for the corresponding codeword y′i. Then, to achieve y′i+1 = y′i +∆y
from x′i+1 = x′i +∆x in the following step, the new slack variables v′i+1 = v′i +∆v must be
determined such that in the vector ∆y exactly ` symbols remain unchanged (that is, are
set to 0). From this, it follows that, at most, w symbols must be rewritten, and thus, the
codeword space ζ (Fr

q) corresponds to Y , the transitive closure of the initial codeword y0

(c.f. Section 4.1).

4.3.1 The Matrix Approach

We now state the generation of RW codes formally for what we present a matrix-based
approach which is similar to common linear encodings. In particular, we consider the
information word x = (x1, . . . ,xk) ∈ Fk

q, the corresponding codeword y = (y1, . . .yn) ∈ Fn
q,
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and for any modification in x, let δ = ∆x be the information change vector. Moreover,
let v = (v1, . . . ,v`) denote the vector of internal slack variables with ` = n−w = r− k
and which carry no particular information. The linear mapping is given by an appropriate
n× r generator matrix Γ with Γi, j ∈ Fq; the sub-matrix (Γi, j)i∈[n], j∈{k+1,...,r} is called the
variable matrix. Then, an RW code relies on the following equation realizing the mapping
function ζ : Fr

q→ Fn
q.


Γ1,1 Γ1,2 · · · Γ1,r

Γ2,1 Γ2,2 · · · Γ2,r
...

...
...

Γn,1 Γn,2 · · · Γn,r





x1...

xk

v1...

v`


=


y1

y2
...

yn

 (4.1)

Operations

• Initialization:

Starting with an information vector x0 = (x1, . . . ,xk), the variables (v1, . . . ,v`) can
be set to arbitrary values (furthermore, if one wants to benefit from additional se-
curity features of this coding system (see Section 4.4), the slack variables must
be chosen uniformly at random). The codeword y0 = (y1, . . . ,yn) is computed by
Equation 4.1.

• Read: Given r code entries from y, compute x

We rearrange the rows of Γ and the rows of y such that the first r entries of y are
available for reading, and let y′ and Γ′ denote these rearranged vector and matrix,
respectively. The first r rows of Γ′ describe the r× r matrix Γ′′ that we assume to
be invertible. Then, the information vector x (and the variable vector v) is obtained
by: (

x
v

)
= (Γ′′)−1y .

• Differential write: Given the information change vector δ and w code entries from
y, compute the difference vector γ for the w code entries. Recall that y is updated
by γ without first reading the information of y at the w code positions.

The new information vector x′ is given by x′i = xi + δi. This notation allows to
change the vector x′ without reading its entries. Clearly, only the choices w < r
make sense. Now, according to Equation 4.1, given the new k-dimensional in-
formation vector x′, the task is to find another (r− k)-dimensional vector ρ with
v′ = v+ρ such that the new codeword

y′ = Γ
(
x′ | v′

)T = Γ(x+δ | v+ρ)T
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is a vector of distance at most w. Since we only consider at most w positions of
y′, we may, without loss of generality, assume that the last n−w positions are zero
such that Γ(x′ | v′)T = (y′w | 0)T , with y′w of length w, and the vector 0 = (0, . . . ,0)T

is of length n−w. Clearly, we must rearrange the rows of the matrix Γ due to
the vector (y′w | 0)T . Thus, for simpler description, we partition Γ according to the
lengths of the sub-vectors involved, that is, we rearrange the rows of Γ and y such
that the writable code symbols are y1, . . . ,yw. Let Γ′ denote this rearranged matrix
and y′ the rearranged code vector. Hence, we define the following sub-matrices of
Γ′.

Γ
←↑ = (Γ′i, j)i∈[w], j∈[k],

Γ
↑→ = (Γ′i, j)i∈[w], j∈{k+1,...,r},

Γ
←↓ = (Γ′i, j)i∈{w+1,...,n}, j∈[k],

Γ
↓→ = (Γ′i, j)i∈{w+1,...,n}, j∈{k+1,...,r}.

Given these definitions, we then obtain(
Γ
←↑
)

x′+
(

Γ
↑→
)

v′ = y′w(
Γ
←↓
)

x′+
(

Γ
↓→
)

v′ = 0.

Obviously, an important precondition of the write operation is the invertibility of
the submatrix Γ↓→. The code symbol vector is then updated by the w-dimensional
vector

γ = ((Γ←↑)− (Γ↑→)(Γ↓→)−1(Γ←↓)) δ ,

such that the new codeword y′ is derived from the former code symbols at the w
given positions by simple addition, that is,

y′ = y+ γ.

In fact, the (2,3,3,4)2-RWC in Table 4.1 can be generated by this matrix based ap-
proach (Figure 4.3 gives the encoding. Additionally, compare also the (1,2,2,3)3-RWC
in Table 4.2 and Figure 4.4).

The following definition and statements formalize the properties of the parameters of
an RWC.

Definition 4.16. An n× k-matrix A over any base b with n ≥ k is row-wise invertible if
each k× k matrix, constructed by combining k distinct rows of A, has full rank (and is
therefore invertible).
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0 0 1
0 1 1
1 0 1
1 1 1


 x1

x2

v1

=


y1

y2

y3

y4


Readable x1 x2

code symbols

y1,y2,y3 y1 + y3 y1 + y2

y1,y2,y4 y2 + y4 y1 + y2

y1,y3,y4 y1 + y3 y3 + y4

y2,y3,y4 y2 + y4 y3 + y4

Write (x′1,x
′
2) = (x1 +δ1,x2 +δ2)

code y′1 = y1+ y′2 = y2+ y′3 = y3+ y′4 = y4+

1,2,3 δ1 +δ2 δ1 δ2 0
1,2,4 δ1 δ1 +δ2 0 δ2

1,3,4 δ2 0 δ1 +δ2 δ1

2,3,4 0 δ2 δ1 δ1 +δ2

Figure 4.3: A (2,3,3,4)2-Read-Write-Code over F2 = {0,1} modulo 2.

Theorem 4.17. The matrix-based RWC is correct and well-defined if the n× r generator
matrix Γ as well as the n× (r− k) variable sub-matrix Γ′ is row-wise invertible.

Proof. Follows from the definition of row-wise invertibility and the description of the op-
erations. To prove the correctness of the coding system, we show that after each operation
Equation 4.1 is valid. This is straightforward for the initialization and read operations. It
remains to prove the correctness of the write operation.

Again, consider the additive vector (ρ1, . . . ,ρ`) denoting the changes in the variable
vector v and the vector (γ1, . . . ,γw). With this and the information change vector δ , we
obtain x′ = x + δ , v′ = v + ρ and y′ = y + γ . The correctness of the write operation then
follows by combining:

Γ

(
x′

v′

)
= Γ

(
x+δ

v+ρ

)
= Γ

(
x
v

)
+Γ

(
δ

ρ

)

=



y1
...

yw

yw+1
...

yn


+



γ1
...

γw

0
...

0


This equation is equivalent to the following.

(Γ←↑)δ +(Γ↑→)ρ = γ

(Γ↓→)ρ +(Γ←↓)δ = 0 .
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 0 1
1 1
2 1

( x
v

)
=

 y1

y2

y3


Readable

code symbols x

y1,y2 2y1 + y2

y1,y3 y1 +2y3

y2,y3 2y2 + y3

x′ = x+δ

Writable symbols y′1 = y′2 = y′3 =

y1,y2 δ + y1 2δ + y2 y3

y1,y3 2δ + y1 y2 δ + y3

y2,y3 y1 δ + y2 2δ + y3

Figure 4.4: The (1,2,2,3)3-Read-Write code over the alphabet F3 = {0,1,2} modulo 3.
corresponding to Table 4.2 above.

Since δ is given as a parameter, ρ can be computed as

ρ =
(

Γ
↓→
)−1(

−Γ
←↓
)

δ ,

and γ by the last upper equation. If ρ is known, then the product Γ · (δ | ρ)T (reduced
to the first w rows) gives the difference vector γ providing the new code entries of y′ by
y′ = y+ γ .

Theorem 4.18. For parameters k≤ r,w≤ n with r +w = k+n, there exists a (k,r,w,n)b-
RWC for an appropriate base b. Furthermore, this coding system can be computed in
polynomial time.

Proof. Follows from the following lemma and the fact that we use standard Gaussian
elimination for recovery.

Lemma 4.19. For each n ≥ k and basis b ≥ 2dlog2 n+1e, there is a row-wise invertible
n×k-matrix V over the finite field Fb. Furthermore, each submatrix of V is also row-wise
invertible.

Proof. Define an n× k Vandermonde like matrix V consisting of non-zero and pairwise
distinct elements (α1, . . . ,αn) ∈ F[2dlog2 n+1e]. Then, erase any n− k rows what yields a
k× k submatrix V ′ that is also a Vandermonde-matrix. Since all Vandermonde-matrices
are invertible, the lemma follows.
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4.4 Security and Redundancy

Induced by the usage of additional slack variables and besides adjustable fault-tolerance
and improved update properties, Read-Write codes furthermore offer useful properties
concerning data availability and security. Consider, for instance, the very extreme sce-
nario of a combination of hard disks of n portable (laptop) computers within an office. If
then a (k,r,w,n)b-RWC is used for encoding of at most n laptops, it is sufficient if at least
max{r,w} computers are accessible at the office at any time for data access and changes.
If merely r computers are connected, at least the read operations can be performed. Now,
what happens if computer hard disks are broken or information on some hard disks has
changed ? Then, the inherent redundancy of the (k,r,w,k)b-RWC allows to point out the
number of wrong data and repair it (to some extent).

A different problem occurs if computers are stolen by some adversary to achieve knowl-
edge about company data. The good news is that, for every matrix based RWC, it holds
that one can give away any n−w hard disks without revealing any information to the
adversary. If the slack variables are chosen uniformly at random from Σ, the attacker will
receive hard disks with perfect random sequences, absolutely useless without the other
hard disks. As a surplus, this redundantizes the need for complex encryption algorithms.

Redundancy

Theorem 4.20. Every (k,r,w,n)b-RWC can detect and repair up to ` faulty code symbols
if

n!(r + `)!
(n− `)r!

<
1
2
.

Additionally, it can reconstruct the data from n− r missing code symbols (erasures).

Proof. The latter statement is trivial because if n− r code symbols are missing, then by
the definition of an RWC, the complete information can be recovered from any r accessi-
ble code symbols. Furthermore, if then ` out of these r code symbols are faulty, we can
simply test every combination of the

(n
r

)
combinations of r received code symbols and

take a majority vote over the information vector. In this vote, at least
(n−`

r

)
combinations

produce the correct result what is a majority if(
n− `

r

)
≥ 1

2

(
n
r

)
which, by transformation, is equivalent to

n!(r + `)!
(n− `)!r!

<
1
2
.



112 Erasure Codes for Reading and Writing

Security

If the coded symbols are stored on distinct storage devices, with an (k,r,w,n)-RWC, the
loss of at most n−max{r,w} devices can be tolerated. For instance, if these storage
devices were stolen, then the following theorem shows that the thief cannot reveal any
information whatsoever from the encoded information. More particular, the attacker sees
only a completely random sequence vector.

Theorem 4.21. Every matrix based (k,r,w,n)b-RWC for which k+n = r+w holds can be
used such that every choice of n−w code symbols does not reveal any information about
the original information vector.

Proof. Choose random values for the slack variables v1, . . . ,v` from the symbol alphabet
Σ at initialization (let |Σ| = b). Then, there is an isomorphism between these slack vari-
ables and the stolen code symbols yielding a total of b` possibilities for the stolen code
symbols to be changed. If more symbols are added, this starts to reveal some informa-
tion.

4.5 Adaptive RW Codes

Usually in this chapter, we consider static scenarios for a SAN environment, but neverthe-
less, some perfect RW codes can be modified to also behave somehow adaptive in case of
dynamic changes in the number of accessible disks (note that we still assume the storage
devices to be of uniform size). More clearly, we already know from the previous chapter
that in a SAN, adding and removing hard disks are the most delicate maneuvers. Provided
that the size of the underlying symbol alphabet is chosen appropriately, we show in the
following that perfect RW codes exist which allow to seamlessly continue all operations
without forcing the system to be in some intermediate and, more importantly, invalid state.

Consider the following example. Assume 10 disk in a SAN using an (8,9,9,10)-RW
code. Then, for better space utilization, the system administrator wants to switch to a
(4,7,7,10)-RW code. In a usual encoding, this requires all disks to be available for the
switch. Instead, in this section, we show that some special adaptive RW codes exist that
allow to switch from one code to the other with only 9 disks being accessible for reading
and writing. If then, after computing the re-encoding of all data on the 9 disks, the 10-th
disk returns, it can immediately participate in the new (4,7,7,10)-RW code. Moreover,
if the 10-th disk is permanently lost, it can be completely reconstructed from the new
(4,7,7,10)-RW code.

In particular, an adaptive RW code is a set of certain RW codes (k,r,w,n)b with fixed
alphabet and which, unlike the previously described codes, has a switch function. If a
code is switchable, all parameters k,r,w,n can be subject to change. Furthermore, with
respect to the codeword y, not all of the code symbols need to be read or changed.
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Theorem 4.22. Consider a sufficiently large constant M. Then, for a basis b≥ 2dlog2 M+1e,
there is an (M,b)-adaptive-RWC. In this system, it is possible to switch at any time from a
(k,r,w,n)b-RWC to any (k′,r′,w′,n′)b-RWC provided that n,n′ ≤M, and k′+n′ = r′+w′

by merely reading any set of r encoded symbols and changing any set of w′ encoded
symbols.

Proof. At first, we choose an appropriate base b by selecting a finite field Fq of suffi-
cient size q ≥ 2dlog2 M+1e and take the Vandermonde Matrix based approach as shown in
Section 4.3.1. We change the main equation to the following.


1 α1 α2

1 . . . α
M−1
1

1 α2 α2
2 . . . α

M−1
2

1
...

. . .
...

1 αM−1 α2
M−1 . . . α

M−1
M−1





x1...
xk

v1...
vr−k

0...
0


=



y1
...

yn

z1
...

zM−n


Again, x1, . . . ,xk are the content symbols, v1, · · · ,vr−k are the slack variables and y1, . . .yn

are the code symbols. The variables z1, . . . ,zM−n can be ignored for the beginning; they
are neither contents, slack nor code symbols and can be generated from the content and
slack symbols at any time. The initial vector as well as the read and write function are
chosen as in the matrix based approach. Then, the switch operation, that is, switching
from a (k,r,w,n)-RWC to a (k′,r′,w′,n′)-RWC, works as follows.

First, we read r code symbols at given positions and decode the vectors x and v accord-
ing to the matrix based approach. Then, we adapt the size of the former code to the new
code size. If n′ > n, we compute the corresponding variables zi from x and v. If n′ < n,
we rename n− n′ code variables to z-variables, and thus, reduce the code size. If r′ > r,
the content/slack-variable vector (x |v)T is extended by (r′− r) 0-entries. We assume that
new contents are written during the switch-operation (especially, if k , k′). For this, let
v′1, . . . ,v

′
r′−k′ be the new set of slack variables. Furthermore, we suppose at most w′ code

symbols (positions) available for writing.
We start by erasing the rows n′+ 1, . . . ,M in y and in the Vandermonde matrix since

they are of no interest for this operation. Then, like in Section 4.3.1, we rearrange the
residual matrix and the residual code vector such that the first w positions are the writable
variables. We additionally rearrange the columns of the Vandermonde matrix and the
contents/slack vector such that the new slack variables are on the rightmost columns,
respectively lowermost lines. This results in the generator matrix Γ′ (c.f. Section 4.3.1),
and the original vector x is rearranged up to the lowest r′−k′ entries (possibly containing a
mixture of old contents, old slack variables, and 0-entries). Let x′ be the vector of the new
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contents (adequately rearranged), and let v′ be the new slack vector with r′− k′ entries.
If r′ ≥ r, x has k′ entries, and otherwise, x (x′) has r− r′ additional entries resulting from
former slack or content variables that must to be set to 0.

We first consider the case r′ ≥ r. The number of entries in x is k′. Then, we can perform
an RWC write operation changing w′ code symbols. Let `′= r′−k′= n′−w′ and partition
Γ′ like in Section 4.3.1. That is, let Γ←↑ be a w′× k′-sub-matrix of Γ′, Γ↑→ a w′× k′-sub-
matrix, Γ←↓ an `′×n′-sub-matrix and Γ↓→ an invertible `′× `′-sub-matrix of Γ′. Again,
according to the matrix based approach, the new (rearranged) code vector y′ is obtained
by

y′ = y+
[
(Γ←↑)− (Γ↑→)(Γ↓→)−1(Γ←↓)

]
· (x′− x) (4.2)

using the old (rearranged) writable symbol vector y. The proof of correctness is analogous
to Section 4.3.1.

Now, consider the case r′ < r. Then, the number of entries in x and x′ is k̃ = k′+ r− r′.
Again, let x′ be the new (adequately rearranged) vector containing the k̃ new symbols, and
v′ is the new slack variable vector with r′− k′ entries. Note that x′− x can be computed
at this stage. We now perform a slightly adapted matrix based RWC write operation that
changes w′ code symbols. Clearly, compared to the previous case, that matrix consists of
additional r−r′ columns but what does not cause any problem since we only have to adapt
the sub-matrices. Furthermore, let `′ = r′−k′ = n′−w′ and w̃ = w+ r− r′. Then, let Γ←↑

be a w̃× k̃-sub-matrix of Γ′, Γ↑→ a w̃× `′-sub-matrix, Γ←↓ an `′× k̃-sub-matrix and Γ↓→

an invertible `′× `′-sub-matrix of Γ′. As usual, y denotes the old and y′ the new writeable
symbols. Then, applying the defined matrices, the new vector y′ is obtained as given with
Equation 4.2, and again, the proof is analogous to the proof given in Section 4.3.1.

4.6 Boolean Read-Write-Codes

We already mentioned that the computational speed of RW codes strongly depends on
the size of the finite field used (c.f. Reed-Solomon codes) because encoding/decoding is
hardly driven by algebraic computations in the applied field, and the larger the field chosen
the more complex the encoding/decoding process. Thus, the most interesting case for the
choice of the alphabet is the binary case with Σ = {0,1}. Unfortunately, as we have shown
in Lemma 4.13, there are no perfect Boolean (1,2,2,3)-RW codes, and furthermore, also
for the matrix based RW codes (also called parity Read-Write codes, according to parity
Reed-Solomon codes), the Boolean basis poses a severe restriction. The reason is that
only for some dimensions Boolean matrices are row-wise invertible. We address these
cases of valid (k,r,w,n)2-RW codes in the following.
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Lemma 4.23. For each n, there exists an n×1 row-wise invertible Boolean matrix. Fur-
thermore, for k ≥ 2, there are n× k row-wise invertible Boolean matrices if and only if
n ∈ {k,k +1}.

Proof. The first claim is trivial. For the second, note there is a (k + 1)× k row-wise
invertible Boolean matrix, e.g. Γ = (Γi, j)i∈[k+1], j∈[k] such that

Γi, j =
{

1 : i = n ∨ i = j
0 : else

Now, we prove that there are no (k +2)×k row-wise invertible matrices as we show that,
given a k× k full rank Boolean matrix Γ, there is always a unique vector leading to a
(k +1)× k row-wise Boolean matrix.

Consider Γ as above and remove an arbitrary row i. Then, there are 2k−1 possibilities
to add a row receiving a matrix with full rank. Such a row is described by the vector set
Γ(x1, . . . ,xk)T where xi = 1 and the rest is chosen arbitrarily. The only vector that can be
added to each of these combinations is Γ(1, . . . ,1)T . After adding this vector, there is no
other vector which is linearly independent from the other vectors.

This lemma has severe implications on the matrix based method for Boolean bases, as
we show in the following.

Theorem 4.24. If r +w = k+n, there are Boolean n×k generator matrices V for a valid
(k,r,w,n)2-RW encoding only for the following cases:

1. (1,1,n,n)2, (1,n,1,n)2, (k,k,k,k)2

2. For k ≥ 2: (k,k +1,k +1,k +2)2

3. For k ≥ 1: (k,k,k +1,k +1)2

4. For k ≥ 1: (k,k +1,k,k +1)2

Proof. Follows by combining the prerequisites of the matrix based RWC method with
Lemma 4.23.

If we merely consider the encoding of a 1-bit information word, the following lemma
holds.

Lemma 4.25. Every (1,r,w,r +w−1)2-RW code is a matrix based RW code.
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Proof. Consider a write operation on the subset W of code symbols with |W | = w and a
read operation on the index set R with |R| = r such that |R∩W | = 1. Let i be the index
of the element in the intersection. Now, if the information bit x flips to x′, the code bit yi

must flip as well. Otherwise, the result of the read operation would be the same as before,
what is incorrect. Thus, we can describe the operation on yi by

y′i ≡ yi + x′+ x (mod 2).

Notice, there is always a set R with |R| = r and |R∩W | = 1 for any index i ∈W . Thus,
the congruence holds for all bits leading to the matrix representation of RW codes.

Unfortunately, there are no perfect Boolean RW codes of higher dimensions.

Lemma 4.26. There is no (2,r,w,n)2-RW code for r +w = 2+n and w≥ 4.

Proof. Consider arbitrary 4 bits of some codeword y and let their indices be given by
the set F = {i, j,k, l} ⊆ [n]. Then, partition the residual index set IR = [n] \F into two
disjoint index sets R with |R| = r−2 and W with |W | = w−4. W.l.o.g. consider the set
F = {1,2,3,4} describing the code bits y1,y2,y3,y4. Now, consider write operations on
the index sets Wi, j = W ∪{i, j} for all distinct i, j ∈ F and read operations on the index
set Ri, j = R∪{i, j}, again for all i, j ∈ F , imposing an intersection on at most two code
symbols.

Now, what is the number of bits to flip whenever the information (x1,x2) changes to
(x′1,x

′
2) (for our example, there are three change possibilities) ? To cover all cases, we

define pi as a predicate which is only true if yi must be changed, i.e. inverted. If we then
consider the read operation on the set Ri, j, clearly, all bits in R remain unchanged, and the
only way the write operation induces a change for the read operation is that, at least, one
of the code bits yi,y j is changed. To consider all such read operations, we have to fulfill
the following term: ∧

i, j∈[4],i, j

pi∨ p j =

(p1∧ p2∧ p3)∨ (p1∧ p2∧ p4)∨ (p1∧ p3∧ p4)∨ (p2∧ p3∧ p4).

As we see, all but (at most) one bit have to be inverted. Hence, there are five possibilities
to encode all three possible changes to the information vector (x1,x2). Moreover, by the
definition of the set Ri, j, each read operation can only observe two out of the four rewritten
bits. In particular, the following cases occur (we start with R1,2):

1. A: y1 and y2 are inverted.

2. B: Only y1 is inverted.

3. C: Only y2 is inverted.
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Thus, A, B, and C can be mapped to all three possible changes of (x1,x2) to (x′1,x
′
2). Un-

fortunately, if we continue this game, we will observe a conflict with the read operation
R3,4 in the situations B and C that both hold for R3,4, that is, both bits y3 and y4 must
be inverted inducing an indistinguishable situation for the read operation. Thus, in other
words, the read operation of R3,4 cannot uniquely distinguish the change in the informa-
tion vector.

This lemma can be generalized to the following theorem.

Theorem 4.27. There is no (k,r,w,n)2-RW code for r +w = k +n and w≥ k +2.

Proof. The proof is analogous to the proof of Lemma 4.26 but we now consider k+2 bits
of y, and w.l.o.g. we set F = [k +2] describing the code bits y1,y2, . . . ,yk+2. Then again,
we partition the n− k residual code bits (i.e. the residual index set IR = [n] \F) into the
sets R and W with |R| = r− 2 and |W | = w− k− 2. Let the considered read and write
operations on the index sets Wi, j and Ri, j be defined as in Lemma 4.26.

Again, we are interested in the number of bits to flip if the information (xi1, . . . ,xik)
changes to (xi1, . . . ,xik+2) (there are 2k−1 change possibilities). Let the predicate pi also
be defined as before. If we then consider the read operation on R∪{i1, . . . , ik}, all bits
in R remain the same. Thus, the only way the write operation induces a change is that,
at least, one of the code bits yi1, . . . ,yik is changed (note that the read operation will read
only two bits from this intersection). Considering all such read operations, we must now
fulfill the following term: ∧

S∈[k+2]:|S|=k

∨
i∈S

pi =
∨

S∈[k+2]:|S|≥3

∧
i∈S

pi.

Thus, at least 3 bits must be inverted in every write operation. Moreover, there are

2k+2−
2

∑
i=0

(
k +2

i

)
possibilities to encode all 2k−1 possible changes to the vector (x1, . . . ,xk).

However, in each read operation, only k bits are accessed (in the intersection) which
requires 2k−1 possible outcomes. If we then combine any two of the read operations, this
implies for the whole set that, at least, 2k+2− 7 possible outcomes are demanded. Now,
consider the intersection of read operations that have only k−2 positions in common. If
the corresponding bits remain the same, clearly then, each of the residual pairs of two bits
must differ, leaving 9 possibilities. In the other case, we have 2k−2− 1 possibilities for
the common bit vector and 16 possibilities for the ‘private’ bit pairs. Hence, there are

2

∑
i=0

(
k +2

i

)
−7 > 1

codes missing, for all k ≥ 1.
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4.7 General RW-Codes

Since only few perfect Boolean RW codes exist, we now consider more general RW codes
for which, in particular, hold

r +w > n+ k.

In order to appropriately describe the existence of such codes, we use a modified matrix
based approach in which all matrix entries are chosen uniformly at random from the
alphabet Σ. Then, given this structures, we prove that with positive probability the read
and write operations work.

We call the following approach a random matrix (k, `,n)b-RW code. As usual, we
consider the information vector x to consists of k symbols plus additional ` used slack
variables, and an n-symbol code y generated by the matrix based encoding. Again, let
b = |Σ| denote the size of the symbol alphabet Σ. Furthermore, we consider an n×(k+`)-
generator matrix Γ whose elements are drawn (uniformly) at random from Σ. And as
usual, we use the matrix based code representation

Γ(x | v)T = y.

Then, the read and write operations can be derived as follows:

• Read

Consider r ≥ k + ` given readable positions in the code vector y. Then, we can
derive the matrix Γ′ by choosing all rows of Γ corresponding to the rows available
for reading (c.f. Section 4.3.1). In Γ′, we choose ` + k linear independent row
vectors yielding matrix Γ′′ (note that in case of an insufficient number of existing
linear independent rows in the matrix (what may occur since the elements were
chosen at random), the read operation fails). Corresponding to Γ′′, we also reduce
the code vector y yielding a codeword y′ of size k + ` and compute the k-sized
content vector x as well as the slack vector v as usual by

(x | v)T = (Γ′′)−1 y′.

• Write

Consider the n× l variable sub-matrix

Γ
→ = (Γi, j)i∈[n], j∈{k+1,...,k+l}.
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There are n−w non-writable positions corresponding to rows of the code vector
y and the variable sub-matrix Γ→. In case that these n−w rows of Γ→ are not
linearly independent, clearly, the write operation fails (recall from Section 4.3.1 that
a precondition for the write operation is the invertibility of the (n−w)× l variable
submatrix Γ↓→). Then, we could add some other `−n+w linear independent rows
of Γ→ (again, if these do not exist, the operation fails). Now, provided that we have
found appropriate linearly independent rows, these rows then correspond to non-
writable positions, and by using the complement of this rows as writable positions,
we can directly apply the matrix based RW code write operation.

We now investigate the success probability of read and write.

Lemma 4.28. Consider a k× (k + `) random matrix A over a given base b≥ 2. Then,

Pr[ A has an invertible k× k-sub matrix ] ≥ 1−b−`+2.

Proof. Since the column rank and row rank of a matrix are always equal, it is more con-
venient to argue the following by the column rank of the matrix A. Then, the probability
that a random k× (k + `) submatrix of A does not have rank k equals the probability
that all k + ` columns of A lie in some k− 1-dimensional subspace of bk. To sum up
all these subspaces, we enumerate each subspace by its 1-dimensional orthogonal com-
plement yielding a total of bk−1

b−1 such subspaces (since we omit the zero vector, we have
bk− 1 possibilities for a 1-dimensional vector or size k, and since for each such vector
that spans some certain subspace, a multiplication with b−1 non-zero elements from the
underlying base still spans the same subspace). Then, for each of such subspaces, the
probability that all columns of the matrix are in this subspace is b−(k+`)1. By the union
bound, the probability that all the columns are in the same subspace is upper bounded by

b−(k+`) bk−1
b−1

≤ b−`

b−1
≤ b−`.

Thus, the probability that the matrix has full rank is at least 1−b−`.

From this, it follows that if only few combinations of read and write index sets occur,
the overhead for general codes is small.

Theorem 4.29. For given parameters r and w, consider a general RWC with read index
sets R = {R1, . . . ,R|R|}, |Ri| ≥ r, and write index sets W = {W1, . . . ,W|W |}, |Wi| ≥ w.
Then, there is a restricted (k,r,w,n)b-RWC for any

r > k + logb |R|+2,

w+ r > n+ k + logb |W |+2.

1 For each column vector c it holds: Pr[c lies in this subspace ] = b−1 = bk−1

bk . In other words, one aims at
sampling a vector from the k-dimensional space which is also in the k−1-dimensional subspace.
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Proof. According to Lemma 4.28, the probability of having a valid code for reading by
using r rows is at least 1− b−(r−k)+2. Now, summing up the error probabilities of all
possible read operations, we end up with

|R|

∑
i=1

Pr[ Ri is not valid ] ≤ |R|b−(r−k)+2 < 1

provided that r > k + logb |R|+3.
For the write operation, we consider an `× (n−w) sub-matrix for ` = r− k in which

we need to find n−w ≤ ` independent rows, with positive probability. The other failure
case can be omitted. Again, due to the previous lemma, with a success probability greater
than 1−bn−w−`+2 we succeed. Thus, for

n−w− r + k +2 > logb |W |,

the summed error probability is less than 1. Combining both error probabilities, the over-
all error probability is also less than 1. Hence, there exists a matrix allowing these re-
stricted read and write index sets.

Yet, the overall number of possible read and write index sets is quite high. The follow-
ing theorem shows that random matrices perform quite well for most of the read and write
index sets.

Theorem 4.30. For any base b, a random matrix based (k, `,n)b-RW code successfully
performs a read operation for a random choice of k+`+q code symbols with probability
1− b−q+2 and successfully performs a write operation for a random choice of n− `+ q
writable code symbols with probability 1−b−q+2.

Proof. Follows directly from Lemma 4.28 and from the definition of the Read and Write
operation of random matrix based (k, `,n)b-RW-Codes.

4.8 Conclusion

In this chapter, we presented a useful extension of linear erasure codes, called Read-Write
codes, for application in RAID-like storage systems. Such systems often store valuable
business data implying some certain degree of reliability on the stored data. Furthermore,
to exploit access parallelism, the data is distributed among n distinct storage devices but
what makes the system subject to failures as the probability of failed disks increases with
the number of devices connected. Therefore, fault-tolerant data placement schemes are
highly required to beware from data loss. In addition, reducing system latency is also of
great concern since access to the devices on which the data is stored is magnitudes slower
than any memory access which leads to comparatively high I/O costs.
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Usually, employed RAID schemes (RAID 4/5) and Reed-Solomon encoding are sim-
ple and efficient techniques that, on one hand, focus on aggregating disk performance by
employing parallel access to them, and on the other hand, guarantee sufficient reliability
to tolerate multiple disk failures, all at a low cost, but unfortunately, all such codes re-
quire n accessible disks for storing an n-block codeword appropriately, what leads to the
following problems.

1. The modification of the original information implies access to all n− k checksum
disks; this write penalty leads to a performance bottleneck.

2. A complete modification of the information word results in inconsistencies if at
least any of the n disks is missing.

3. Once the stripe size of an encoding is chosen, it cannot be changed any further,
thus, it cannot be adjusted to potentially changing demands (e.g. changing degree
of redundancy, adjusting to a higher number of tolerable failures, changing stripe
size, changing document size, etc.).

RW codes can significantly reduce, or even eliminated these problems. In a perfect
(k,r,w,n)-RW code (with r+w = k+n), any r disks suffice for reading, and any max{r,w}
disks suffice for writing. The overhead is described by the stretch factor m

n , and any of
these combinations (k,r,w,n) with k≤ r,w≤ n can be chosen. In the case of adaptive RW
codes, these parameters can be adjusted during runtime without reading and rewriting all
disks. Furthermore, the information of n− r disks can be recovered and the system can
continue working if not more than n−max{r,w} disks fail. There is some redundancy
against faulty hard disks. However, redundancy is better solved by reducing it with disk-
wise checksums to the problem of failed disks. Interestingly, there is also a security
feature which allows the theft of up to n−w disks. The main advantage of RW codes
in a SAN is that the current r, respectively w, fastest disks can be used for read or write
operation. This leads to more efficient storage area networks.

In addition, in [DLS+04b], methods have been introduced for a wide-area distributed
hash table (DHT) that provides high-throughput and low-latency network storage. The au-
thors suggest a system called DHash++ which based on the peer-to-peer network Chord
[SMK+01b], and one feature of DHash++ is to use an erasure-resilient code for stor-
ing data. In particular, they store each 8192-byte block as 14 1171-byte erasure-coded
fragments, any seven of which are sufficient to reconstruct the block, using the IDA (In-
formation Dispersal Algorithm) coding algorithm from [Rab89]. The benefit of this code
is low latency as the fastest peers can be used to reconstruct the stored data. On the other
hand, this system suffers from a bad update behavior making it a promising application
for Read-Write-Codes to improve peer-to-peer-networks.
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