Dissertation

Modelle und Methoden
zur Losung des ressourcenbeschrankten
Projektablaufplanungsproblems unter
Beriicksichtigung praxisrelevanter Aspekte

Torben Schramme, M.Sc.

Schriftliche Arbeit zur Erlangung des akademischen Grades
doctor rerum politicarum (dr. rer. pol.)
im Fach Wirtschaftsinformatik

eingereicht an der
Fakultat fur Wirtschaftswissenschaften der
Universitat Paderborn

Paderborn, im August 2014

Datum der Verteidigung: 30.10.2014

Gutachter:
1. Prof. Dr. Leena Suhl

2. Prof. Dr. Joachim Fischer






Danksagungen

Diese Arbeit ist wihrend meiner Zeit als Promotionsstudent am DS&OR Lab der
Universitit Paderborn im Zeitraum von Oktober 2011 bis Oktober 2014 entstanden. In
dieser Zeit haben viele Personen dazu beigetragen, dass ich die Promotion letztendlich
erfolgreich abgeschlossen habe und dieses Buch nun vor Thnen als Leser liegt. Zeit um
zuriickzublicken und ,,Danke!* zu sagen:

Allen voran bedanke ich mich bei meiner Doktormutter Prof. Dr. Leena Suhl fiir die
sehr gute Betreuung wihrend der gesamten Zeit und die vielen konstruktiven Gespréa-
che. Der Dank geht ebenfalls an alle anderen Kolleginnen und Kollegen am Lehrstuhl
fir die gute Arbeitsatmosphére. Der International Graduate School der Universitéit
Paderborn als betreuende Forschungsschule mit ihrem Angebot eines Promotionsstu-
diums in drei Jahren und vielen dabei helfenden Mafinahmen verdanke ich, dass ich die
Arbeit tatsdchlich in dieser vergleichsweise kurzen Zeit erfolgreich abschliefen konn-
te. Ebenfalls bedanken mochte mich ich an dieser Stelle bei der Firma ORCONOMY
GmbH und ihrem gesamten Team. Sie haben es mir einerseits durch ein Stipendi-
um finanziell ermoglicht zu promovieren, aber sie haben mich auch so wahrend dieser
Zeit immer unterstiitzt und mir oft den Riicken freigehalten, wenn die dort anfal-
lenden Projektaufgaben mit meinem Zeitplan der Promotion zu kollidieren drohten.
Vielen Dank daftr! Weiterhin haben viele Studenten, zum Beispiel durch Seminar-
und Abschlussarbeiten, geholfen, verschiedene Bereiche dieser Arbeit weiterzuentwi-
ckeln und mich so bei der Erforschung neuer Ideen unterstiitzt. Stellvertretend fiir alle
mochte ich mich hier bedanken bei Marian Schiemann fiir seine geleistete Implemen-
tierungsarbeit, bei Benedikt Blomen fiir seine Unterstiitzung bei der Entwicklung der
Optimierungsalgorithmen und bei Jacqueline Hiither fiir ihre Hilfe bei der Konzeption
und Literaturrecherche. Ein grofiles Dankeschon geht an Maren Schmidtmann, ohne
die diese Arbeit, aber auch schon zuvor meine Bachelor- und Masterarbeit, sicherlich
mit erheblich mehr Tippfehlern und verdrehten Sédtzen gedruckt worden waren.

Neben diesen ganzen inhaltlichen Beitragen habe ich aber auch im privaten Bereich
viel Zuspruch erfahren, was enorm dabei geholfen hat, auch in schwierigen Phasen die
notige Motivation aufrecht zu erhalten. Ich bedanke mich deshalb bei meinen Freun-
den, die entweder aktiv durch Ansporn und gute Laune oder auch durch Akzeptanz
der Entbehrung in den Phasen, in denen ich nur wenig Zeit fiir sie hatte, mir sehr
geholfen haben. Alle hier aufzuzahlen ohne jemanden zu vergessen ist kaum moglich,
deswegen geht dieser Dank stellvertretend fiir alle an diejenige, die in der letzten Zeit
besonders oft auf mich verzichten musste: Meine Freundin Maren Umbach.

Der letzte und grofite Dank geht an meine Eltern: Vielen Dank fiir alles - nicht nur
fiir die Unterstiitzung wahrend der Promotion, sondern fiir all die groffen und kleinen
Dinge, die ihr in meinem Leben fiir mich getan habt.

Torben Schramme
Oktober 2014



Abstract - deutsch

Die Projektablaufplanung als eine Planungsaufgabe des Projektmanagements hat den
Zweck, Ausfiihrungszeitraume fir alle Aktivitdten eines Projekts festzulegen, sodass
alle Ressourcen und Restriktionen eingehalten werden und der so entstehende Projek-
tablaufplan so gut wie moglich die Ziele der Planung abbildet. Diese Arbeit basiert
auf aktuellen Veroffentlichungen, welche gezeigt haben, dass es trotz jahrzehntelanger
Forschung noch immer eine Liicke gibt zwischen den Praxisanforderungen einer sol-
chen Planung und dem, was mit aktuellen mathematischen Optimierungsmodellen und
-verfahren abgebildet und gelost werden kann. Dies betrifft besonders die Modellie-
rung von flexibel planbaren Ressourcenbedarfen und die Abbildung unterschiedlicher
Planungsziele. Wahrend im klassischen Modell der Ressourcenbedarf einer Aktivitat
konstant iiber ihre gesamte Dauer ist und die Dauer ebenfalls konstant ist, so gibt es
bei flexibel planbaren Bedarfen nur einen Gesamtbedarf fiir die Aktivitdat und die re-
sultierende Dauer sowie die Verteilung des Bedarfs auf die einzelnen Zeitperioden der
Dauer ist Teil der Optimierungsentscheidung. Dabei kann eine Aktivitat beliebig viele
konstante und/oder flexibel planbare Bedarfe haben. Als Losungsverfahren wird ein
MIP sowie ein genetischer Algorithmus (GA) entwickelt. Wahrend das MIP mit einem
Branch& Cut-Solver nur sehr kleinen Probleminstanzen in akzeptabler Zeit 16sen kann,
erreicht der GA auch fiir grofle Instanzen gute Losungen in kurzer, konstanter Zeit. Im
Gegensatz zu bisher bekannten Heuristiken kann der GA einen Plan unter verschie-
denen reguldren und nichtregularen Zielfunktionen optimieren und so unterschiedliche
Planungsziele abbilden. Die Tests wurden mit drei verschiedenen Zielfunktionen auf
abgewandelten PSPLIB-Instanzen sowie einer Fallstudie aus der Praxis durchgefiihrt.



Abstract - englisch

The purpose of project scheduling in the process of project management is to de-
termine execution periods for all project activities, subject to given resource or time
constraints, with the objective that the resulting schedule reflects as much as possible
the planning targets. This work is based on current publications that show that despite
decades of research, there is still a gap between the requirements of practical planning
on the one hand and the modelling and solving abilities of current state-of-the-art
solution methods on the other hand. This applies in particular to the modeling of fle-
xible, schedulable resource demands and the ability to incorporate different planning
targets. In the classic model, resource demands of an activity are constant over the
whole execution period and the length of this period itself is also constant. In contrast,
flexible schedulable resource demands have only a total demand for the whole activity,
and the activity execution duration plus the demand distribution over that execution
time is determined in the optimization process. Activities can have any number of
flexible schedulable and/or constant resource demands. For solving this model, two
approaches are developed, namely a mixed-integer program (MIP) and a genetic al-
gorithm (GA). While a Branch&Cut solver with the MIP can only solve small sized
instances within a reasonable time, the GA achieves good solutions even for larger
instances in a short, constant time. Compared to previous metaheuristic approaches,
the GA is able to solve schedules under regular and non-regular objective functions
and, thus, can handle different planning targets. Three different objective functions
are considered in computational tests for modified test instances of the well-known
PSPLIB and a case study from practice.
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1. Einleitung

Das Projekt als Form der Arbeitsorganisation in Unternehmen hat in den vergangenen
Jahrzehnten in vielen Branchen stark an Bedeutung gewonnen (vgl. Zimmermann u. a.
(2005, S. 1)). Besonders langer andauernde Vorhaben mit einem hohen Anteil an noch
nie zuvor zu beriicksichtigenden Bedingungen und damit einem hohen Mafl an Unsi-
cherheiten, wie z.B. grofleren Produktentwicklungen, Umstrukturierungen oder For-
schungsarbeiten, werden in Form von Projekten geplant und durchgefiithrt. Weiterhin
definieren Zimmermann u. a. (2005, S. 3) das Projektmanagement als ,die Gesamtheit
aller Planungs-, Steuerungs-, Koordinierungs- und Uberwachungsaufgaben zur sach-,
termin- und kostengerechten Realisierung von Projekten sowie die hierfiir bendtigten
Konzepte und Methoden.“

Die Projektplanung als erster Schritt in dieser Prozesskette legt den Grundstein da-
fiir, ob ein Projekt spéter erfolgreich oder nicht erfolgreich durchgefithrt wird. Da eine
solche Planung von Projektzielen, Arbeitspaketen, Terminen und Ressourcen aufgrund
der vielen zu verarbeitenden Informationen und zu berticksichtigenden Restriktionen
eine duflerst komplexe Aufgabe werden kann, werden seit etwa 60 Jahren mathemati-
sche Optimierungsverfahren und Modelle entwickelt, um diese Planungsaufgaben im
Allgemeinen und die Termin- und Ressourcenplanung im Besonderen besser zu unter-
stiitzen. Dennoch haben aktuelle Studien herausgefunden, dass je nach betrachtetem
Unternehmen teilweise mehr als die Hélfte aller begonnenen Projekte fehlschlagen
und die Ursachen hierfiir oft in einer unzureichenden Planung des Projekts im All-
gemeinen bzw. in einer fehlerhaften Planung der Ressourcen im Speziellen zu suchen
sind (vgl. Engel u. a. (2006), GPM Deutsche Gesellschaft fiir Projektmanagement e.V.
u.a. (2013)). Es hat sich gezeigt, dass die Projekte iiber die Jahrzehnte immer gro-
Ber und komplexer geworden sind, Ressourcen dadurch genauer und flexibler geplant
werden miissen und allgemein mehr Ziele und Aspekte bei der Planung berticksichtigt
werden missen. Hier ist mit der Zeit eine Liicke entstanden zwischen diesen praxisre-
levanten Anforderungen an eine Planungsunterstiitzung auf der einen Seite und den
dafiir verfiigharen wissenschaftlichen Methoden auf der anderen Seite (vgl. Herroelen
(2005)). Diese Arbeit wird sich daher mit der Frage beschaftigen, wie die gednder-
ten Anforderungen der Termin- und Ressourcenplanung durch neue mathematische
Optimierungsverfahren besser berticksichtigt werden konnen.

Zur Motivation dieser Arbeit wurde sich zunéachst kritisch die Frage gestellt, ob das,
was die Forschung in den letzten Jahrzehnten an Methoden und Modellen zur Un-
terstiitzung der Termin- und Ressourcenplanung hervorgebracht hat, immer noch das
ist, was Projektmanager zur Planung aktueller Projekte bendtigen. Um diese Frage zu
beantworten, werden zunéchst in Kapitel 2 einige aktuelle Studien mit dem Ergebnis



1. Einleitung

zusammengefasst, dass die Projekte der Unternehmen im Laufe der Zeit immer kom-
plexer geworden sind und dass bei der Planung hinsichtlich Terminen und Ressourcen
immer mehr Flexibilitat und die Beriicksichtigung von immer mehr Informationen er-
forderlich geworden ist. Dem gegeniiber stehen auf der einen Seite breit verfligbare
Softwarelosungen, die jedoch nur eine sehr vereinfachte Planungsunterstiitzung anbie-
ten und auf der anderen Seite viele iiber die Jahre entwickelte Optimierungsverfahren,
die jedoch grofitenteils entweder nur auf sehr spezielle Projektplanungsprobleme an-
wendbar sind oder sich aufgrund ihrer Laufzeit bzw. der unterstiitzten Projektgrofien
nicht fiir einen breiten Praxiseinsatz eignen. An dieser Stelle mochte die vorliegende
Arbeit ansetzen und einen Beitrag liefern: Es sollen neue Planungsmethoden erforscht
werden, mit denen zum einen mehr aktuelle Praxisanforderungen der Termin- und
Ressourcenplanung berticksichtigt werden konnen und die zum anderen aufgrund von
Laufzeit und Anpassbarkeit nicht nur fiir ein spezielles Projektplanungsproblem, son-
dern auch fiir einen breiteren, problemunabhéngigeren Praxiseinsatz geeignet sind. Um
diese Anforderungen genauer zu spezifizieren, werden auf Basis der vorher vorgestell-
ten Studien, weiterer Literatur sowie einem Praxisbeispiel relevante aktuelle Aspekte
der Termin- und Ressourcenplanung herausgearbeitet und vorgestellt.

In einer umfangreichen Literaturrecherche in Kapitel 3 wird zunéchst das bis dahin
in dieser Arbeit rein aus Managementsicht betrachtete Problem der Termin- und Res-
sourcenplanung auf das formalisierte Optimierungsproblem der ressourcenbeschrank-
ten Projektablaufplanung ( Resource Constrained Project Scheduling Problem, RCPSP)
iibertragen und ein Uberblick iiber die géingigen Modelle und Loésungsverfahren ge-
geben. Im Anschluss wird gezeigt, welche der zuvor identifizierten praxisrelevanten
Aspekte sich bereits in der Literatur finden lassen und wie diese dort umgesetzt wur-
den.

In Kapitel 4 wird zusammengefasst, dass zwar schon einige dieser praxisrelevanten
Aspekte in anderen Veroffentlichungen betrachtet wurden, es aber bisher noch kein
bekanntes Optimierungsverfahren gibt, das diese auch alle gemeinsam unterstiitzt und
zusétzlich ein praxistaugliches Laufzeitverhalten hat. Darauf aufbauend werden als
Ziele fiir den weiteren Verlauf der Arbeit definiert, dass nun eine solche Methode
entwickelt werden soll und deren Effektivitdat und Effizienz anhand von kiinstlichen
und realen Projektplanungsbeispielen demonstriert werden soll.

Zur Erreichung dieser Ziele wird in Kapitel 5 zunachst auf Basis des urspriingli-
chen RCPSP das mathematische Optimierungsmodell definiert, welches das zuvor aus
praktischer Sicht beschriebene Planungsproblem formal abbildet. Als Referenz fiir die
weitere Entwicklung wird anschlieBend gezeigt, wie man dieses Modell mit Mixed In-
teger Programming und dem Branch&Bound-Algorithmus exakt 16sen kann. Da fiir
einen spateren Praxiseinsatz so ein exaktes Verfahren jedoch aufgrund von zu hoher
Laufzeit ausscheidet, wird im darauf folgenden Kapitel 6 eine Meta-Heuristik nach dem
Vorbild eines genetischen Algorithmus entwickelt, welche durch eine variable Zielfunk-
tion an die unterschiedlichen Aspekte angepasst werden kann und die in der Lage sein
wird, das Optimierungsmodell in akzeptabler Zeit zu l6sen.



Durch einen Vergleich mit dem exakten Losungsverfahren wird in Kapitel 7 die
Effektivitdt und Effizienz der Meta-Heuristik anhand kiinstlicher Testinstanzen de-
monstriert. Dabei wird zunéchst darauf eingegangen, wie die dort verwendeten Testin-
stanzen auf Basis einer allgemein verfiigharen und in der Literatur vielfach benutzten
Bibliothek fir Standard-Projektplanungsprobleminstanzen (PSPLIB) generiert wur-
den. Es folgt eine Analyse der numerischen Ergebnisse hinsichtlich der geeignetsten
Parameter fiir die Heuristik fiir verschiedene Planungsszenarien. Weiterhin wird getes-
tet und ausgewertet, in wie weit sich eine Kombination der Heuristik mit dem exakten
Verfahren zum schnellen und gleichzeitig optimalen Losen der Testinstanzen eignet.
Zur weiteren Demonstration der Praxistauglichkeit werden die entwickelten Verfahren
in Kapitel 8 in einer Fallstudie an einem realen Projektplanungsbeispiel aus der Praxis
getestet und bewertet.

Die Arbeit schliefit in Kapitel 9 mit einem kritischen Riickblick auf die erzielten Er-
gebnisse. Es hat sich gezeigt, dass das entwickelte heuristische Verfahren in der Lage
ist, die zuvor definierten Ziele und Anforderungen zu erfiillen und damit prinzipiell
fiir einen breiten praktischen Einsatz zur Unterstiitzung der Ressourcen- und Termin-
planung geeignet ist. Dennoch kann sich genau diese Praxistauglichkeit tatséchlich
natiirlich nur langfristig beweisen, weshalb weitere Fallstudien mit realen Projekten
sowie die Einbindung weiterer, im Einzelnen bereits erforschter Erweiterungen des
RCPSP moégliche nachste Schritte fiir weitere Forschung sind.






2. Einfiihrung in die Projektablaufplanung

Die Planung und das Management sind sehr wichtige aber zugleich komplexe Auf-
gaben zur erfolgreichen Durchfithrung von Projekten. Ziel dieser Arbeit ist es, neue
Modelle und Algorithmen zu entwickeln, um diese Aufgaben mit Hilfe mathematischer
Optimierung besser bewaltigen zu konnen. Zunéchst soll dafiir in diesem Kapitel aus
Managementsicht erklart werden, um was es bei der Projektplanung geht und wo die
Herausforderungen hierbei liegen. Dazu werden als erstes einige grundlegende Begriffe
definiert sowie die einzelnen Phasen des Projekts und die damit verbundenen Aufgaben
des Projektmanagements erklirt. Es folgt ein Uberblick iiber einige géingige, kommer-
zielle Softwareprodukte zur Unterstiitzung dieser Aufgaben und eine kritische Diskus-
sion dariiber, warum die Planungsmoglichkeiten solcher Produkte in einigen Punkten
hinter den Erwartungen der Praxis zuriickbleiben und die Wissenschaft bisher nicht
zufriedenstellend in der Lage war, diesen Riickstand zu verringern. Abschliefend wer-
den fiir den weiteren Verlauf der Arbeit anhand von Literatur und Praxisbeispielen
einige besondere Aspekte vorgestellt, die bei der Planung von Projekten von Bedeu-
tung sein konnen, die jedoch, wie spéater gezeigt wird, durch die bisher verfiigharen
Optimierungsmethoden nur unzureichend unterstiitzt werden.

2.1. Projektmanagement und Projektablaufplanung

Im Folgenden werden fiir ein einheitliches Versténdnis im weiteren Verlauf der Arbeit
zunachst die grundlegenden Begriffe der Projektplanung definiert. Anschliefend folgt
eine Ubersicht iiber die Aufgaben und Prozesse, die beim Management von Projekten
auftreten.

2.1.1. Definitionen und Begriffe

Die DIN-Norm 69901-5:2009-01 (vgl. Deutsches Institut fiir Normung (2009)) definiert
den Begriff Projekt wie folgt:

Ein Projekt ist ein Vorhaben, das im Wesentlichen durch die Einma-
ligkeit der Bedingungen in ihrer Gesamtheit gekennzeichnet ist, wie z.B.
Zielvorgabe, zeitliche, finanzielle, personelle und andere Begrenzungen, Ab-
grenzungen gegentiber anderen Vorhaben, projektspezifische Organisation.

Beispiele fiir Projekte sind z.B. die Reorganisation eines Unternehmens, die Entwick-
lung eines neuen Produkts oder der Bau eines Hauses. Auch wenn dies alles Vorhaben
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sind, die grundsatzlich haufiger durchgefithrt werden, so ist eine konkrete Durchfiih-
rung dennoch immer einmalig - ein Unternehmen kann zwar z.B. mehrmals ein neues
Produkt entwickeln, aber die Entwicklung eines konkreten Produkts ist hinsichtlich
ihrer Rahmenbedingungen nach der genannten Definition immer einmalig und wird
sich so nicht wiederholen. Um dieser Einmaligkeit und der damit logischerweise immer
einhergehenden Neuartigkeit eines solchen Vorhabens auf organisatorischer Ebene zu
begegnen, wurden bestimmte Planungsmethoden und Ablaufe zur Durchfithrung von
Projekten entwickelt (vgl. Abschnitt 2.1.2). Durch die Einmaligkeit grenzt sich ein
Projekt klar von den immer wiederkehrenden Tatigkeiten in einem Unternehmen ab,
wie z.B. im Bereich der betrieblichen Fertigung von der Serienfertigung eines Produkts
(vgl. (Fischer u.a., 2002, S. 160f)) oder auf administrativer Ebene von den regelmaflig
wiederkehrenden Verwaltungsaufgaben.

Aufbau eines Projekts

Die zeitliche Begrenzung eines Projekts bestimmt im Wesentlichen, wann ein Pro-
jekt frithestens beginnen kann und bis wann es spéatestens abgeschlossen sein muss.
Im Rahmen der Planung eines Projekts wird dieser Zeitraum als Planungshorizont
bezeichnet. Der Planungshorizont wird in eine bestimmte Menge gleichgrofler Zeitpe-
rioden eingeteilt, wobei die Lénge einer solchen Periode (z.B. eine Stunde, ein Tag, ein
Monat) von dem Detailgrad und ggf. weiteren Erfordernissen der jeweiligen Planung
abhéangt.

Die Ziele eines Projekts werden durch bestimmtes Handeln der beteiligten Akteu-
re erreicht. Zur besseren Planung wird dieses Handeln in einzelne Aufgabenpakete
aufgeteilt (ndheres zu dieser Aufteilung in Abschnitt 2.1.2), welche im Folgenden als
Aktivitaten des Projekts bezeichnet werden. Wenn es Griinde gibt, die eine bestimm-
te zeitliche Reihenfolge bei der Ausfiihrung von zwei Aktivitdten A und B erfordern,
so existiert zwischen diesen beiden Aktivitaten eine Vorrangbeziehung. Aktivitat
B ist damit zeitlich abhéngig von Aktivitdt A. Im Projektmanagement wird tiblicher-
weise zwischen den folgenden vier Arten von Vorrangbeziehungen unterschieden (vgl.
(Vanhoucke, 2012, S. 18-20)):

Ende-Start Die Aktivitat B kann frithestens zu dem Zeitpunkt begonnen werden, zu
dem Aktivitdt A komplett abgeschlossen ist. Diese Vorrangbeziehung wird auch
als Normalfolge bezeichnet.

Start-Start Die Aktivitdt B kann frithestens zu dem Zeitpunkt begonnen werden, zu
dem auch Aktivitdt A begonnen wurde.

Ende-Ende Die Aktivitat B kann frithestens zu dem Zeitpunkt beendet werden, zu
dem auch Aktivitdt A beendet wurde.

Start-Ende Die Aktivitdt B kann frithestens zu dem Zeitpunkt beendet werden, zu
dem Aktivitdt A begonnen wurde.
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Tabelle 2.1. — Beispiele fiir die Klassifizierung von Projektressourcen

Um die Projektziele zu erreichen, d.h. die Aktivitdten ausfithren zu konnen, stehen
in begrenztem Umfang Ressourcen zur Verfiigung. Gangige Beispiele fiir solche Res-
sourcen sind die Arbeitszeit eines Mitarbeiters, eine benotigte Maschine, eine Menge
an bestimmten Rohstoffen oder ein bestimmter Arbeitsplatz. In der Praxis kann es
je nach Projekt die verschiedensten Arten von Ressourcen geben, fiir eine abstraktere
Planung werden sie deshalb oft anhand von ihrer Verfiigbarkeit und ihrer Teilbarkeit
klassifiziert (vgl. (Demeulemeester und Herroelen, 2002, S. 48ff)). Bei der Ressour-
cenverfiigharkeit unterscheidet man zwischen erneuerbaren Ressourcen und nicht er-
neuerbaren Ressourcen. Eine erneuerbare Ressource steht in jeder Zeitperiode neu in
gewisser Menge zur Verfiigung, die Menge einer nicht erneuerbare Ressourcen steht
einmalig fiir den gesamten Planungshorizont zur Verfiigung und kann frei auf die ein-
zelnen Perioden verteilt werden. Aus Sicht der Teilbarkeit kénnen Ressourcen beliebig
teilbar oder nur ganzzahlig teilbar sein. In Tabelle 2.1 sind Beispiele fiir die jeweiligen
Ressourcenklassen zu finden.

Zwischen den Aktivitdten auf der einen Seite und den verfiigharen Ressourcen auf
der anderen Seite besteht also eine n:m-Beziehung. Eine Aktivitat kann zur Ausfiih-
rung bestimmte Mengen von mehrere Ressourcen bendtigen, umgekehrt kann eine
begrenzte Ressource von mehreren Aktivitaten benotigt werden.

Gemeinsame Betrachtung mehrerer Projekte

Durch die stark gestiegene Verbreitung von Projektarbeit in Unternehmen kommt es
immer seltener vor, dass ein einzelnes Projekt komplett isoliert betrachtet und abge-
wickelt wird. Herroelen (2005) fasste auf Basis verschiedener Studien zusammen, dass
mittlerweile bis zu 90% aller abgewickelten Projekte in einem Multiprojektkontext
ausgefithrt werden. Aus Managementsicht kénnen mehrere Projekte auf verschiedene
Arten zusammengefasst betrachtet werden. Die allgemeinste Art einer solchen Grup-
pierung stellt das Projektportfolio dar, das (Seidl, 2011, S. 6) wie folgt definiert:
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FEin Projektportfolio bezeichnet die Zusammenfassung aller geplanten,
genehmigten und laufenden Projekte und Programme eines Unternehmens,
einer Organisation oder eines Geschdftsbereichs.

Eine etwas restriktivere Art der Gruppierung von Projekten stellt das Programm dar,
das neben der Zugehorigkeit zu einer Organisationseinheit auch noch die Ziele eines
Projekts als Kriterium fiir eine gemeinsame Betrachtung heranzieht. Motzel (2006)
definiert ein Programm folgendermaflen:

FEin Programm ist definiert als eine Menge zusammenhdngender Projekte
und organisatorischer Verdnderungsprozesse, die mit dem Ziel aufgesetzt
wurden, eine strategische Zielsetzung zu erreichen und einen erwarteten
Nutzen fiir die Organisation zu erreichen.

Aus den vorangegangenen Definitionen iiber den Aufbau eines Projekts lasst sich fol-
gern, dass es besonders hinsichtlich der zeitlichen Planung Sinn macht oder sogar notig
ist, mehrere Projekte gemeinsam zu betrachten, wenn zu deren Ausfithrung gemein-
same, beschrankte Ressourcen notig sind. Man spricht bei einer solchen gemeinsamen
Betrachtung von einem Multiprojektplan oder allgemein von Multiprojektmanage-
ment (Details dazu in Abschnitt 2.3.1).

2.1.2. Prozesse des Projektmanagements

Da ein konkretes Projekt per Definition immer ein einmaliges Vorhaben ist, lasst sich
dessen genaue Planung und Durchfithrung nur bedingt verallgemeinern und auf an-
dere Projekte iibertragen. Dennoch haben sich mit der zunehmenden Verbreitung der
Projektarbeit Methoden und Vorgehensmodelle entwickelt, um diese besser zu stan-
dardisieren und das mit der Neuartigkeit einhergehende Risiko besser kontrollierbar zu
machen. Im deutschsprachigen Raum hat sich zur Koordination solcher Entwicklungen
und Standardisierungen die GPM Deutsche Gesellschaft fiir Projektmanagement e. V.
gebildet, die zur europaischen International Project Management Association (IPMA)
gehort. Dem gegeniiber steht das US-Amerikanische Project Management Institute
(PMI).

Je nach betrachteter Literatur wird der Ablauf eines Projekts in unterschiedliche Ab-
schnitte mit jeweils bestimmten Aufgaben und Zielen eingeteilt. Zur weiteren Einord-
nung dieser Arbeit werden die folgenden Projektphasen mit ihren jeweiligen Aufgaben
beschrieben, die sich so oder so ahnlich auch in gangiger Projektmanagementliteratur
finden lassen (vgl. z.B. (Seidl, 2011, S. 116ff) oder (Vanhoucke, 2012, S. 11ff)).

Projektideen entwickeln Zu Beginn der Planung gibt es i.d.R. eine Projektidee bzw.
einen Grund, warum ein bestimmtes Vorhaben in Form eines Projekts durchge-
fithrt werden soll. So ein Ausléser ist z.B., dass ein Unternehmen aus eigenem
Antrieb heraus ein neues Produkt entwickeln mochte, dass das Wachstum eines
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Abbildung 2.1. — Beispielhafter Auszug aus einem Projektstrukturplan

Unternehmens eine Reorganisation erforderlich macht oder dass neue gesetzli-
che Vorgaben die Umstellung der bisherigen Fertigung erfordern. Abgeleitet von
einer solchen Projektidee werden anschliefend deutlich genauer die Ziele des
Projekts definiert. Es hat sich gezeigt, dass eine moglichst genaue Formulierung
dieser Ziele einen groflen Einfluss auf einen weiteren positiven Verlauf und letzt-
endlich auf den Erfolg des Projekts hat. Als Orientierung wird deshalb gesagt,
dass ein Ziel smart sein sollte (vgl. Doran (1981)), d.h. spezifisch hinsichtlich sei-
ner Beschreibung, messbar im Hinblick auf das gewtinschte Ergebnis, akzeptiert

von allen Projektbeteiligten, realistisch in seiner Erreichbarkeit und immer auch
terminiert beztiglich eines Zeitplans.

Projektstrukturplanung Anhand der definierten Projektziele wird im néchsten Schritt
geplant, welche Handlungen voraussichtlich notig sein werden, um diese Ziele zu
erreichen. Da diese im Allgemeinen sehr umfangreich sind und es kaum méoglich
ist, sie als Ganzes zu iiberblicken, werden sie fiir die weitere Planung in einzelne
Gruppen aufgeteilt und anschlieffend in kleinere Arbeitspakete bis hin zu einzel-
nen Aktivitdten heruntergebrochen. Die dabei entstehende Aufgabenhierarchie
wird Projektstrukturplan (PSP) genannt und ist in Abbildung 2.1 beispiel-
haft fiir den Bau eines Hauses dargestellt. Wie detailliert und tiber wie viele
Ebenen ein solcher PSP in der Praxis geht, hingt von dem geplanten Projekt
selber, aber auch vom gewiinschten Detailgrad der Planung ab (z.B. detaillierte
operative Planung oder grobe strategische Planung).
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Projektablaufplanung Durch den Projektstrukturplan weifl der Planer jetzt, welche
einzelnen Aktivitdten im Rahmen des Projekts zu erledigen sind. Als néchstes
stellt sich die Frage, wann die einzelnen Aktivitdten im Planungshorizont des
Projekts ausgefithrt werden sollen. Dieser Schritt wird als Projektablaufpla-
nung bezeichnet. Um den Ablauf planen zu koénnen, sind neben dem PSP noch
weitere Informationen notwendig.

Zum einen miissen einige zeitliche Parameter bestimmt werden, dazu gehoren die
voraussichtliche Dauer jeder einzelnen Aktivitat im PSP und eventuelle friithest-
mogliche Anfangszeiten und/oder gewiinschte Fertigstellungstermine fiir
einzelne Aktivitdaten, Gruppen von Aktivitdten oder das gesamte Projekt. Aufler-
dem werden jetzt eventuelle Vorrangbeziehungen zwischen einzelnen Aktivitédten
des PSP identifiziert und festgehalten.

Zuséatzlich zu dieser zeitlichen Planung werden auflerdem die Ressourcenpara-
meter des Plans bestimmt. Fiir jede Aktivitat im PSP muss der voraussichtliche
Ressourcenbedarf ermittelt werden, d.h. welche Menge von welcher Ressour-
ce zur Ausfithrung der Aktivitat benotigt wird. Ebenso wird die Ressourcen-
verfiigbarkeit geplant. Hier wird bestimmt, welche Ressourcen tiberhaupt zur
Verfiigung stehen, ob es sich um erneuerbare oder nicht erneuerbare Ressour-
cen handelt und wie hoch die verfiighare Menge pro Zeitperiode bzw. {iber den
gesamten Planungshorizont ist.

Auf Basis dieser Menge an Anforderungen (Aktivitatsdauern, Ressourcenbedar-
fe) auf der einen Seite und Restriktionen (Termine, Vorrangbeziechungen, Res-
sourcenverfiigbarkeiten) auf der anderen Seite muss jetzt ein Projektablaufplan
entwickelt werden, d.h. fiir jede Aktivitdt muss bestimmt werden in welchen
Zeitperioden sie ausgefithrt werden soll, sodass alle Restriktionen eingehalten
werden. Fir die Darstellung eines solchen Projektablaufplans wird heute tibli-
cherweise ein Gantt-Diagramm verwendet, da in einem solchen besonders die
zeitlichen Abhéngigkeiten zum Ausdruck gebracht werden kénnen (vgl. Abbil-
dung 2.2).

Abhéngig von der Anzahl der Aktivitaten in einem PSP und der Ausprigung der
Restriktionen kann es sehr viele mogliche und giiltige Ablaufpléne fiir einen PSP
geben. Welcher dieser Plane nun derjenige ist, der letztendlich ausgewahlt und
umgesetzt wird, hangt von den weiteren Zielen der Planung ab. Wenn nur ein
Projekt alleine geplant wird, dann ist das verbreitetste Ziel, die Projektlaufzeit
moglichst kurz zu halten, also die Zeit zwischen dem Beginn der ersten und dem
Ende der letzten Aktivitat. Wie in Abschnitt 2.3.2 beschrieben wird, kénnen
aber auch noch weitere/andere Ziele verfolgt werden.

Projekt durchfiihren und iiberwachen Wird das Projekt auf Basis des erarbeiteten
Projektablaufplans durchgefiihrt, so wird ein sténdiges Projektcontrolling durch
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Abbildung 2.2. — Beispielhafter Auszug aus einem Projektablaufplan als Gantt-
Diagramm

den Projektmanager empfohlen. Dieser hat die Aufgabe, den aktuellen Projekt-
fortschritt zu iberwachen und mit dem Projektablaufplan zu vergleichen. Hier
kann es vorkommen, dass der Ist-Zustand nicht dem Soll-Zustand entspricht,
wenn z.B. eine Aktivitdt wegen unvorhergesehener Schwierigkeiten langer dauert
als zu Anfang angenommen oder mehr Ressourcen benotigt werden als zu An-
fang veranschlagt. Spéatestens wenn dies dazu fithrt, dass parallel laufende oder
nachfolgende Aktivitdten nicht mehr wie geplant ausgefiihrt werden kénnen oder
sogar vereinbarte Termine nicht eingehalten werden koénnen, sollte eingegriffen
werden.

Die Moglichkeiten auf solche Storungen zu reagieren sind vielfaltig. Es konnten
einfach alle nachfolgenden Aktivitaten weiter in die Zukunft geschoben werden,
falls moglich konnten auch einfach die verfiighbaren Ressourcen erhéht werden
oder es kann versucht werden, einen Teil des Projektablaufplans ganz neu zu
planen und so den Konflikt aufzuldsen.

Projekt abschlieBen Nachdem alle geplanten Aktivitédten fertig abgearbeitet wurden,
ist das Projekt aus Sicht des Projektablaufplans abgeschlossen. Um fiir die Pla-
nung zukiinftiger Projekte zu lernen und um festzustellen, ob aus Sicht aller
Projektbeteiligten die Projektziele zufriedenstellend erreicht wurden, sollte ab-
schliefend immer eine Evaluierung des Projekts durchgefiihrt werden und das
gelernte Wissen festgehalten werden (vgl. (Seidl, 2011, S. 148f, 214f)).

11
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2.2. Anspruch und Wirklichkeit

Es hat sich herausgestellt, dass es mit zunehmender Anzahl an Aktivitdten und Re-
striktionen in einem Projekt immer schwieriger wird, durch manuelle Planung tiber-
haupt einen giiltigen Projektablaufplan zu erstellen, auf Basis dessen dann das Projekt
durchgefiihrt wird. Noch schwieriger ist es demnach, genau so einen Plan zu finden,
der moglichst gut zu den jeweiligen Zielen der Planung passt.

Seit Ende der 50er Jahre versuchen Wissenschaftler deshalb, die Projektablaufpla-
nung durch computergestiitzte, mathematische Optimierungsmethoden zu unterstiit-
zen und zu verbessern (vgl. z.B. Kelley und Walker (1959), Lambourn (1963)). Das
Resource Constrained Project Scheduling Problem als mittlerweile etabliertes
Standardmodell zur Projektablaufplanung unter beschriankten Ressourcen wurde tiber
die Jahrzehnte in hunderten Veroffentlichungen beschrieben und weiterentwickelt und
hat sich dadurch als Schnittstelle zwischen dem Projektmanagement aus betriebswirt-
schaftlicher Sicht und der Sicht der mathematischen Optimierung herausgebildet. Aus
Sicht des Projektmanagements geht es dann darum, wie betriebswirtschaftliche Pro-
zesse erfasst und formal abgebildet werden kénnen (vgl. z.B. Matthes (1972)) und wie
diese Informationen dann in ein Modell zur Projektablaufplanung tberfithrt werden
konnen (vgl. z.B. Viethues (1982)). Die tatséchliche Losung einer solchen Modellin-
stanz mit Hilfe mathematischer Optimierung nimmt bei dieser Sicht eher eine unter-
geordnete Rolle ein, ein Optimierungsverfahren wird hier mehr als Werkzeug gesehen.

Auf der anderen Seite der Schnittstelle steht die Sicht der mathematischen Opti-
mierung. In Veroffentlichungen aus diesem Bereich befassen sich Autoren damit, wie
das Standardmodell oder Erweiterungen davon effizienter gelost werden konnen, es
geht um exakte und heuristische Losungsverfahren, um lésbare Modellgréfien oder um
die moglichen Aspekte einer Planung, die in der Optimierung beriicksichtigt werden
konnen (fiir eine Ubersicht iiber Beitrige dazu aus der jiingeren Zeit vgl. Hartmann
und Briskorn (2010)).

Diese Schnittstelle hat einerseits dabei geholfen, dass sich Forscher in ihren Arbei-
ten auf jeweils nur eine der beiden Sichten konzentrieren konnten und sich je nach
Standpunkt entweder nicht so sehr damit beschéiftigen mussten, wie ein solches Pla-
nungsmodell denn nun gel6st wird oder sich nicht so sehr damit beschaftigen mussten,
wie es mit den notigen Eingabedaten befiillt wird. Es scheint jedoch so, als hatte diese
Teilung auch dazu beigetragen, dass eine Liicke entstanden ist zwischen den Anforde-
rungen aus der Praxis, d.h. der betriebswirtschaftlichen Sicht, und dem, was auf Seite
der mathematischen Optimierung aktuell an Losungsverfahren verfiigbar ist. Auf der
Seite der Praxis sind mit kommerziellen Softwareprodukten wie SAP Projektsystem
oder Microsoft Project Werkzeuge entstanden, um die Verwaltung von Projekten, ins-
besondere die Erstellung von Projektstrukturplanen und die Ressourcenplanung zu
unterstiitzen. Dennoch hat eine Studie der GPM herausgefunden, dass je nach be-
trachtetem Unternehmen teilweise mehr als die Halfte aller Projekte nicht erfolgreich
abgeschlossen werden (vgl. Engel u.a. (2006)). Als eine der Hauptursachen fir das
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Scheitern wird eine unzureichende Projektplanung genannt. In einer aktuellen Studie
der GPM Deutsche Gesellschaft fiir Projektmanagement e.V. u.a. (2013) zur Identifi-
zierung von Misserfolgsfaktoren in der Projektarbeit wird ein unvollstandiger Ressour-
cenplan als das von den Befragten am zweithdufigsten genannte Problem angefiihrt.
Man muss sich also die Frage stellen, was die Griinde fiir diese Probleme in der Praxis
trotz umfangreicher Forschung auf diesem Gebiet sind. Kommen die entwickelten Mo-
delle und Methoden der Forschung nicht in der Praxis, d.h. in den Softwareprodukten,
an? Sind die zu l6senden Planungsaufgaben in der Praxis so kompliziert, dass es bisher
nicht méglich war, sie mit passenden Modellen abzubilden und Lésungsverfahren zu
finden, um sie zufriedenstellend zu l6sen? Oder hat insgesamt die Forschung an den
Bediirfnissen der Praxis vorbei gearbeitet?

Verschiedene Wissenschaftler haben in den letzten Jahren versucht, Antworten auf
diese Fragen zu finden. Kolisch (1999) hat dazu die Féahigkeiten von kommerzieller Pro-
jektplanungssoftware untersucht und gezeigt, dass die Minimierung der Projektdurch-
laufzeit bei wenigen Ressourcen (1-3) und wenigen Aktivitaten (10-30) gut gelingt
und die Ergebnisse auf dem Niveau der damals aktuellen wissenschaftlichen Metho-
den sind. Werden die Plane aber umfangreicher, bleiben die mit diesen Produkten
generierten Ergebnisse deutlich hinter denen der verglichenen aktuellen Methoden aus
der Forschung zurtiick. Eine Optimierung hinsichtlich anderer Zielfunktionen als der
Minimierung der Projektlaufzeit war gar nicht moglich.

Herroelen (2005) greift die Kritik von Kolisch hinsichtlich der Ressourcenplanung auf
und erweitert sie dahingehend, dass die Softwareprodukte nur sehr bedingte, einfache
Verfahren anbieten, um z.B. Risikoinformationen in die Planung mit einflieen zu
lassen. Es zeigt sich, dass es zwar eine ganze Reihe von weiteren Informationen gibt, die
ein Projektmanager beriicksichtigen muss, diese zwar auch von der Software verwaltet
werden konnen, aber nicht bei der Optimierung der Planung beriicksichtigt werden.

Williams (2003) stellt bei seiner Untersuchung die Softwarewerkzeuge als Zwische-
nebene etwas in den Hintergrund und stellt sich stattdessen generell die Frage, was die
Forschung der mathematischen Optimierung der vergangenen 50 Jahre zur Vereinfa-
chung von Management und Planung von Projekten beitragen konnte. Dabei kommt
er unter anderem zu dem Ergebnis, dass sich die Art und Weise, in der Projekte
durchgefiithrt werden, verdandert hat. Es werden mehre Projekte parallel durchgefiihrt,
neue Projekte kommen hinzu, abgeschlossene fallen weg. Die Projekte selber sind dy-
namischer und komplexer geworden, d.h. es steht nicht mehr von Anfang an fest,
welche Aktivitdten nun genau durchgefithrt werden miissen und es wird eine hohere
Flexibilitat hinsichtlich der Zuweisung von Ressourcen zu Aktivitdten vorausgesetzt.
Auflerdem haben die durchgefithrten Projekte mittlerweile einen deutlich gréfleren
Umfang als noch vor einigen Jahrzehnten. Williams kritisiert, dass die entwickelten
Modelle und Methoden aber noch immer sehr restriktive Annahmen hinsichtlich Res-
sourcen und der moglichen weiteren Aspekte treffen und Anderungen am Plan durch
das Management wéihrend das Projekt schon lauft auch nur sehr bedingt moglich sind.
Viele Entwicklungen decken daher immer nur einen bestimmten Spezialfall der Pro-
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jektplanung ab, seien jedoch nicht allgemein anwendbar und daher unbrauchbar fiir
die Implementierung in Softwarewerkzeugen fiir den breiten Einsatz.

2.3. Praxisrelevante Aspekte

Die présentierten Untersuchungen in Abschnitt 2.2 lassen sich dahingehend zusam-
menfassen, dass es drei wesentliche Anforderungen gibt, die im Rahmen der Projekt-
ablaufplanung aktueller Projekte wichtig sind, aber bisher nur unzureichend gemein-
sam von den verfiigharen Planungsmethoden unterstiitzt werden. Erstens der Multi-
projektkontext, zweitens eine flexible Planung mit der Berticksichtigung verschiedener
Planungsziele und drittens ein flexibles Ressourcenmodell. Im Folgenden wird nun
genauer untersucht, wie diese drei Anforderungen im Detail aussehen und in einem
Projekt aus der Praxis auftreten konnen.

2.3.1. Besonderheiten der Multiprojektplanung

Wie in Kapitel 1 und 2.2 bereits erwahnt, wird ein Grofiteil der heute in Unternehmen
durchgefiihrten Projekte in einem Multiprojektkontext durchgefiihrt. Das erfordert ge-
gentiber der Abwicklung eines einzelnen Projekts zum einen auf organisatorischer Seite
zusétzliche Mainahmen, angefangen von der Auswahl der durchzufithrenden Projekte
iiber die Priorisierung, der Beriicksichtigung von Abhéngigkeiten zwischen Projekten
oder dem regelméfligen Berichten aller einzelnen Projektteams an eine zentrale, verant-
wortliche Stelle (fiir einen detaillierten Uberblick iiber das Multiprojektmanagement,
vgl. z.B. Seidl (2011)).

An dieser Stelle und im weiteren Verlauf der Arbeit werden diese organisatorischen
Aufgaben ausgeblendet und es wird sich nur auf die Projektablaufplanung konzen-
triert. Das heifit, es wird davon ausgegangen, dass es eine zuvor definierte Menge von
Projekten mit bereits ausgearbeiteten Projektstrukturplénen gibt. Da diese Projekte
gemeinsame Ressourcen benutzen ist es notig, ihre Projektstrukturpliane jetzt zu ei-
nem gemeinsamen Projektablaufplan zu planen. Gegentiber der Einzelprojektplanung
ergeben sich dabei folgende Besonderheiten:

o Die gemeinsam betrachteten Projekte konnen zu unterschiedlichen Zeitpunkten
starten.

o Die Projekte konnen unterschiedliche Umfénge hinsichtlich der Anzahl der Ar-
beitspakete und deren Inhalt haben.

o Die Projekte oder einzelne Teile von ihnen kénnen individuelle Fertigstellungs-
termine haben, die eingehalten werden miissen.

Daraus lasst sich ableiten, dass es moglich ist, dass zum Zeitpunkt einer Planung
bereits einige zuvor begonnenen Projekte laufen, die man in der Planung bertick-
sichtigen muss, da sie in den Planungshorizont hineinragen und die zu verplanenden
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Ressourcen nutzen. Weiterhin kann jetzt eine Neuplanung des Gesamtplans nicht mehr
nur dann nétig werden, wenn dieser Plan nach einer Storung repariert werden muss
(siehe Abschnitt 2.1.2), sondern auch, wenn z.B. ein neues Projekt fir den aktuel-
len Planungshorizont hinzukommt. Wéhrend es fiir das neue Projekt noch eine grofie
Planungsfreiheit gibt, kann es bei den schon zuvor im Planungshorizont vorhandenen
Projekten eine Anforderung sein, dass bei einer Neuplanung die bereits zuvor ein-
geplanten Projektaktivitdten moglichst wenig verandert werden (vgl. Herroelen und
Leus (2005)). Aufgrund der genannten Besonderheiten muss es gegentiber der Einzel-
projektplanung aulerdem moglich sein, Projekten bzw. ihren Aktivitdten individuelle
frithestmogliche Starttermine und gewtinschte Fertigstellungstermine bezogen auf den
Planungshorizont zuzuweisen. Daraus ergibt sich direkt, dass es nun auch nicht mehr
sinnvoll ist, die Fertigstellungszeit der letzten Aktivitdt im Plan zu minimieren, son-
dern man stattdessen versuchen muss, die Aktivitdten so zu planen, dass moglichst alle
Aktivitdaten mit bekannten Fertigstellungsterminen diese Termine nicht iiberschreiten.

Dadurch, dass nun mehrere Projekte gleichzeitig geplant werden, steigt auch die
Anzahl an Aktivitdten, die insgesamt bei der Ablaufplanung beriicksichtigt werden
miissen. Herroelen (2005) hat die Informationen tiber géngige Groflen von Multipro-
jektplanen aus verschiedenen Veroffentlichungen zusammengetragen. Daraus ergibt
sich, dass im Durchschnitt zwei bis fiinf Projekte zusammen betrachtet und geplant
werden miissen und jedes einzelne Projekt von weniger als 50 bis iiber 150 Aktivitdten
haben kann.

2.3.2. Verschiedene Ziele bei der Erstellung von Projektablaufplanen

Bei der Erstellung von Projektablaufplénen kann ein Planer verschiedene Ziele verfol-
gen wollen. Als Standardziel wird dabei oft eine moglichst kurze Projektdauer, also
indirekt eine moglichst effiziente Ausnutzung der zur Verfiigung stehenden Ressour-
cen, genannt. Sobald es mehrere Projekte in einem Plan gibt oder allgemeiner gesagt,
sobald es Fertigstellungstermine fiir mehr als eine Aktivitat gibt (wobei es innerhalb
eines Projekts natiirlich auch mehrere Aktivitdten mit einem Fertigstellungstermin
geben kann), wird dieses Standardziel dahingehend abgewandelt, dass moglichst alle
Fertigstellungstermine eingehalten oder zumindest so wenig wie moglich tiberschrit-
ten werden. Bei einer erneuten Planung eines zuvor schon bestehenden Plans kann es
wiinschenswert sein, dass zumindest der in naher Zukunft stattfindende Teil des ur-
spriinglichen Plans méglichst wenig verandert wird. Damit eine erneute Planung z.B.
aufgrund einer langer als geplant dauernden Aktivitédt erst gar nicht nétig wird, kénnte
es schon bei der initialen Planung das Ziel sein, einen Zeitpuffer hinter Aktivitdten
einzuplanen, die im Vorfeld vom Projektmanager als risikobehaftet eingestuft wurden.

Eine genauere und vor allem formalere Betrachtung dieser und anderer Zielfunktio-
nen findet in Abschnitt 3.5.1 statt. An dieser Stelle wird zunéchst festgehalten, dass es
aus praktischer Sicht oft notig ist, mehrere dieser Ziele gleichzeitig bei der Planung zu
berticksichtigen. Herroelen (2005) stellt dies in seiner Kritik so dar, dass es zumindest
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bei den breit einsetzbaren Werkzeugen nicht moglich sei, weitere Managementinforma-
tionen wie z.B. Risiko in angemessener Weise in die Planung mit einflielen zu lassen.
Anders formuliert konnte gesagt werden, dass es dem Planer nur bedingt weiterhilft,
wenn ihm die Optimierung einen Plan generiert, der zwar alle Termine einhélt, in
den aber anschlieflend von Hand noch (soweit tiberhaupt moglich) Zeitpuffer einge-
baut werden miissen. Besser wére es, wenn eine solche Optimierung direkt beide Ziele
beachten konnte, also einen Plan finden, in dem zunéchst alle Termine eingehalten
werden, aber zweitrangig versucht wird, die Zeitpuffer hinter zuvor ausgewahlte kriti-
sche Aktivitdten einzubauen. Gibt es dann ndmlich mehrere mogliche Plane, welche die
Einhaltung aller Termine ermoglichen, so soll automatisch der Plan aus dieser Menge
gefunden werden, der bei den kritischen Aktivitdten die grofften Puffer ermoglicht.

Neben diesem Beispiel konnen in der Praxis natiirlich weitere Kombinationen von
Zielen denkbar sein. Welche das im Einzelnen sind und wie die Prioritaten zwischen
diesen sind, hangt sicherlich auch immer vom betrachteten Fall, den Rahmenbedin-
gungen und den Wiinschen des Managements ab. Es sollte also generell moglich sein,
fir die Planung mehrere, ggf. individuelle Ziele angeben zu kénnen und festzulegen,
wie diese gegeneinander gewichtet sein sollen.

2.3.3. Flexible Ressourcenplanung

Damit die Aktivitdten eines Projekts durchgefithrt werden konnen, werden zum Zeit-
punkt der Durchfithrung bestimmte Ressourcen benotigt bzw. verbraucht. So benotigt
die Durchfithrung einer Programmieraufgabe eine bestimmte Menge an Arbeitsstun-
den eines Programmierers, wohingegen z.B. fiir das Ausheben eines Fundaments ein
Bagger an der Baustelle benotigt wird. In der klassischen Projektablaufplanung wird
zur Planung von Ressourcen und Terminen die Annahme getroffen, dass eine benttigte
Ressource fiir eine Aktivitat in jeder Zeitperiode ihrer Ausfithrung konstant in einer
zuvor festgelegten Menge zur Verfiigung stehen muss.

Fiir das Beispiel mit dem Bagger als Ressource kann diese Annahme noch relativ
leicht nachvollzogen werden: Wenn die Baufirma nur einen Bagger hat und dieser zum
Ausheben des Fundaments von Montag bis Mittwoch zu einer entfernten Baustelle
gebracht wird, dann steht er an diesen Tagen auf anderen Baustellen nicht zur Ver-
fiigung. Auch wenn er an dem ihm zugewiesenen Ort jetzt immer nur den halben
Tag lang tatsachlich eingesetzt wiirde, wére ein schneller Transport zu einer anderen
Baustelle zur Nutzung der restlichen Zeit logistisch nicht moglich.

Bei der Verplanung der Arbeitszeit des Programmierers wirkt sich diese Annahme
schon deutlich restriktiver aus: Wenn die zu erledigende Aufgabe beispielsweise einen
Umfang von 24 Arbeitsstunden hat, dann muss sich der Planer bereits im Vorfeld der
Planung entscheiden, ob er dafiir eine Aktivitat mit einer Dauer von 3 Tagen und
einem Ressourcenbedarf von 8 Arbeitsstunden/Tag modelliert oder aber der Aktivitat
z.B. eine Dauer von 6 Tagen und ein Bedarf von 4 Stunden Stunden/Tag zuweist.
Entscheidet er sich fiir die zweite Variante, so sollte er sich zu diesem Zeitpunkt der
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Planung bereits sicher sein, dass es eine weitere Aktivitat gibt, die die verbleibenden
4 Stunden/Tag ausnutzen kann, da die Arbeitszeit des Programmierers sonst nicht
gut ausgenutzt wird. Welche Variante nun die bessere von beiden im Hinblick auf das
Planungsergebnis ist, hédngt also immer von den weiteren zu planenden Aktivitaten
und ihren Ressourcenbedarfen ab.

Im Hinblick auf eine bessere Entscheidungsunterstiitzung fiir den Planer ware es
jetzt hilfreich, wenn diese Festlegung auf die pro Tag zu nutzende Menge an Res-
sourcen und die sich daraus ergebende Dauer einer Aktivitdt nicht mehr im Vorfeld
getroffen werden miisste, sondern Teil des Optimierungsproblems wird. In Abbildung
2.3 wird gezeigt, wie dadurch eine flexiblere Ressourcenplanung und somit auch ein
kompakterer Plan moglich wird. Die Aktivitdten A; bis Ay sollen verplant werden
und benoétigen fiir ihre Ausfithrung eine Ressource, die mit 8 Einheiten pro Zeitperi-
ode zur Verfiigung steht. Es gibt zwei Vorrangbeziehungen, die Aktivitdten Az und
Ay konnen jeweils erst begonnen werden, wenn Aktivitdt A, abgeschlossen wurde. Ziel
der Planung ist es, die Projektdauer zu minimieren. In Teil (a) der Abbildung ist ein
mogliches Ergebnis einer Planung zu sehen, der die Annahme der konstanten Res-
sourcennutzung zu Grunde liegt. Durch einen vorher festgelegten Ressourcenbedarf
von 5 Einheiten/Zeitperiode fir A3 sowie 4 Einheiten/Zeitperiode fiir A, ist es nicht
moglich, diese beiden Aktivitdten gleichzeitig einzuplanen. Es ist also egal, ob nun
zuerst Az und dann A, oder umgekehrt eingeplant wird (beides wéare aufgrund der
Vorrangbeziehungen moglich), das Projekt hétte in jedem Fall eine Laufzeit von 14
Zeitperioden.

Im rechten Teil (b) dagegen wird davon ausgegangen, dass die Ressourcenverteilung
Teil des Optimierungsproblems wird und der Planer nur die Rahmenbedingungen fiir
die Verteilung vorher festlegt. Als Rahmenbedingungen werden in diesem Fall ange-
nommen, dass As pro Zeitperiode ihrer Ausfithrung mindestens 2 und hochstens 6
Ressourceneinheiten benotigt und ihre Ausfiihrung abgeschlossen ist, sobald der Ge-
samtbedarf von 20 Ressourceneinheiten erfiillt wurde. Analog dazu wird fiir A4 ein
Gesamtbedarf von 24 Einheiten mit einem Minimum von 3 und einem Maximum von
5 pro Zeitperiode festgelegt. Die Ressourcenverteilung wird nun von der Optimierung
iitbernommen und durch die gewonnenen Freiheitsgrade der flexiblen Dauer und dem
flexiblen Ressourceneinsatz werden einerseits die Ressourcen besser ausgenutzt und
andererseits wird ein kiirzerer Plan mit einer Projektlaufzeit von nur noch 12 Zeitpe-
rioden moglich. Aus praktischer Sicht geben diese Minima und Maxima dem Planer
die Moglichkeit, das Ergebnis auf sinnvolle Ressourcenverteilungen zu beschrinken -
um auf das Beispiel der Programmieraufgabe zuriickzukommen wiirde dort z.B. eine
Dauer von 48 Tagen mit je einer halben Stunde/Tag wahrscheinlich als nicht sinnvoll
betrachtet.

Das Konzept einer solchen flexiblen Ressourcenplanung ist noch recht neu und bisher
nur wenig untersucht worden (vgl. Kapitel 3.4), in breit eingesetzten Planungswerk-
zeugen steht es noch gar nicht zur Verfiigung. Die bekannten Veréffentlichungen zeigen
jedoch, dass diese Flexibilitat bei bestimmten Ressourcentypen von hoher praktischer
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Ressourcen

104

D Zeit
0 5 10 15 0 5 10 15

(a) Konstante Ressourcennutzung pro Aktivitdt (b) Flexible Ressourcennutzung pro Aktivitét
iiber den Zeitverlauf iiber den Zeitverlauf

Abbildung 2.3. — Verschiedene Moglichkeiten der Ressourcenallokation

Relevanz ist, so stellen Kolisch u. a. (2003) eine Fallstudie fiir die flexible Zuteilung von
Forschungszeit aus dem Bereich der Pharmaforschung vor, Fiindeling (2006) verallge-
meinert in seiner Dissertation die Anwendbarkeit auf Falle, in denen mit Rohstoffen,
Energie oder allgemein mit beliebig teilbaren Ressourcen umgegangen werden muss
und im weiteren Verlauf dieser Arbeit wird in Abschnitt 2.3.4 ein Bauprojekt aus der
Praxis vorgestellt, bei dem ebenfalls eine solche flexible Planung notig ist. Es kann
deshalb angenommen werden, dass weitere Forschung fiir eine breitere Anwendbarkeit
von Methoden und Modellen mit dieser Ressourcenflexibilitdt dazu beitragen wird,
mittelfristig den in Abschnitt 2.2 genannten Kritikpunkt der bisher zu starren Res-
sourcenmodelle abzumildern oder gar ganz auszurdumen.
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2.3.4. Ein Multiprojektplanungsbeispiel aus der Praxis

Personliche Anmerkung des Autors:

Im Laufe dieser Arbeit konnte ich als Mitarbeiter einer Unternehmensbera-
tung Einblick in die Arbeitsweise und die Planung von Projektabteilungen
grofler und mittelsténdischer deutscher Unternehmen aus unterschiedlichen
Branchen erlangen. Im Folgenden werde ich eine in diesem Rahmen unter-
suchte Ablaufplanung im Multiprojektumfeld vorstellen, da sie einerseits die
zuvor beschriebenen Aspekte der Projektablaufplanung beinhaltet und damit
deren gemeinsame Relevanz weiter belegt. Sie unterscheidet sich aber auch in
Punkten wie der Anzahl der Projekte, der Projektstruktur und den betrach-
teten Ressourcen von dem, was in der Literatur haufig betrachtet und als
Referenz angenommen wird und soll daher die Kritik bzw. den Wunsch aus
Abschnitt 2.2 nach einer breiteren Anwendbarkeit und hoheren Flexibilitat
von Planungsmethoden weiter unterstreichen. In Kapitel 8 dieser Arbeit wird
abschlielend gezeigt, wie sich auch dieses Problem mit den in dieser Arbeit
entwickelten Methoden l6sen lasst.

Unterirdische, kiinstlich angelegte Hohlraume dienen in Deutschland besonders seit
der Olkrise der 70er Jahre dazu, strategische Erdol- und Erdgasreserven langfristig
zu speichern. Einem Bericht von Sedlacek (2009) zu Folge befanden sich Anfang 2009
alleine fiir Erdgas noch weitere 173 solcher Untergrundspeicher durch verschiedene
Unternehmen in Planung oder in Bau. Durch deren Fertigstellung wird das zum da-
maligen Zeitpunkt und in der Form in Deutschland vorhandene Speichervolumen von
etwa 10 Mrd. Kubikmeter nochmal verdoppelt. Ein im Jahr 2011 untersuchtes Un-
ternehmen ist Erbauer und Betreiber solcher Untergrundspeicher im norddeutschen
Raum, dessen Vorgehen bei der strategischen Bauplanung im Folgenden genauer vor-
gestellt wird.

Planungshorizont Die strategische Bauplanung hatte zum Zeitpunkt der Untersu-
chung je nach betrachtetem Szenario einen Planungshorizont von 10-15 Jahren.
Es wurde auf Monatsebene geplant (1 Zeitperiode = 1 Monat), sodass sich ein
Planungshorizont von bis zu 180 Zeitperioden ergab.

Struktur eines Projekts Der Bau von jedem dieser Untergrundspeicher wurde bzw.
wird aufgrund der individuellen geologischen und organisatorischen Besonderhei-
ten als einzelnes Projekt betrachtet und dementsprechend geplant und durchge-
fiihrt.

Zu Anfang eines solchen Baus erfolgt eine rein organisatorische Phase, in der der
weitere Bau des Speichers detaillierter geplant wird und das Land gekauft wird,
unter dem spater der Speicher entstehen soll. Ebenso werden in dieser Phase geo-
logische Gutachten zur Machbarkeit erstellt. Anschlieend wird iiberirdisch der
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Bauplatz eingerichtet, von dem insgesamt bis zu sieben solcher Untergrundspei-
cher errichtet werden kénnen. Von diesem Bauplatz aus wird dann mit einem
speziellen Bohrer zwischen 1000 und 2000 Meter in die Tiefe gebohrt, bis die
dort vorhandene Salzschicht erreicht wurde. Anschliefend wird dieses Bohrloch
durch doppelwandige Rohre ausgekleidet und gegeniiber den umgebenden Erd-
schichten abgedichtet. Darauf folgt der Prozess der Ausspiilung mit Wasser. Je
nach geplanter Baugeschwindigkeit wird jetzt iiber einen Zeitraum von etwa 1-3
Jahren Wasser durch das Rohr in die Salzschicht und wieder zuriick durch das
Rohr an die Oberfliche gepumpt, das Wasser 16st dabei das vorhandene Salz,
sodass nach und nach ein immer groflerer Hohlraum entsteht. Hat dieser zu die-
sem Zeitpunkt noch mit dem restlichen Wasser gefiillte Hohlraum im Salz seine
Zielgrofle erreicht, so werden die Rohre zur Aussptilung abgebaut und durch gas-
dichte Rohre ersetzt. Der Speicher kann jetzt an den zukiinftigen Mieter tiber-
geben werden. Dieser wird diesen nun erstmalig befiillen, dazu pumpt er mit
Hilfe von Uberdruck iiber die Rohrleitungen Erdgas hinein, wodurch gleichzeitig
das noch verbliebene Wasser durch ein zweites Rohr zurtick an die Oberfliache
gedriickt wird. In der strategischen Planung wird dieser Ablauf durch 8 seri-
ell hintereinander angeordnete Aktivitdten abgebildet, wobei zwischen einigen
von denen aus Griinden der Unsicherheit schon bewusst zusétzliche Zeitpuffer
eingeplant werden sollten.

Ressourcenverbrauch und Verfiigbarkeit In dieser Bauplanung ist das Wasser, was
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zur Ausspiilung des Hohlraums genutzt wird, die vorrangig beschriankende Res-
source. Dieses Wasser wird aus einem angrenzenden Meer entnommen und nach-
dem es bei der Ausspiilung mit Salz angereichert wurde, wieder zurtick ins Meer
geleitet. Hauptsachlich aus Umweltschutzauflagen aber auch aufgrund nur be-
grenzter Pumpenkapazitaten steht pro Monat nur eine begrenzte Menge Was-
ser zur Verfligung. Fir die Ausspiilung des gesamten Hohlraums eines solchen
Speichers ist eine bestimmte Menge Wasser notig, die aufgrund eines aus den
Erfahrungen der Vergangenheit heraus bekannten Umrechnungsfaktors vorher
bekannt ist. Diese Ausspiilung kann in unterschiedlichen Geschwindigkeiten er-
folgen, die auch von Monat zu Monat variieren diirfen, so lange eine aus techni-
schen Griinden vorgegebene Mindestgeschwindigkeit nicht unter- und eine gege-
bene Hochstgeschwindigkeit nicht tiberschritten wird (vgl. flexible Ressourcen-
nutzung in Abschnitt 2.3.3). Diese Mindestgeschwindigkeit liegt in etwa bei % der
Hochstgeschwindigkeit, wodurch sich auch die hohe Variabilitdat der moglichen
Dauer der Projektplanaktivitat ,,Ausspilung” ergibt (in der Praxis wurden die
oben erwahnten 1-3 Jahre bzw. 12-36 Monate als gewiinschte Dauern angenom-
men).

Wasser als Ressource wird weiterhin fiir die Aktivitat der ersten Gasbefiillung
benotigt. Hier muss zwar kein weiteres frisches Wasser aus dem Meer entnommen
werden, aber die durch die Ausspiilung noch im Hohlraum verbliebene Menge
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wird jetzt zuriick an die Erdoberfliche gedriickt und dann auch zuriick in das
Meer geleitet, weswegen sie wegen der Umweltauflagen auch mit bilanziert wer-
den muss. Auch hier kann pro Monat flexibel entschieden werden, wie viel Wasser
aus dem Hohlraum zurtick ins Meer gepumpt wird, die Dauer dieser Aktivitat
ist mit 4-7 Monaten jedoch deutlich kiirzer.

Alle weiteren Aktivitdten eines solchen Bauprojekts sind konstant in ihrer Lange
und haben nur einige wenige, konstante Ressourcenbedarfe. So ist die Menge der
gleichzeitig moglichen Bohrungen begrenzt, ebenso kann pro Bauplatz immer
nur ein Speicher fiir die erste Befiillung vorbereitet werden. Die Gesamtlaufzeit
eines Projekts ist damit mafigeblich abhéngig von der Dauer der Ausspiilung des
Hohlraums und liegt im Bereich von 3-5 Jahren bzw. 36-60 Monaten.

Multiprojektplanung Zum Zeitpunkt der Untersuchung im Oktober 2011 waren im
Rahmen dieser Planung noch etwa 80 solcher Untergrundspeicher als einzelne
Projekte in Planung oder in Bau. Durch die gemeinsam genutzten Ressourcen
miissen alle diese Projekte in einem gemeinsamen Multiprojektplan geplant wer-
den. Bei durchschnittlich 8 Aktivitaten pro Projekt ergibt sich eine Plangrofie
von 8 x 80 = 640 Aktivitdten, wobei es fiir die jeweils letzte Aktivitdt eines Pro-
jekts (die Ubergabe an den Mieter und damit die erste Gasbefiillung), d.h. fiir
bis zu 80 Aktivitdten, einen festen Starttermin geben kann.

Ziele der Planung Durch die serielle Abarbeitung der Aktivitaten innerhalb eines
einzelnen Bauprojekts ergeben sich dort alleine zunachst gar keine Ressourcen-
beschrinkungen, diese kommen erst durch die parallele Durchfithrung mehrerer
solcher Projekte. Besonders das nur begrenzt verfiighare Wasser fithrt dazu, dass
abhingig von den jeweils gewdhlten Ausspiilgeschwindigkeiten nur eine gewisse
Menge dieser Speicher parallel ausgespiilt werden kann.

Ubergeordnetes Ziel der Gesamtplanung ist es jetzt, Termine und im Fall der
Ausspiilung und der ersten Gasbefiillung auch die jeweilige Wassermenge pro
Monat und damit die Dauer fiir die einzelnen Aktivitidten der Projekte festzu-
legen. Das muss unter den Bedingungen erfolgen, dass alle Ressourcenverfiig-
barkeiten eingehalten werden und insbesondere alle der zuvor angesprochenen
Ubergabetermine an die Mieter eingehalten werden. Als untergeordnetes Ziel der
Planung sollte dann noch, wenn méglich, hinter zuvor ausgewéhlte Aktivitdten
Zeitpuffer eingeplant werden, damit so Unsicherheiten bei der Ressourcenver-
fiigbarkeit oder des Bedarfs besser abgefangen werden kénnen. Weiterhin sollte
aus technischen Griinden die festgelegte Menge Wasser zur Ausspiilung zwischen
einzelnen Monaten nicht zu stark schwanken und zuletzt sollten alle Aktivitaten
eines Bauprojekts moglichst nah beieinander liegen.

Iterative Planung Die hier vorgestellte strategische Planung wird jeden Monat mit
dem Ist-Stand verglichen und aktualisiert. Dazu nimmt sich das Planungsteam
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mehrere Tage pro Monat Zeit, in denen der vorherige Plan aktualisiert wird und
der Planungshorizont um einen Monat weiter geschoben werden wird. Im Rah-
men einer solchen Neuplanung werden viele verschiedene Szenarien durchgespro-
chen. In solchen Szenarien geht es darum, dass z.B. gepriift wird, ob bestimmte
Aktivitdten auf bestimmte Termine fixiert werden konnen, ohne dass sich der
Gesamtplan zu stark dndert. Oder es soll gepriift werden, wann es moglich ware,
ein weiteres Bauprojekt fiir einen neuen Untergrundspeicher in den Plan mit
aufzunehmen und dem zukiinftigen Mieter hierfiir im Anschluss einen Fertig-
stellungstermin zu versprechen. Um solche Szenarien zu erstellen und bewerten
zu konnen, ist umfangreiches Expertenwissen der Mitglieder der Projektteams
notwendig, dieses Wissen liee sich im Vorfeld nur sehr schwer oder im Einzelfall
gar nicht als formale Restriktionen und Ziele fiir eine automatische Planerstel-
lung formulieren. Es muss also moglich sein, innerhalb kurzer Zeit auf Basis der
zur Verfiigung stehenden Informationen einen neuen Plan zu erstellen, sodass
das Management hier in absehbarer Zeit in mehreren Iterationen Szenarien er-
stellen, bewerten und modifizieren kann, um anschliefend einen neuen Plan zu
bestimmen, der dann ab dem néchsten Monat gilt.

Das hier vorgestellte Beispiel fiir Multiprojektplanung beinhaltet den in Abschnitt
2.3.3 vorgestellten Aspekt der flexiblen Ressourcenbedarfe sowie einige der aus Ab-
schnitt 2.3.2 genannten Planungsziele. Im Gegensatz zu den in Abschnitt 2.3.1 gdngi-
gen Groflen von Projektablaufpléanen ist es mit bis zu 80 Projekten und insgesamt bis
zu 640 Aktivitdten enorm grof}, dafiir hat jedes einzelne Projekt nur eine sehr einfache
Aktivitatenstruktur. Es gibt auf der einen Seite verschiedene Planungsziele zu bertick-
sichtigen, auf der anderen Seite ist es aber aufgrund der durch zeitliche und andere
qualitative Ressourcen herbeigefiihrte Nebenbedingungen schwierig, tiiberhaupt eine
gliltige Losung zu finden.

Zum damaligen Zeitpunkt der Untersuchung wurde zunachst versucht, dieses Pla-
nungsproblem mit Hilfe von Mixed Integer Programming und dem Branch&Bound-
Algorithmus zu 16sen. Es zeigte sich schnell, dass dies aufgrund der enormen Gréfie
und der gleichzeitig geforderten kurzen Losungszeit nicht moglich war. Zudem war
es auch gar nicht notig, immer zwingend die optimale Losung hinsichtlich der Ziel-
funktionen zu finden. Eine giiltige und wenn moglich gute Losung reichte, da diese
im Anschluss sowieso noch durch weitere Fachexperten bewertet und ggf. verdndert
wurde. Es wurde darauthin auch aus zeitlichen Griinden eine Greedy-Heuristik ent-
wickelt, welche die oberen Anforderungen im Wesentlichen erfiillt und in den meisten
Fallen in der Lage war, solche giiltigen Losungen zu finden. Diese Heuristik hatte
allerdings eine Reihe von Nachteilen, die eine allgemeine Anwendbarkeit auf andere
Projektplanungsprobleme verhindern:

1. Die Heuristik war spezialisiert auf die eben beschriebene Art von Multiprojekt-
planen, d.h. ein Projekt musste genau die festgelegte Anzahl von Aktivititen
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in serieller Reihenfolge haben und diese Aktivitdten durften auch nur wie eben
beschrieben die Ressourcen benutzen.

2. Der Ressourcenplanungsalgorithmus war nicht besonders effektiv. Es konnten
leicht Falle konstruiert werden, in denen gar keine Losung gefunden wurde, ob-
wohl schon bei genauerer Betrachtung der Eingabedaten klar wurde, dass es
offensichtlich eine giiltige Losung geben muss. In solchen Fallen wurden die Ein-
gabedaten dann etwas von den Planungsexperten modifiziert, um die Optimie-
rung in die richtige Richtung zu lenken.

3. Die Heuristik war eine reine Konstruktionsheuristik, die im Erfolgsfall einen giil-
tigen Plan erzeugt hat. Verschiedene Bestandteile haben dafiir gesorgt, dass die
zuvor beschriebenen Planungsziele dabei moglichst gut berticksichtigt wurden.
Eine weitere Verbesserung des Plans konnte nur durch Anpassung der Eingabe-
daten und erneuter Berechnung erreicht werden.

Fir diese Arbeit kann das untersuchte Planungsproblem einerseits nochmal als Bei-
spiel fiir die schon zuvor aus der Literatur abgeleiteten Anforderungen fiir praxisnahe
Projektablaufplanung gesehen werden. Andererseits zeigt sich aber auch, dass auf-
grund nicht vorhandener allgemeiner Losungsverfahren die Entwicklung eines neuen,
proprietiaren Verfahrens notig war, welches jedoch aufgrund des begrenzten Zeitrah-
mens nur dieses Planungsproblem im Rahmen der Anforderungen l6sen konnte und
damit keinen allgemeinen Beitrag zur Wissenschaft lieferte. Deshalb sollen im weite-
ren Verlauf dieser Arbeit nun mathematische Optimierungsmethoden entwickelt und
untersucht werden, mit deren Hilfe die Projektablaufplanung auch unter solchen prak-
tischen Aspekten, aber unabhéngig von einer konkreten Problemstellung wie der hier
vorgestellten, durchgefiihrt werden kann.
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In diesem Kapitel wird ein Uberblick dariiber gegeben, welche mathematischen Mo-
delle und Losungsverfahren es bereits zur Unterstiitzung der ressourcenbeschrinkten
Projektablaufplanung gibt. Dafiir wird zunéchst auf die Modellierung des zu Grunde
liegenden Basismodells eingegangen, gefolgt von bekannten exakten und heuristischen
Losungsverfahren. Anschliefend wird gezeigt, wie und mit welchem Ergebnis einzelne
der in Kapitel 2.3 herausgearbeiteten Aspekte bereits erforscht wurden und wie diese
Arbeit darauf aufbauen kann.

3.1. Das Resource Constrained Project Scheduling Problem

In diesem Abschnitt werden allgemeine Grundlagen zur Modellierung von Problemen
der Projektablaufplanung erlautert. Dazu wird zunéchst ein giangiges Basismodell auf-
gestellt und erklart. Es folgt eine Diskussion tiber weitere mogliche Modellvarianten
und deren Klassifikation in der wissenschaftlichen Literatur. Abschlieend wird in
Hinblick auf den in Kapitel 2.3.1 herausgearbeiteten Aspekt der Multiprojektplanung
genauer erlautert, wie dieser bei der Modellierung berticksichtigt wird.

3.1.1. Ein Grundmodell zur Projektablaufplanung

Die Erforschung von mathematischen Modellen und Methoden zur Unterstiitzung der
Projektterminplanung (vgl. z.B. Kelley und Walker (1959)) und spéter auch der in-
tegrierten Projekttermin- und Ressourcenplanung (vgl. z.B. Lambourn (1963)) geht
bis in die 1950er Jahre zuriick. Getrieben von den jeweiligen, oft sehr unterschiedli-
chen praktischen Anforderungen auf der einen Seite und der zur effizienten Losung
noétigen Abstraktion auf der anderen Seite wurden so tiber die Jahrzehnte viele ver-
schiedene Modelle, Modellvarianten und auch Bezeichnungen entwickelt, wenn es im
Allgemeinen um eine Form der Optimierung der Projektablaufplanung ging. In der
neueren Zeit hat sich als iibergeordnete Bezeichnung fiir dieses Planungsproblem der
Begriff Resource Constrained Project Scheduling Problem (RCPSP) durchgesetzt. In
Anlehnung an Demeulemeester und Herroelen (2002, S. 203ff) wird im Folgenden eine
gangige Grundform des RCPSP beschrieben:

Gegeben sei der fertige Projektstrukturplan eines Projekts (vgl. Abbildung 2.1)
sowie die dazugehorigen Informationen beziiglich Dauer und Ressourcenbedarf jeder
Aktivitat. Es wird fiir diese Grundvariante angenommen, dass es nur eine Ressour-
ce gibt, die mit einer bestimmten Menge in jeder Zeitperiode zur Verfiigung steht.
Zur Anwendung der Optimierungsmethoden muss der Projektstrukturplan zunéchst
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Abbildung 3.1. — Beispiel fiir das Aktivitdtennetzwerk eines Projekts, Quelle: in An-
lehnung an Demeulemeester und Herroelen (2002, S. 207)

in ein Aktivitdtennetzwerk, wie in Abbildung 3.1 dargestellt, tiberfiihrt werden. Je-
der Knoten in diesem Netz repréasentiert eine Aktivitdt, jede gerichtete Kante eine
Ende-Start-Vorrangbeziehung (vgl. Abschnitt 2.1.1) zwischen den Aktivitdten, die sie
verbindet. Jeder Aktivitédt ist auflerdem eine feste Dauer d in anonymen Zeitperioden
und ein fester Ressourcenverbrauch r pro Zeitperiode der Ausfithrung der Aktivitat
zugeordnet.

Die meisten Optimierungsmethoden haben aulerdem die Anforderung, dass das Ak-
tivitatennetzwerk genau eine ausgezeichnete Startaktivitat ohne Eingangskanten und
eine ausgezeichnete Endaktivitdt ohne Ausgangskanten hat. Da es jedoch aus Sicht
eines Projektstrukturplans durchaus mehrere Aktivitdten geben kann, mit denen ein
Projekt beginnen oder enden kann, werden fiir die Optimierung in das Aktivitdten-
netzwerk zwei zusétzliche Blindaktivitaten eingefiigt. Hier im Beispiel Blindaktivitat 1
mit ausgehenden Ende-Start-Beziehungen zu allen echten moglichen Startaktivitaten
2,3,5 des Projekts sowie Blindaktivitdt 10 mit eingehenden Ende-Start-Beziehungen
von allen echten moglichen Endaktivitdten 6,7,9. Solche Blindaktivitdten haben im-
mer eine Dauer d = 0 und einen Ressourcenbedarf r = 0, sodass sie also weder Zeit
noch Ressourcen belegen. So ist sichergestellt, dass das Aktivitdtennetzwerk unabhén-
gig von der spéteren tatsichlichen Ausfithrungsreihenfolge der Aktivitaten immer mit
der Blindaktivitat 1 beginnt und immer mit der Blindaktivitat 10 endet.

Zur Optimierung eines solchen Aktivitatennetzwerks, d.h. zur Bestimmung der tat-
sdchlichen Start- und Endzeiten der Aktivitdaten auf Basis der im Netzwerk enthaltenen
Restriktionen und einer angenommenen Ressourcenverfiigharkeit, definieren Demeu-
lemeester und Herroelen (2002, S. 208) weiterhin folgendes konzeptionelles Optimie-
rungsmodell:
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min f, (3.1)

st. fi<[fi—d;, V(,j)eA (3.2)
fi=0 (3.3)
> i <ap, VEe{l...om} te{l,... fu} (3.4)
1€Sy

Dabei bezeichnen die einzigen Entscheidungsvariablen f; € N den Fertigstellungs-
zeitpunkt einer Aktivitéat ¢. Durch die immer als konstant angenommene Dauer d; kann
so direkt auch auf den Startzeitpunkt geschlossen werden. Die Zielfunktion (3.1) gibt
an, dass der Fertigstellungszeitpunkt der letzten Aktivitdt im Netzwerk, d.h. der von
der Blindaktivitdt am Ende, minimiert werden soll. Da diese, wie eben beschrieben,
mit allen echten moglichen Endaktivitaten des Projekts verbunden ist und damit erst
beginnen und enden kann, sobald alle diese echten Endaktivitdten abgeschlossen wur-
den, wird mit der Minimierung des Fertigstellungszeitpunkts der Blindaktivitit auch
eine Minimierung der Projektlaufzeit insgesamt erreicht - unabhéngig davon, welche
echte Aktivitat tatséchlich zum Schluss ausgefithrt wird.

Die Restriktion (3.2) sorgt fiir die Einhaltung aller Vorrangbeziehungen im Aktivi-
tatennetzwerk, dargestellt durch die Adjazenzmatrix A. Die Blindaktivitat am Anfang
des Netzwerks wird durch die Gleichung (3.3) auf den Zeitpunkt 0 fixiert. Zuletzt sorgt
die Restriktion (3.4) fir die Einhaltung der verfiigbaren Ressourcen pro Zeitperiode.
Dabei wird hier allgemeiner davon ausgegangen, dass es nicht wie im vorherigen Bei-
spiel nur eine, sondern m verschiedene Ressourcen geben kann. Dabei bezeichnet r;
den Bedarf der Aktivitdt ¢ an Ressource k pro Zeitperiode und a; die Verfiigharkeit
der Ressource k in jeder Zeitperiode. Die als Invariante definierte Menge S; enthélt
alle Aktivititen, die in Periode t ausgefithrt werden. Die hier getroffene Annahme,
dass in jeder Zeitperiode die gleiche Menge an Ressourcen zur Verfligung steht, kann
durch die Auswechselung von a;, durch ay; dahingehend erweitert werden, dass fiir jede
Zeitperiode eine individuelle Ressourcenverfiigbarkeit angegeben werden kann.

In diesem Modell wird hinsichtlich der Ressourcennutzung und der Dauer einer
Aktivitat davon ausgegangen, dass eine einmal begonnene Aktivitdt nicht unterbro-
chen werden kann. Vom Startzeitpunkt an werden daher in den folgenden, der Akti-
vitdtendauer entsprechenden Anzahl Zeitperioden, jeweils die vordefinierten Mengen
an Ressourcen zur Ausfithrung der Aktivitdt benotigt. Ein Zeitpunkt wird dabei als
Grenze zwischen zwei Zeitperioden angesehen, wobei er von der Bezeichnung her der
nachfolgenden Zeitperiode zugeordnet wird. Eine Aktivitdt kann in diesem Modell im-
mer nur an einem solchen Grenzpunkt starten und enden und belegt dadurch immer
eine ganzzahlige Anzahl an Zeitperioden. Der daraus resultierende Zusammenhang
zwischen den Zeitpunkten fiir den Start und die Fertigstellung einer Aktivitat sowie
den Zeitperioden der Ressourcennutzung wird in Abbildung 3.2 nochmal verdeutlicht.
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Abbildung 3.2. — Visualisierung der Start- und Endzeitpunkte und der Ausfithrungs-
perioden von Aktivitdten

Aktivitdt 2 aus dem vorherigen Beispiel von Abbildung 3.1 hat eine Dauer dy = 2
Zeitperioden. Aus einem beispielhaft angenommenen Fertigstellungszeitpunkt fo = 3
ergibt sich ein Startzeitpunkt 1. Die Aktivitat verbraucht somit in den Zeitperioden 1
und 2 Ressourcen. Die durch eine Vorrangbeziehung verbundene, nachfolgende Aktivi-
tat 4 kann dann zum Fertigstellungszeitpunkt 3 ihrer Vorgéngeraktivitit starten (vgl.
Restriktion (3.2)) und verbraucht somit in den Zeitperioden 3, 4 und 5 Ressourcen
(vgl. Menge S; aus Restriktion (3.4)).

3.1.2. Vergleich und Klassifizierung von Modellvarianten

Im vorherigen Abschnitt wurden bei der Modellierung des Planungsproblems einige
restriktive Annahmen hinsichtlich verschiedener Aspekte der Planung getroffen. So
hatte eine Aktivitdt immer eine feste, ganzzahlige Dauer, einen konstanten, jedoch
nicht zwingend ganzzahligen Ressourcenbedarf tiber die Dauer, es wurden nur Ende-
Start-Vorrangbeziehungen betrachtet und als Optimierungsziel wurde die Minimierung
der Projektdauer angenommen. Schon die allgemeine Beschreibung der Projektablauf-
planung in Kapitel 2.1 sowie die tiefergehende Analyse verschiedener praxisrelevanter
Aspekte in 2.3 lassen den Schluss zu, dass solche restriktiven Annahmen zur Losung
vieler praktischer Planungsprobleme nicht immer hinnehmbar sind. Da das Treffen
gewisser Annahmen besonders fiir die Auswahl oder die Entwicklung eines geeigne-
ten Losungsverfahrens fiir so ein Modell jedoch immer nétig ist, haben Forscher in
den vergangenen Jahrzehnten, getrieben von den jeweiligen speziellen Anforderungen
praktischer Planungsprobleme, unzahlige Modellvarianten des RCPSP sowie darauf
angepasste Losungsverfahren entwickelt. Die Konsequenz daraus war, dass es sehr
schwierig wurde, verschiedene Losungsverfahren und deren zu Grunde liegende Mo-
delle miteinander zu vergleichen bzw. eine Aussage dariiber treffen zu konnen, ob eine
fir eine Modellvariante A entwickelte Losungsmethode auch grundsétzlich fir eine
andere Variante B einsetzbar sein miisste.

Um diese Vergleichbarkeit zu erméglichen, haben Brucker u.a. (1999) die aus dem
Bereich der Maschinenbelegungsplanung bekannte alf5|y-Notation erweitert und da-
mit zur Klassifizierung von Projektplanungsproblemen vorgeschlagen, die in der darauf
folgenden Zeit von verschiedenen Forschern zur Beschreibung ihrer Planungsproble-
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me verwendet wurde. Bei dieser Notation wird das jeweilige Projektplanungsproblem
hinsichtlich der folgenden drei grundlegenden Eigenschaften beschrieben:

a beschreibt das Grundproblem und die betrachtete Ressourcenumgebung. Zur Ab-
grenzung der Maschinenbelegungsplanung wird PS fiir Probleme der Projekt-
ablaufplanung verwendet. Allgemein wird PSm, o, p vorgeschlagen, wobei m die
Anzahl der betrachteten erneuerbaren Ressourcen bezeichnet, o die Anzahl der
pro Periode verfiigbaren Einheiten pro Ressource und p den maximalen Ressour-
cenbedarf einer Aktivitat pro Periode. Ist einer dieser Aspekte nicht fest an das
Modell bzw. das Losungsverfahren gebunden, sondern kann iiber die Eingabepa-
rameter einer Modellinstanz beliebig bestimmt werden, so kann das dazugeho-
rige Symbol durch den Platzhalter - ersetzt werden oder, wenn es am Ende der
Notationskette steht, einfach weggelassen werden. Gibt es pro Aktivitat mehre-
re mogliche Ausfiihrungsmodi, die neben einer jeweils unterschiedlichen Dauer
auch unterschiedliche Ressourcenbedarfe auf der einen Seite und nicht erneuer-
bare Ressourcen auf der anderen Seite zur Folge haben, so wird das Problem
mit M PSm,o, p, u, 7,w bezeichnet, wobei p die Anzahl an nicht erneuerbaren
Ressourcen bezeichnet, 7 die verfiighare Menge pro nicht erneuerbarer Ressource
und w den maximalen Bedarf einer Aktivitat an nicht erneuerbaren Ressourcen.

B beschreibt die Charakteristiken der betrachteten Aktivitdten. Hier gibt es im Ge-
gensatz zu « keine vordefinierten Platzhalter, es werden stattdessen verschiedene
Abkiirzungen angegeben. p; wird fir die Beschreibung einer speziellen Dauer der
Aktivitdten verwendet, so haben bei p; = 1 alle Aktivitdten eine Dauer von 1,
p; = sto kennzeichnet dagegen eine stochastische Dauer. Mit d wird angegeben,
dass es Fertigstellungstermine fiir Projekte gibt, prec bezeichnet das Vorhan-
densein von Vorrangbeziehungen zwischen Aktivitdten und temp driickt aus,
dass allgemein minimale und maximale Zeitabstdnde zwischen den Aktivitaten
definiert sein konnen.

~ beschreibt die betrachtete Zielfunktion. Diese wird entweder direkt als Formel an-
gegeben oder bei oft verwendeten Zielfunktionen durch etablierte Abkiirzungen
wie Chay fur die Minimierung der Projektdurchlaufzeit (= Minimierung der ma-
ximalen Fertigstellungszeit tiber alle Aktivitdten im Projekt) oder Ly, fiir die
Minimierung der maximalen Verspatung iiber alle Aktivitadten mit einem Fertig-
stellungstermin.

Mit Hilfe dieser Notation kann das Beispiel aus Abbildung 3.1 als
a|Bly = PS1,-,4|prec|- beschrieben werden, da aus dem Beispiel keine direkte Ziel-
funktion ableitbar ist. Das allgemeinere Optimierungsmodell (3.1)-(3.4) kann als
PS|prec|Cpax beschrieben werden, da es hinsichtlich Anzahl und Menge der Ressour-
cen keine Beschrankung aufweist. Daraus lasst sich schlussfolgern, dass das Beispielpro-
blem mit dem gezeigten Optimierungsmodell unter dem Ziel der Minimierung der Pro-
jektlaufzeit gelost werden kann. Dennoch ist diese Notation durch die Erweiterbarkeit
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der moglichen Auspréagungen der drei Kategorien und auch durch die oft bewusst nicht
exakt definierten vorgegebenen Auspriagungen nicht als abgeschlossener Formalismus
zu verstehen, mit dessen Hilfe sich jedes erdenkliche Problem aus der Projektablauf-
planung und die dazu passenden Losungsalgorithmen eindeutig beschreiben und zu-
ordnen lassen. In umfangreichen Literaturrecherchen geben jedoch Brucker u. a. (1999)
und z.B. Hartmann und Briskorn (2010) einen Uberblick dariiber, welche Ausprigun-
gen sich fiir die drei Kategorien aufgrund vorheriger Veroffentlichungen identifizieren
lassen, welche speziellen Probleme im jeweiligen Fall gelost wurden und welche all-
gemeinen Losungsverfahren fiir bestimmte Grundprobleme wie PS|prec|Cpax bereits
zur Verfiigung stehen. Dadurch lassen sich die einzelnen herausgearbeiteten Aspekte
einer neuen, praktischen Problemstellung (vgl. Abschnitt 2.3) zumindest ungefahr in
die verschiedenen Auspragungen der Problemklassen einordnen, wodurch erste ver-
wandte Ansétze in der Literatur gefunden und moglicherweise in Frage kommende
Losungsverfahren identifiziert werden konnen.

Neben dem inhaltlichen Vergleich von Modellen und deren Losungsmethoden kann
man solche Methoden, sofern sie zur Losung der gleichen Variante des Projektpla-
nungsproblems geeignet sind, auch noch hinsichtlich ihrer Geschwindigkeit und der
Qualitat der gefundenen Losung vergleichen und bewerten. Mit Hilfe solcher Verglei-
che kann z.B. objektiv die Verbesserung vorhandener Methoden iiberpriift werden,
die Effizienz neuer Methoden gegentiber alten bestimmt werden oder die Ergebnisse
vorheriger Forschungen verifiziert werden. Um vergleichbare Optimierungsergebnisse
zu erhalten ist es jedoch nétig, dass die verschiedenen Optimierungen auf den glei-
chen Testinstanzen ausgefiihrt wurden. Um dies zu ermoglichen, erarbeiteten Kolisch
und Sprecher (1997) ein grofie Menge verschiedener generischer Probleminstanzen ver-
schiedener Grofle (30, 60, 90 oder 120 Aktivitdten pro Instanz) fiir das RCPSP und
stellten diese unter der Bezeichnung PSPLIB offentlich zur Verfiigung. In der Litera-
turitbersicht von Hartmann und Briskorn (2010) werden die Instanzen der PSPLIB
als Testgrundlage fiir eine grole Anzahl von Verdffentlichungen genannt.

3.1.3. Modellierung von Multiprojektproblemen

Sollen im RCPSP weitere Aspekte beriicksichtigt werden, so ist dies aus Sicht der
Modellierung der Eingabedaten (vgl. Abschnitt 3.1.1) oft in der Form méglich, dass die
vorhandenen Entititen eine weitere Eigenschaft erhalten. Soll z.B. fiir die Aktivitaten
ein frithester Startzeitpunkt r und ein gewiinschter Fertigstellungstermin ¢ modelliert
werden, kann dies tiber den Index fiir jede Aktivitat erfolgen (r;,¢;Vi € {1,...,n}).
Sollen jedoch fiir die Multiprojektablaufplanung (Resource Constrained Multi Pro-
ject Scheduling Problem, RCMPSP) mehrere Projekte gleichzeitig geplant werden (vgl.
Kapitel 2.3.1), stellt sich das Problem, an welche Entitdt man jetzt projektspezifische
Eigenschaften hangt, wie z.B. einen frithestmoglichen Projektstarttermin oder ein Fer-
tigstellungstermin. Im Einzelprojektfall entsprach das Aktivitdtennetzwerk (vgl. Ab-
bildung 3.1) dem Projekt, sodass man die umschliefenden Blindaktivitaten am Anfang
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Abbildung 3.3. — Mehrere Projekte in einem Aktivitdtennetzwerk

und Ende als Projektentitaten betrachten konnte. Dies ist jedoch, sobald es mehrere
Projekte gibt, verstandlicherweise nicht mehr moglich.

Der laut Hartmann und Briskorn (2010, S. 9) verbreitetste Ansatz, um dieses Pro-
blem zu 16sen, geht implizit auf die Modellierung von Pritsker u. a. (1969) zuriick und
wird in Abbildung 3.3 dargestellt. Die Aktivitaten jedes einzelnen Projekts (gekenn-
zeichnet durch die gestrichelten Umrandungen) werden weiterhin durch zwei Blind-
aktivitdten eingeschlossen. Weiterhin werden jetzt zwei zusatzliche Blindaktivitdten
eingefithrt (hier 1 und 14), die mit den jeweiligen Start- bzw. Endblindaktivitidten
aller im Netzwerk vorhandenen Projekte verbunden werden. Den Blindaktivitaten der
einzelnen Projekte konnen jetzt projektspezifische Eigenschaften, wie z.B. ein fri-
hestmogliches Startdatum oder gewiinschte Projektfertigstellungstermine, zugewiesen
werden, auflerdem konnen im Optimierungsmodell projektspezifische Kennzahlen ein-
fach bestimmt und verwendet werden (z.B. die Projektdauer von P iiber fio— f3). Die
grundsétzlichen Eigenschaften dieser Modellierung, dass es genau ein Aktivitdtennetz-
werk mit einem ausgezeichneten Startknoten und einem ausgezeichneten Endknoten
gibt, bleiben jedoch erhalten. So kénnen alle Algorithmen fiir den Einzelprojektfall
auch auf den auf diese Weise modellierten Multiprojektfall angewendet werden, sofern
sie die integrierten Aspekte, wie z.B. Fertigstellungstermine fir Aktivitdten, unter-
stiitzen.
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3.2. Exakte Losungsverfahren

Es gibt verschiedene exakte Verfahren, um das RCPSP optimal zu 16sen. Eine einfache
Herangehensweise ist das Aufstellen eines Mixed Integer Programming-Modells (MIP),
welches anschlieBend mit einem MIP-Solver wie Gurobi! oder CPLEX? iiber den
Branch&Bound-Algorithmus gelost wird. Pritsker u. a. (1969) stellten fiir PS|prec|Chax
folgendes Modell auf:

min Z b Ty (3.5)

st Y wp=1 . Vie{l,...,n} (3.6)

LFT; LFT;

o otxay< > tway—d;, V(i) €A (3.7)

t=EFT; t=EFT;

n  min{t+d;, i

{t+di,LFT;} Ee{l,...,m}
S>> neemasa V(ST o
i=1 g=max{t+1,EFT;} o

zi € {0,1} Ve {EFT,... LFT}

(3.9)

Zur Losung dieses Modells wird ein fester Planungshorizont von T Zeitperioden
angenommen. Auf Basis der Vorrangbeziehungen des Aktivitatennetzwerks und der
jeweiligen Dauer der Aktivitdten werden zundchst ohne Berticksichtigung der Ressour-
cenbedarfe fiir jede Aktivitat der frithestmogliche Start- und Fertigstellungszeitpunkt
(Earliest Start Time, EST; Earliest Finish Time, EFT), sowie der spatestmogliche
Start- und Fertigstellungszeitpunkt (Latest Start Time, LST; Latest Finish Time,
LFT) ausgerechnet. Diese vier abgeleiteten Parameter werden hier und auch in allen
weiteren Verfahren zur Bestimmung der moglichen Positionen einer Aktivitat ver-
wendet, sie konnen nach Demeulemeester und Herroelen (2002, S. 96-99) wie folgt
bestimmt werden:

Mit einer Vorwértsrechnung werden die frithestmoglichen Start- und Fertigstellungs-
zeitpunkte einer Aktivitat bestimmt. Dazu wird EST| = 0 gesetzt, also der friithest-
mogliche Startzeitpunkt der ersten Blindaktivitat des Netzwerks fixiert. Der friithest-
mogliche Fertigstellungszeitpunkt ergibt sich durch die gegebene Dauer immer als

LGurobi Optimizer der Gurobi Optimization, Inc.,
http://www.gurobi.com/

2IBM ILOG CPLEX Optimization Studio,
http://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/
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EFT;, = EST; + d;. Anschlieend wird iterativ fiir jede nachfolgende Aktivitat j im
Netzwerk EST; = max { EFT;|(i,j) € A} gesetzt, sobald fiir alle Vorganger EST; und
EFT; berechnet wurden.

Analog wird tiber die Riickwéartsrechnung der spatestmogliche Start- und Fertigstel-
lungszeitpunkt aller Aktivitdten bestimmt. Dazu wird LFT, = T — 1 gesetzt, also
der spatestmogliche Fertigstellungszeitpunkt der letzten Blindaktivitat im Netzwerk
auf die letzte Zeitperiode fixiert. Der spéatestmogliche Startzeitpunkt ergibt sich dann
immer als LST; = LFT; — d;. Anschlielend wird iterativ fiir jede Vorgangeraktivitat
i im Netzwerk LFT; = min {LST;|(i,j) € A} gesetzt, sobald fiir alle Nachfolger LST;
und LFT; berechnet wurden.

Im Optimierungsmodell bezeichnen die binaren Entscheidungsvariablen z;; fir al-
le Aktivititen i alle moglichen Fertigstellungszeitpunkte. Uber die Restriktion (3.6)
wird gesteuert, dass fiir jede Aktivitdt genau ein Fertigstellungszeitpunkt ausgewéahlt
werden muss. Da tiber den Index t bekannt ist, fiir welchen moglichen Fertigstellungs-
zeitpunkt ein x; steht, ldsst sich der tatsachlich gewahlte Fertigstellungszeitpunkt
einer Aktivitat ¢ iber die Formel fog};T t % z;; bestimmen. Dies wird in der Restrik-
tion (3.7) zur Einhaltung der Vorrangbeziehungen und in der Zielfunktion (3.5) zur
Minimierung des Fertigstellungszeitpunkts der letzten Aktivitdt verwendet. Zuletzt
wird mit der Restriktion (3.8) die Einhaltung der Ressourcenverfiigbarkeit sicherge-
stellt, hier lauft die innere Summe tiber genau diejenigen x;,, bei deren Aktivierung es
aufgrund der Dauer der Aktivitdt bedeuten wiirde, dass die Aktivitéit in der aktuellen
Periode ¢ Ressourcen verbraucht.

Demeulemeester und Herroelen (2002, S. 210ff) stellen einige weitere MIP-Formu-
lierungen aus der Literatur zur Losung bestimmter Varianten des RCPSP vor. Da
die Losung solcher MIP-Modelle mit einem generischen Branch&Bound-Algorithmus
sehr lange dauern kann, haben einige Forscher in der Vergangenheit untersucht, in
wie sich das RCPSP mit problemspezifisch angepassten Branch&Bound-Algorithmen
losen lésst. Brucker u.a. (1999) geben zu solchen Algorithmen eine Literaturiiber-
sicht und fassen anschliefend auch die Ergebnisse numerischer Tests aus verschiede-
nen Veroffentlichungen zusammen. Dabei kommt heraus, dass selbst mit den besten
angepassten Algorithmen nur etwa 86% der Instanzen der kleinsten Problemgréfie (30
Aktivitaten/Instanz) aus der PSPLIB innerhalb von 1000 Sekunden optimal gelost
werden konnten.

Weiterhin wurde versucht, das RCPSP als Erfiillbarkeitsproblem zu formulieren und
zu losen. Wéhrend bei einem MIP-Modell mit den verschiedene Restriktionen eine
konvexe Hiille des Losungsraums beschrieben wird, die anschlieBend nach ganzzah-
ligen Losungen abgesucht wird, werden bei einem Erfiillbarkeitsproblem eine Menge
von aussagenlogischen Bedingungen tiber die betrachteten Variablen formuliert, die
fiir eine giiltige Losung des Problems erfiillt sein miissen. Durch das Belegen einzelner
Variablen kénnen sich so neue Bedingungen fiir den noch offenen Teil des Problems
ergeben, bis es schliellich entweder zum Widerspruch kommt oder eine insgesamt giil-
tige Losung gefunden wird. Brucker (2002) benutzt eine solche Formulierung und stellt
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einen Branch&Bound-Algorithmus vor, mit dem systematisch mégliche Variablenbe-
legungen ermittelt und giltige Losungen gefunden werden.

Nach den zuvor zitierten, mittlerweile auf veralteter Hardware durchgefiihrten Tests
von Brucker u.a. (1999) stellen Koné u.a. (2013) eine Formulierung des RCPSP als
Erfillbarkeitsproblem verschiedenen neueren MIP-Formulierungen gegeniiber. Auch
dabei werden Testinstanzen aus verschiedenen Quellen mit Groéflen von bis zu 35 Ak-
tivititen verwendet, es wird ein Zeitlimit von 500 Sekunden gesetzt. Trotz aktuel-
ler Hardware konnten von den verwendeten 30er-Instanzen aus der PSPLIB mit der
besten MIP-Formulierung nur 49% optimal gelost werden, fiir 36% dieser Instanzen
wurde innerhalb des Zeitlimits keine einzige ganzzahlige Losung gefunden. Die durch-
schnittliche benodtigte Losungszeit betrug 179 Sekunden. Mit der Formulierung als
Erfiilllbarkeitsproblem wurden 68% der Instanzen in einer durchschnittlichen Zeit von
183 Sekunden optimal gelost, dafiir gab es hier mit einem durchschnittlichen Gap
von 28,3% gegeniiber nur 4,2% bei der besten MIP-Formulierung erheblich schlechtere
Ergebnisse, wenn nicht die optimale Losung gefunden wurde.

3.3. Heuristische Losungsverfahren

Da sich die im letzten Abschnitt vorgestellten exakten Losungsverfahren wegen ihrer
hohen Laufzeit nur sehr bedingt zum Losen von grofleren Probleminstanzen eignen,
haben in der Vergangenheit viele Forscher versucht, heuristische Losungsverfahren zu
entwickeln und zu verbessern. In diesem Abschnitt soll ein Uberblick dariiber gegeben
werden, wie diese Verfahren funktionieren und welche sich besonders gut zur Losung
des RCPSP eignen. Da die meisten heuristischen Verfahren konstruktiv nur fiir eine
bestimmte Problemklasse geeignet sind, wird in diesem Abschnitt immer P.S|prec|Cpax
als das zu losende Problem angenommen. Eine Betrachtung beziiglich weitergehender
Modellaspekte findet dann in den Unterkapiteln 3.4 und 3.5 statt.

3.3.1. Aktivitatenlisten und Einplanungsschemata

Aus den Vorrangbeziehungen zwischen den Aktivitdten ergibt sich, dass eine Aktivi-
tat frithestens dann beginnen kann, wenn alle ihre Vorgangeraktivitaten abgeschlossen
wurden. Die im vorherigen Abschnitt 3.2 beschriebene Vorwarts- und Riickwartsrech-
nung machte sich diese Eigenschaft zu nutze, um die frithestmogliche Startzeit einer
Aktivitat zu berechnen. Bei dieser Berechnung wurden jedoch noch keinerlei Ressour-
cen beriicksichtigt. Hat die in Abbildung 3.4 (a) gezeigte Aktivitat 1 die drei Nachfolger
2,3 und 5, so wird mit der Vorwértsrechnung die frithestmogliche Startzeit von allen
drei Nachfolgern auf den frithestmogliche Fertigstellungszeitpunkt von 1 gesetzt. Bei
dieser Berechnung wurde mit den Vorrangbeziehungen jedoch nur die erste der beiden
Restriktionen des RCPSP berticksichtigt. Wie in Abbildung 3.4 (b) zu sehen ist, wé-
re es aufgrund der Ressourcenverfiigbarkeit nicht méglich, alle drei Aktivitdten zum
Zeitpunkt 0 starten zu lassen. Wenn also nun entschieden wurde, dass die Aktivitaten
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Abbildung 3.4. — Einfaches Einplanen von Aktivitédten

2 und 3 zuerst eingeplant werden und damit beide zum Zeitpunkt 0 starten konnen,
konnte Aktivitdt 5 aufgrund der Ressourcenbeschréinkung frithestens zum Zeitpunkt
2 starten. Aus diesem einfachen Beispiel heraus lassen sich fiir die Planung mit Vor-
rangbeziehungen und Ressourcen zwei Schlussfolgerungen ableiten:

1. Eine Aktivitat kann frithestens dann beginnen, wenn alle ihre Vorgéngerakti-
vitdten abgeschlossen wurden und geniigend Ressourcen fiir die Aktivitat zur
Verfiigung stehen.

2. Bei Aktivitaten, die aus Sicht der Vorrangbeziehungen gleichwertig sind, spielt
aufgrund der beschriankten Ressourcen ggf. die Reihenfolge, in der die Aktivité-
ten tatsdchlich eingeplant werden, eine entscheidende Rolle. In diesem Beispiel
hétte man alternativ auch z.B. die Aktivitdten 3 und 5 zuerst einplanen kénnen,
sodass Aktivitat 2 hatte hinten anstehen miissen. Dies hétte zu einem anderen
Plan gefiihrt.

Auf diesen zwei Uberlegungen basiert die Konstruktion einer Aktivitédtenliste und
der anschliefende Aufbau eines Plans mit dem seriellen oder dem parallelen Einpla-
nungsschema. Aufgrund ihrer Effizienz bilden diese Aktivitatenlisten in Kombination
mit einem Einplanungsschema die Grundlage fiir viele angepasste Heuristiken bzw.
den Kern vieler Metaheuristiken fiir die ressourcenbeschrankte Projektablaufplanung.
Fir die Beschreibung hier und im Folgenden wird als Referenz auf Demeulemeester
und Herroelen (2002, S. 268ff) verwiesen.

Eine Aktivitidtenliste ist eine sortierte Liste aller Aktivitdten eines Aktivitéten-
netzwerks, fiir deren Sortierung die folgende Einschrankung gilt:

Vi,je{l,...,n}ip; <pi— (1,§) ¢ A (3.10)

35



3. Stand der Technik

Dabei bezeichnet p; die Position der Aktivitiat ¢ in der Aktivitdtenliste und A die
Adjazenzmatrix des Aktivitatennetzwerks zur Représentation aller Vorrangbeziehun-
gen (vgl. Abschnitt 3.1.1). Vereinfacht gesagt darf also keine Aktivitat vor einer ihrer
Vorganger-Aktivitdten in die Liste einsortiert sein. Diese Bedingung gilt genau so auch
fir die topologische Sortierung der Knoten eines Graphen (vgl. Krumke und Nolte-
meier (2009, S. 35f)). Weiterhin gilt dabei, dass eine solche topologische Sortierung
immer existiert, sofern es durch die gerichteten Kanten im Graph keine Kreise gibt.
Durch die beim Thema Projektablaufplanung herrschende Semantik dieser Kanten als
Vorrangbeziehungen und der reinen Betrachtung von Ende-Start-Beziehungen bei die-
sem Grundmodell macht es keinen Sinn, dass eine Aktivitat As nach einer Aktivitat
A; ausgefiihrt werden soll und gleichzeitig (ggf. iber weitere Aktivitdten) festgelegt
ist, dass A; nach Ay ausgefiihrt werden soll. Es kann also angenommen werden, dass
ein giltiges Aktivitdtennetzwerk immer kreisfrei ist. Daher existiert fiir jedes giiltige
Aktivitdtennetzwerk immer mindestens eine topologische Sortierung und somit auch
immer mindestens eine giiltige Aktivitatenliste, die die Bedingung (3.10) erfillt. Fir
das Netzwerk in Abbildung 3.4 (a) wére beispielsweise

7 =(1,2,4,6,5,7,3,8,9,10)

eine giultige Aktivitatenliste.

Die Einplanungsschemata nutzen jetzt so eine Aktivitdtenliste, um daraus einen
Plan aufzubauen. Das serielle Einplanungsschema (vgl. Kelley (1963)) orientiert
sich dabei komplett an der Reihenfolge in der Aktivitdtenliste und plant die Akti-
vitdten iterativ in dieser Reihenfolge in den Plan ein. Eine Aktivitdt wird hierbei
eingeplant, sobald einerseits alle Vorgangeraktivitdten abgeschlossen wurden und an-
dererseits genug Ressourcen fiir die Ausfithrung der Aktivitéat verfiigbar sind (vgl. Ab-
bildung 3.4). Da durch den Aufbau der Aktivitatenliste schon sichergestellt ist, dass
die Vorrangbeziehungen eingehalten werden und hier jetzt noch auf die Ressourcen
geachtet wird, kann mit diesem Algorithmus ein giiltiger Plan erzeugt werden.

Wiéhrend sich das serielle Einplanungsschema direkt an der durch die Aktivitétenlis-
te vorgegebenen Reihenfolge orientiert, betrachtet das parallele Einplanungssche-
ma (vgl. Brooks und White (1965)) die Zeitpunkte, zu denen eine neue Aktivitét
eingeplant werden konnte. Da bei der Einplanung der Aktivitdten Vorrangbeziehun-
gen und Ressourcen berticksichtigt werden miissen, ist das immer genau dann der Fall,
wenn eine Aktivitidt abgeschlossen wurde (da eine konstante Ressourcenverfiigbarkeit
und eine konstante Ressourcennutzung angenommen wird). Fir die Einplanung wird
jetzt wie folgt vorgegangen:

1. Setze den ersten betrachteten Zeitpunkt auf ¢t = 0.

2. Die Kandidatenmenge der moglichen, jetzt einzuplanenden Aktivitdten entspricht
allen Aktivitdten aus der Aktivitdtenliste, deren Vorganger bereits eingeplant
wurden, die aber noch nicht selbst eingeplant sind.
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Abbildung 3.5. — Nach der Aktivitdtenliste 7 geplanter Projektablaufplan

3. Plane zum aktuellen Zeitpunkt ¢ aus der Kandidatenmenge unter Berticksichti-
gung der Reihenfolge in der Aktivitédtenliste so viele Aktivitdten ein, wie es tiber
die Ressourcenverfiigharkeit moglich ist.

4. Setze t auf den frithesten Fertigstellungszeitpunkt aller, vom aktuellen ¢ ausge-
hend, noch nicht fertiggestellten Aktivitaten und gehe zu Schritt 2, sofern es
noch ungeplante Aktivitaten gibt.

Die Ergebnisse des seriellen und des parallelen Einplanungsschemas auf der gleichen
Aktivitdtenliste konnen je nach Vorrangbeziehungen zwischen den Aktivitdten unter-
schiedlich ausfallen, in diesem Fall ergibt sich jedoch fiir die zuvor beschriebene Liste
7 mit beiden Schemata der in Abbildung 3.5 visualisierte Plan.

In beiden vorgestellten Einplanungsschemata werden die Aktivitadten aus der Aktivi-
téatenliste zeitlich gesehen vorwértsgerichtet, ausgehend von einem initialen Startpunkt
t = 0, jeweils so frith wie moglich eingeplant. Demeulemeester und Herroelen (2002, S.
272-279) stellen dazu noch zwei weitere Varianten der Einplanung vor, die sich sowohl
auf das serielle als auch auf das parallele Einplanungsschema anwenden lassen. Bei der
Rickwértsplanung wird ein fixer Fertigstellungszeitpunkt ¢ = T fiir den gesamten Plan
angenommen. Ausgehend von diesem Zeitpunkt wird die Aktivitdtenliste jetzt riick-
warts von hinten nach vorne durchgegangen und jede Aktivitéit unter Berticksichtigung
der Vorrangbeziehungen und der Ressourcen so spat wie moglich eingeplant.

Bei der bidirektionalen Planung wird die Vorwartsplanung und die Riickwértspla-
nung kombiniert. Bis zu einem bestimmten Index der Aktivitatenliste wird der Plan
vorwarts ausgehend vom Zeitpunkt ¢ = 0 geplant. Die restlichen Aktivitaten der Liste
werden nun mit Hilfe der Riickwértsplanung umgekehrt ihrer Listenreihenfolge so spéat
wie moglich eingeplant. Dadurch ist es moglich, genau an einer Stelle in der Mitte des
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Plans einen Zeitpuffer entstehen zu lassen, wenn der initiale Fertigstellungszeitpunkt
fiir den rickwéarts geplanten Teil entsprechend spat gewéhlt ist.

3.3.2. Lokale Suchverfahren zur Verbesserung einer Losung

Im letzten Abschnitt wurde gezeigt, wie mit den verschiedenen Einplanungsschemata
aus einer Aktivitatenliste eindeutig ein Projektablaufplan generiert werden kann. Wei-
terhin wurde durch das Beispiel zu Abbildung 3.4 gezeigt, dass es bei unterschiedlichen
Reihenfolgen der Aktivitdten in der Aktivitatenliste zu unterschiedlichen Platzierun-
gen der Aktivitdten und damit letztendlich zu unterschiedlich guten oder schlechten
Planen kommen kann. Das parallele Einplanungsschema sorgt dafiir, dass zu einem be-
liebigen Zeitpunkt eine Aktivitat immer auch tatsachlich gestartet wird, wenn sie aus
Sicht der verfiigharen Ressourcen und der Vorrangbeziehungen dort starten kénnte
(vgl. Kolisch (1996b)). Fiir das serielle Einplanungsschema gilt, wenn man die wei-
teren Beweise von Sprecher u.a. (1995) und Kolisch (1996b) zusammennimmt, dass
sich unter allen giiltigen Permutationen einer Aktivitdtenliste immer mindestens eine
befindet, die im Sinne der C,..-Zielfunktion bei Verwendung des seriellen Einpla-
nungsschemas zu einer optimalen Losung fiihrt.

Mit dieser Erkenntnis lasst sich das Problem PS|prec|Cax derart reduzieren, dass
zur Bestimmung der optimalen Loésung nur noch die richtige Permutation der Akti-
vitatenliste gefunden werden muss. Dazu gab es in der Vergangenheit verschiedene
Ansétze. Der einfachste besteht darin, einfach zufillig eine giiltige Permutation fir
eine Aktivitdtenliste zu erzeugen oder zufillig zwei Aktivitdten innerhalb der Liste
zu vertauschen, ohne die Giltigkeit der Liste zu verletzen (vgl. Bedingung (3.10)).
Auf die gednderte Liste wird erneut das serielle Einplanungsschema angewendet und
gepriift, ob diese Liste zu einer besseren Losung gefiihrt hat. Dieses zufillige Aus-
probieren verschiedener Listen wird in der englischen Literatur als Random sampling
bezeichnet, fiir eine genauere Beschreibung mit weiteren Literaturverweisen wird auf
Demeulemeester und Herroelen (2002, S. 287f) verwiesen.

Neben dem zufélligen Ausprobieren verschiedener Listen gibt es viele Forscher, die
versucht haben, verschiedene Charakteristiken von einzelnen Aktivitdten oder von dem
gesamten Aktivitdtennetzwerk zu identifizieren, mit deren Hilfe sich direkt eine mog-
lichst gute Aktivitédtenliste generieren lisst. Solche, auf verschiedenen Charakteristi-
ken basierende Sortierungsregeln werden Prioritétsregeln genannt, die damit erzeugten
Aktivitatenlisten heiflen Prioritétslisten (vgl. Demeulemeester und Herroelen (2002, S.
289f)). In Abbildung 3.6 wird der Aufbau einer Prioritétsliste anhand der Regel ldngste
Dauer visualisiert. Diese Regel sagt aus, dass bei mehreren moglichen einzuplanen-
den Aktivitdten immer diejenige als nachstes ausgewahlt wird, die die langste Dauer
hat. Haben mehrere der moglichen Aktivitaten die aktuell lingste Dauer, so wird die
Aktivitdt mit der kleineren Bezeichnernummer gewahlt. Im ersten Schritt (a) kann
als einziges die Aktivitat 1 ausgewahlt werden, hier ist keine Entscheidung zu treffen
(7P = (1)). Die nichsten moglichen einzuplanenden Aktivitéten sind jetzt 2, 3 und
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(¢) Einplanungsschritt 3 (d) Einplanungsschritt 4

Abbildung 3.6. — Aufbau einer Aktivitdtenliste nach Prioritdtsregeln

5. Davon hat die Aktivitdt 3 mit d = 7 die langste Dauer und wird somit als ndchstes
in Schritt (b) ausgewihlt (722 = (1, 3)). Die Kandidatenliste der nichsten, méglichen
Aktivitdten enthélt jetzt nur noch 2 und 5. Es kommt keine weitere Aktivitdt hinzu,
da die Aktivitdt 8 als Nachfolger von 3 noch nicht eingeplant werden kann, weil ihr
zweiter Vorganger 5 noch nicht eingeplant wurde. In Schritt (¢) wird mit einer Dauer
von d = 4 Aktivitit 5 gewéhlt (71 = (1,3, 5)), die neue Kandidatenliste besteht jetzt
aus den Aktivitdten 2, 7 und 8. Davon wird im néchsten Schritt (d) Aktivitdt 7 mit
d = 6 ausgewahlt. Die am Ende komplette, mit dieser Regel erstellte Aktivitatenliste,
lautet dann:

P =1(1,3,5,7,8,2,4,6,9,10)

Demeulemeester und Herroelen (2002, S. 280-286) beschreiben eine Reihe von ver-
schiedenen Prioritédtsregeln, z.B. aktivitdtenabhingige Regeln (kiirzeste/ldngste Dau-
er), netzwerkabhéngige Regeln (meisten/wenigsten Nachfolger einer Aktivitét), vom
kritischen Pfad abhéngige Regeln (friitheste/spateste Startzeit) und andere Varianten.

Aufgrund ihrer Performance und der Moglichkeit ihrer einfachen Implementierung
werden Prioritétslisten gerne von verschiedenen Forschern zur Losung verschiedener
RCPSP-Modelle verwendet oder ihre Ergebnisse zum Vergleich mit anderen Heuristi-
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Abbildung 3.7. — Abhéngigkeiten in einem Aktivitdtennetzwerk

ken herangezogen. Kolisch (1996a) gibt einen Uberblick iiber verschiedene Prioritéts-
regeln und evaluiert die damit jeweils erzeugten Losungen fiir Instanzen der PSPLIB
und weiterer Testinstanzen. Hartmann und Kolisch (2000) ziehen zu einem solchen
Vergleich auch noch weitere Metaheuristiken hinzu (Genetischer Algorithmus, Tabu-
Suche, Simulated Annealing, vgl. auch Abschnitt 3.3.3). Dabei kommt heraus, dass
diese Prioritatslisten gegeniiber den Metaheuristiken insofern interessant sind, dass
sie nur eine einzige Iteration bendtigen und in dieser Zeit schon eine vergleichsweise
gute Losung produzieren. Die Metaheuristiken oder auch die zu Anfang dieses Ab-
schnitts vorgestellte Random Sampling-Methode erzeugen zwar letztendlich bessere
Losungen, bendtigen dafiir aber deutlich mehr Iterationen.

3.3.3. Metaheuristiken zur Verbesserung einer Losung

Durch die Vorrangbeziehungen in einem Netzwerk werden Abhéngigkeiten zwischen
den Aktivitdaten geschaffen, welche die Moglichkeiten der Planung beschranken kon-
nen. Durch diese Abhéngigkeiten entstehen mehr oder weniger eindeutige Gruppen
von Aktivitdten im Netzwerk, deren Planung entscheidende Auswirkungen auf viele
nachfolgende Aktivitdten hat und damit auch auf das Planungsergebnis insgesamt.
Ein solcher Zustand wird (ggf. aus praktischer Sicht etwas tibertrieben) in Abbildung
3.7 dargestellt. Das Netzwerk kann hier in die Aktivitaten vor Aktivitat 10 und ab
Aktivitdt 10 aufgeteilt werden. Es ist einfach zu erkennen, dass eine Verbesserung
des Planungsergebnisses der Aktivitaten 1-9 (z.B. durch ein andere Teilsortierung der
Aktivitatenliste in diesem Bereich) direkt dazu fihrt, dass auch Aktivitdt 10 frither
starten kann und damit der komplette hintere Bereich des Netzwerks ab Aktivitat 10.
Auf der anderen Seite kann es Aktivitdten geben, deren Reihenfolge zueinander in der
Aktivitétenliste egal ist. Ob nun ein Teil der Liste als 7 = (...,10,11,14,...) oder
7 =1{(...,10,14,11,...) vorgegeben ist, spielt beim seriellen Einplanungsschema keine
Rolle, da sowohl Aktivitdt 11 als auch 14 parallel nach der Fertigstellung von Aktivi-
tat 10 starten konnen und Aktivitat 12 in beiden Féllen warten miisste (bei einer wie
zuvor angenommenen Ressourcenverfiigharkeit von 8, vgl. dazu auch Abbildung 3.4).

Durch dieses Beispiel wird deutlich, dass das Finden einer moglichst guten Sortie-
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rung der Aktivitatenliste stark davon abhéngig ist, in wie weit es den Losungsverfahren
moglich ist, die unwichtigen von den kritischen Bereichen des Aktivitatennetzwerks zu
unterscheiden und letztere gezielt zu verbessern, anstatt einfach nur zuféllig verschie-
dene Listen auszuprobieren. Diesen Umstand haben in der Vergangenheit verschiedene
Forscher genutzt, um Metaheuristiken zu entwickeln, die gezielt vorhandene Aktivité-
tenlisten verbessern anstatt einfach komplett neue Listen zu generieren. Dabei wurden
im Wesentlichen die auch schon aus anderen Bereichen der mathematischen Optimie-
rung bekannten Verfahren Tabusuche (TS, engl. Tabu Search), Simulierte Abkiihlung
(SA, engl. Simulated Annealing) und Genetischer Algorithmus (GA, engl. Genetic Al-
gorithm) adaptiert. Fir eine aktuelle Einfithrung in diese Metaheuristiken wird auf
Gendreau und Potvin (2010) verwiesen.

Tabusuche (TS) Die Tabusuche wurde als problemunabhéngige Metaheuristik fiir

verschiedene Optimierungsprobleme (unter anderem auch fiir das mit dem RCPSP
verwandte Maschinenbelegungsplanungsproblem) von Glover (1990) beschrie-
ben. Dabei wird vorausgesetzt, dass eine aktuelle Losung des Optimierungspro-
blems in einer Form vorliegt, in der durch einen Operator eine lokale Anderung
vorgenommen wird, die zu einer anderen giltigen Losung fithrt und dass diese
neue Losung hinsichtlich einer eventuellen Verbesserung oder Verschlechterung
des Zielfunktionswerts bewertet werden kann. In jeder Iteration werden jetzt alle
moglichen Losungen betrachtet, die mit dem lokalen Anderungsoperator aus der
aktuellen Losung erzeugt werden kénnen (die sogenannte Nachbarschaft) und die
aktuell nicht in einer sogenannten Tabu-Menge enthalten sind. Diese Losungen
werden nun hinsichtlich ihres Zielfunktionswertes bewertet und die beste Losung
wird als neue aktuelle Losung angenommen. Zugleich wird diese neue Losung fiir
die nachsten n Iterationen zur eben schon angesprochenen Tabu-Menge hinzu-
gefligt, damit eine erneute Betrachtung und vor allem eine erneute Wahl dieser
Losung verhindert wird, falls der Operator zwar andere, aber hinsichtlich des
Zielfunktionswerts lediglich gleichwertige Losungen aus der aktuellen erzeugen
kann. Wiirde es diese Tabu-Menge nicht geben, konnte der Algorithmus in einer
solchen Situation sonst schnell in einer Endlosschleife enden, bei der nach eini-
gen Iterationen immer wieder die selbe Losung gefunden wird. Die Tabusuche
wurde nach ihrer ersten Veroffentlichung von vielen Forschern aufgegriffen und
verbessert, in einer weiteren Veroffentlichung Glover und Laguna (1999) geben
die Autoren einen Uberblick iiber die so erreichten Fortschritte und Weiterent-
wicklungen der einzelnen Bereiche des Verfahrens.

Bezogen auf das RCPSP wird die Aktivitatenliste fiir die Tabusuche von ver-
schiedenen Forschern (vgl. z.B. Mika u. a. (2005); Demeulemeester und Herroelen
(2002, S. 297)) zur Représentation einer Losung herangezogen, als Operator zur
Erzeugung der Nachbarschaft wird z.B. das Vertauschen von zwei benachbarten
Aktivitdten oder zwei beliebigen Aktivitdten in der Liste definiert. Auf diese Wei-
se wird in jeder Iteration beurteilt, welche der méglichen lokalen Anderungen in
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der Aktivitatenliste zur grofiten Verbesserung des Gesamtplans fithrt und diese
gednderte Liste wird dann als Grundlage fiir die nachste Iteration angenommen.

Dass die Tabusuche nicht nur auf Aktivitatenlisten anwendbar ist, wird z.B. von
Thomas und Salhi (1998) gezeigt. Sie représentieren eine Losung als Vektor der
Startzeiten aller Aktivitdten und setzen zu Anfang voraus, dass diese Startzeiten
hinsichtlich Ressourcen und Vorrangbeziehungen giiltig sind. Als Operator zur
Erzeugung der Nachbarschaft wird nun der Tausch der Startzeiten zweier Ak-
tivitdten definiert, sofern durch diesen Tausch alle Ressourcenrestriktionen und
Vorrangbeziehungen eingehalten werden.

Auch zur Optimierung hinsichtlich weiterer Planungsziele wurde die Tabusu-
che in der Literatur verwendet, so benutzten beispielsweise Hazir und Schmidt
(2012) ein solches Verfahren zur Losung des Multi-Mode RCPSP (vgl. Abschnitt
3.4) oder Calhoun u.a. (2002) und Deblaere u.a. (2011) zur Neuplanung oder
Reparatur von ungtiltig gewordenen Projektablaufplinen.

Simulierte Abkiihlung (SA) Die Tabusuche hat konzeptionell das Problem, dass sie
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aus der generierten Nachbarschaft immer nur die beste Losung als neue Refe-
renzlosung fiir die néchste Iteration auswahlt. Dies fithrt dazu, dass wenn man
nach mehreren Iterationen in einem lokalen, jedoch nicht globalen Optimum
gelandet ist, es unmoglich ist, dieses wieder zu verlassen, um ggf. ein anderes
besseres lokales oder gar das globale Optimum zu finden. Der SA-Algorithmus
16st dieses Problem, indem er nicht immer die beste Losung der Nachbarschaft
als neue Referenzlosung wéhlt, sondern eine zuféllige, also moglicherweise auch
eine schlechtere. Um diese Suche trotzdem in Richtung mdoglichst guter Losungen
zu bewegen, werden bei der zufilligen Auswahl gute Losungen mit einer hoheren
Wahrscheinlichkeit ausgewahlt als schlechtere. Zudem sinkt die Wahrscheinlich-
keit, dass iiberhaupt schlechtere Losungen ausgewahlt werden, mit steigender
Anzahl Iterationen. Der Name ist als Analogie zur Stahlumformung entstanden,
je langer der anfangs heifle Stahl geformt wird, desto mehr kiihlt er ab und desto
schwieriger wird es, ihn in eine grundsatzlich andere Form zu bringen, irgend-
wann sind nur noch sehr kleine Anderungen méglich. Metropolis u.a. (1953)
liefern dabei als eine der ersten grundlegende Ideen zu dieser Art von Algorith-
mus indem sie beschreiben, wie ein beliebiges System algorithmisch von einem
aktuellen Zustand in einen gewtlinschten Zielzustand tberfithrt werden kann.

Demeulemeester und Herroelen (2002, S. 298) geben einen Uberblick iiber ver-
schiedene Verwendungen des SA-Algorithmus im Bereich Project Scheduling. Mi-
ka u.a. (2005) implementieren und testen ihn analog zur Tabusuche und kommen
zu dem Ergebnis, dass er der Tabusuche beim Losen von PS|prec|Cyay tberle-
gen ist. Abbasi u.a. (2006) setzen ebenfalls sehr erfolgreich eine Variante des
SA-Algorithmus ein, um ein RCPSP unter einer kombinierten Zielfunktion aus
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der Minimierung der Projektlaufzeit und der Maximierung der Robustheit zu
optimieren.

Genetischer Algorithmus (GA) Sowohl die Tabusuche als auch der SA-Algorithmus
basieren auf der Annahme, dass es bei dem zu l6senden Problem gut moglich ist,
eine einzige vorhandene Losung durch wiederholtes Anwenden gezielter kleiner
Anderungen schrittweise zu verbessern und sie damit auf ein Optimum zuzube-
wegen. Um sagen zu konnen, ob eine solche kleine Anderung tatsachlich zielfiih-
rend ist, ist es notwendig, dass man ihren Einfluss auf eine Losung gut bewerten
kann d.h. dass sich die Anderung direkt in einer (wenn auch nur sehr kleinen)
Anderung des Zielfunktionswerts widerspiegelt.

Bei einem genetischen Algorithmus wird dieses Prinzip umgekehrt. Es gibt eine
Vielzahl von gleichzeitig betrachteten Losungen, die als Population bezeichnet
werden, eine einzelne Losung wird als Individuum dieser Population bezeich-
net. In einer Iteration werden jetzt alle Individuen der Population zuféllig mehr
oder weniger stark durch einen lokalen Operator verandert. Dazu konnen zum
einen zwei zufallig ausgewahlte und bereits vorhandene Individuen kombiniert
werden (Kreuzungsoperator) oder es kann ein einzelnes Individuum lokal verén-
dert werden (Mutationsoperator). Sind durch die Kombination von Individuen
neue Individuen entstanden, so ist die Population insgesamt gewachsen und muss
durch anschlieBende Eliminierung einiger schlechter Individuen wieder auf ihre
urspriingliche Grole gebracht werden. Die Idee hinter diesem Ansatz basiert
auf der Evolutionstheorie aus der Biologie. Es wird angenommen, dass es zwar
schwierig ist, von auflen gezielt bestimmte Eigenschaften als besonders gut zu
identifizieren und zu verbessern, dass sich aber bei zufilligen Anderungen der
Eigenschaften und einer gentigend grofien Population die Individuen mit den bes-
ten Kombinationen von guten Eigenschaften iiber mehrere Generationen hinweg
durchsetzen werden. Erste Ideen zu Algorithmen dieser Art gehen auf Holland
(1975) zurtck, fast zur gleichen Zeit stellten Rechenberg (1973) und Schwefel
(1977) ahnliche Ansétze als Losungsmethoden vor.

Das generelle Prinzip von genetischen Algorithmen wird von Demeulemeester
und Herroelen (2002, S. 298f) mit weiteren Literaturverweisen fiir den Bereich
des Project Scheduling beschrieben. Hartmann (1998) testet verschiedene Vari-
anten eines genetischen Algorithmus fiir das RCPSP. Dabei benutzt er zur Lo-
sungsreprisentation zum einen eine Aktivititenliste und als Mutationsoperator
mit einer bestimmten Wahrscheinlichkeit den Tausch zweier Aktivitaten in dieser
Liste. Zur Erzeugung neuer Individuen werden die Aktivitdtenlisten zweier vor-
handener Individuen mit dem Kreuzungsoperator an einer zuféllig ausgewahlten
Stelle getrennt und anschliefend wird jeweils der vordere Teil der Liste eines In-
dividuums mit dem hinteren Teil der Liste des anderen Individuums kombiniert,
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wobei verschiedene Techniken zur Wahrung der Vorrangbeziehungen angewendet
werden.

Als zweite Variante der Repréasentation verweist Hartmann auf die Arbeit von
Lee und Kim (1996), bei der jeder Aktivitit ein beliebiger Prioritatswert € [0, 1]
zugewiesen wird (Random Key-Reprasentation). Dieser Vektor von Prioritats-
werten wird dann als Prioritdtsregel zum Aufbau der Aktivitatenliste herangezo-
gen, d.h. aus der Menge der moglichen Kandidaten fiir die nachste einzuplanende
Aktivitat wird immer die Aktivitat gewéhlt, die den hochsten Prioritdtswert hat
(vgl. Abschnitt 3.3.2). Mit dem Mutationsoperator wird jetzt der Prioritéts-
wert jeder Aktivitdt mit einer geringen Wahrscheinlichkeit durch einen beliebi-
gen neuen Wert ersetzt. Dadurch wird die Aktivitat beim nédchsten Aufbau der
Aktivitétenliste ggf. an eine andere Position einsortiert. Der Kreuzungsoperator
nimmt in diesem Fall die Prioritatswerte einer Untermenge von Aktivitaten von
einem Individuum und ergénzt sie fiir die jetzt noch fehlenden Aktivitdten durch
deren Prioritdtswerte von einem anderen Individuum. Diese Art der Reprisen-
tation wurde auch in neuerer Zeit unter anderem von Gongalves u.a. (2008)
verwendet.

Auch weitere Varianten des RCPSP wurden bereits erfolgreich mit genetischen
Algorithmen gelost, so schlugen Alcaraz u.a. (2003) einen solchen Algorithmus
zur Losung des Multi-Mode RCPSP (vgl. Abschnitt 3.4) vor und Kumanan
u.a. (2006) setzten ihn erfolgreich in der Multiprojektplanung zur Lésung des
RCMPSP ein.

Hartmann und Kolisch (2000) sind der Frage nachgegangen, welche Heuristik bzw.
Metaheuristik sich am besten fiir welche Art von Plinen eignet. Dazu haben sie auf
verschiedenen Instanzen der PSPLIB (mit 30, 60 und 120 Aktivitdten je Plan) die
drei Metaheuristiken mit dem Random Sampling-Verfahren und verschiedenen Priori-
tatslisten verglichen. Wéahrend bei den kleinen Instanzen mit 30 Aktivitdten der SA-
Algorithmus noch einen leichten Vorsprung vor dem genetischen Algorithmus mit Akti-
vitatenlisten (wie zuvor beschrieben) hat, so liegt der genetische Algorithmus bei allen
groferen Instanzen vorne. Wéhrend die Tabusuche bei 30 Aktivitdten noch relativ gu-
te Ergebnisse erzielt, wird sie bei grofferen Instanzen deutlich schlechter. Unabhéngig
von der Grofle der Testinstanzen war jedoch jede Metaheuristik dem Random Samp-
ling-Verfahren iiberlegen, besonders bei grofleren Instanzen schlagen sie auch immer
deutlich die verschiedenen Prioritatslisten.

Etwas spéter haben Kolisch und Hartmann (2006) den zuvor angestellten Vergleich
nochmal unter Berticksichtigung neuer Varianten der Metaheuristiken wiederholt, auch
dabei war wieder der genetische Algorithmus die beste Metaheuristik. Es zeigte sich
aulerdem, dass eine Erweiterung des Einplanungsschemas in Form einer zuséatzlichen
Nachbearbeitung des erzeugten Plans nochmal deutlich bessere Ergebnisse brachte.
Bei diesem Nachbearbeitungsschritt werden alle Aktivitdten des generierten Plans in
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einer bestimmten Reihenfolge zuerst ganz nach hinten und dann wieder soweit wie
moglich nach vorne geschoben (dort als Forward-backward improvement bezeichnet).

3.4. Flexible Ressourcenplanung

Das in Abschnitt 3.1.1 vorgestellte Grundmodell des RCPSP setzt voraus, dass zur
Planung allen Aktivititen eine feste Dauer zugewiesen wird und alle Ressourcenbedar-
fe iiber diesen Zeitraum der Ausfiihrung konstant sind. Diese Einschrankung ist jedoch
in vielen Féllen sehr praxisfern, da es oft mehrere denkbare Moglichkeiten gibt, eine
Aktivitdt in einem Projekt hinsichtlich Dauer und Ressourceneinsatz durchzufithren
(vgl. Kapitel 2.3.3). Ist eine Aktivitdt zur piinktlichen Fertigstellung eines Projekts be-
sonders zeitkritisch, kann eine moglichst kurze Dauer mit einem dafiir hohen Ressour-
ceneinsatz notig sein, sofern geniigend Ressourcen verfiighar sind. Hat man dagegen
genug Zeit, kann bewusst eine langsame und dafiir ressourcenschonendere Ausfithrung
die bessere Losung sein, um noch Ressourcenkapazititen fiir andere, parallel ausge-
fithrte Aktivitaten zu haben. Ob die Zeit fiir den Pfad an Vorrangbeziehungen, auf
dem sich eine Aktivitat gerade befindet, jedoch knapp ist, entscheidet sich erst bei der
Losung des Planungsproblems und ergibt sich auch durch die letztendlich gewéhlte
Art der Ausfithrung. Es kann also sinnvoll sein, die Ausfithrungsart einer Aktivitat
hinsichtlich Ressourcennutzung und Dauer erst bei der Planung und nicht schon im
Vorfeld festzulegen.

Ein erster Ansatz zu einer solchen, etwas flexibleren Ressourcenplanung stellt das
Multi-Mode RCPSP (MMRCPSP) dar (vgl. Elmaghraby (1977)). In diesem ist es mog-
lich, fiir eine Aktivitat mehrere alternative Ausfithrungsmodi hinsichtlich Dauer und
Ressourcenbedarf pro Periode anzugeben, bei der Optimierung wird sich dann fiir einen
dieser Ausfiihrungsmodi entschieden. Forscher haben in der Vergangenheit verschiede-
ne der in Abschnitt 3.2 und 3.3 vorgestellten Verfahren benutzt, um das MMRCPSP
zu losen. So schlugen Sprecher und Drexl (1998) einen exakten Branch&Bound-An-
satz vor, Alcaraz u.a. (2003) benutzten einen genetischen Algorithmus und Coelho
und Vanhoucke (2011) formulierten und lésten das Problem als aussagenlogisches Er-
fullbarkeitsproblem.

Mit dem MMRCPSP ist zwar eine etwas flexiblere Planung moglich, man muss
jedoch fir jede Aktivitéit alle denkbaren Modi fiir Kombinationen aus Dauer und Res-
sourcenbedarf im Vorfeld ermitteln und explizit angeben. Ein weiterer Nachteil ist,
dass der Ressourcenverbrauch der Aktivitdt in jedem Modus immer noch konstant
iiber den Zeitverlauf ist. Dies erfiillt somit immer noch nicht die in Kapitel 2.3.3
vorgestellte Anforderung einer komplett flexiblen Ressourcenplanung. Einen ersten
Ansatz fiir eine solche Planung beschreiben Jézefowska u.a. (2000). Dabei wird zwar
auch noch explizit von verschiedenen Modi einer Aktivitidt ausgegangen, ein Modus
beschreibt hier aber nur noch die Dauer der Aktivitat. Fiir eine gewéhlte Dauer wird
dann die prozentuale Ressourcennutzung pro Zeitperiode bestimmt, wobei am Ende
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der Aktivitat der gesamte Ressourcenbedarf (= 100%) erfiillt sein muss. Einschréankend
wird jedoch angenommen, dass die Ressourcen zwar zunéchst kontinuierlich sind, sie
jedoch fiir die Berechnung einer giiltigen Ressourcenbelegung bei gegebenen Startzeit-
punkten/Dauern diskretisiert werden. Aulerdem wird fest von einer ausgezeichneten
Ressource ausgegangen, die flexibel benutzt werden kann. Das Problem wird unter
Verwendung eines SA-Algorithmus unter der Cl,..-Zielfunktion gelost. Als Reprisen-
tationsform fiir den SA-Algorithmus wird eine Aktivitatenliste zusammen mit einem
Vektor gewéhlt, der jeder Aktivitit ihren aktuellen Modus zuordnet.

Eine etwas andere Herangehensweise schlagen Ranjbar und Kianfar (2010) vor: In
ihrem Verfahren werden zunéchst alle moglichen Modi fiir eine Aktivitdt generiert,
wobei ein Modus hier nicht nur die Dauer einer Aktivitat beschreibt, sondern auch
ein (nicht notwendigerweise konstantes) Ressourcennutzungsprofil iber die Dauer. Zur
Losung des Problems wird ein genetischer Algorithmus verwendet, als Représentati-
onsform wird eine Aktivitatenliste fur die Einplanungsreihenfolge benutzt sowie ein
zuséatzlicher Vektor, der jeder Aktivitat ihren aktuellen Modus zuordnet.

Mit den zuvor vorgestellten Verfahren ist es immer notig, dass alle moglichen Modi
einer Aktivitat im Vorfeld bekannt sind. Besonders wenn ein Modus auch das Ressour-
cennutzungsprofil beschreibt, kann es so unter Umstdnden sehr viele mogliche Modi
fiir eine Aktivitdt geben. Einen etwas anderen Ansatz, der dieses Problem umgeht,
schlagen Kolisch u.a. (2003) zur Losung des RCMPSP vor. Es werden also mehrere
Projekte betrachtet, die alle einen individuellen Fertigstellungstermin haben. Bei der
Représentation werden jedoch nicht mehr unterschiedliche Modi angenommen, son-
dern die Bestimmung der Dauer einer Aktivitat wird ganz in das serielle Einplanungs-
schema verlagert, welches wie beim Standard-RCPSP nur auf einer Aktivitdtenliste
arbeitet. Eine Aktivitdt hat einen minimalen und einen maximalen Ressourcenbedarf
pro Periode sowie einen Gesamtbedarf, diese Werte gehen als Parameter in das Op-
timierungsmodell ein. Bei der Einplanung einer Aktivitdt wird jetzt fiir diese durch
Ausprobieren der frithestmogliche und anschlieend kiirzeste Zeitraum gewéhlt, der

1. frithestens zu dem Zeitpunkt beginnt, an dem alle bereits eingeplanten Vorgén-
geraktivitaten abgeschlossen sind,

2. in welchem in jeder Periode noch genug Ressourcen zur Erfiillung des minimalen
Ressourcenbedarfs pro Periode verfiighar sind und

3. in welchem in den einzelnen Zeitperioden in Summe noch genug Ressourcen
verfiighar sind, um unter Beriicksichtigung des maximalen Ressourcenbedarfs
pro Periode den Gesamtbedarf der Aktivitat zu erfiillen.

Ist ein solcher Zeitraum gefunden, steht damit die Startzeit und die Dauer der
Aktivitat fest, auBerdem wurde bereits sichergestellt, dass es eine giiltige Ressour-
cenallokation gibt. Zur tatsachlichen Ressourcenallokation wird jetzt zunachst in je-
der Zeitperiode der minimale Ressourcenbedarf pro Periode allokiert, anschliefend
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werden vom Startzeitpunkt der Ausfithrung angefangen in jeder Zeitperiode so viele
weitere Ressourceneinheiten wie moglich (unter Berticksichtigung des maximalen Res-
sourcenbedarfs pro Periode und der aktuellen Ressourcenverfiigbarkeit) allokiert, bis
der gesamte Ressourcenbedarf der Aktivitét erfiillt ist. Letztendlich wird eine einzelne
Aktivitdt damit also so frith wie moglich abgeschlossen und die Ressourcen inner-
halb der Aktivitdat werden so frith wie moglich verbraucht. Das Problem wird durch
Ausprobieren verschiedener Aktivitdtenlisten mit dem Random Sampling-Verfahren
gelost. Ziel dabei ist es, die Fertigstellungszeit des gesamten Projektprogramms, also
die spéteste Fertigstellungszeit aller Projekte im Plan zu minimieren. Die Autoren wei-
sen beziiglich moglicher Losungsansatze darauf hin, dass das Modell auch prinzipiell
als MIP formuliert und mit einem entsprechenden Standard-Solver gelost werden kann
(vgl. Abschnitt 3.2), eine entsprechende Modellformulierung wird vorgestellt. Jedoch
wird darauf verwiesen, dass das Problem als Erweiterung des RCPSP zu den N P-
schweren Optimierungsproblemen gehort, deren Losungsaufwand exponentiell mit der
Problemgrofie steigt. Eine exakte Losung sei bei sehr kleinen Instanzen noch denkbar,
bei groferen Instanzen jedoch auch mit speziell angepassten Branch&Bound-Verfahren
ausgeschlossen.

Mit diesem angepassten seriellen Einplanungsschema arbeiten anschliefend auch
Fiindeling (2006), Fiindeling und Trautmann (2010) und Zhang und Sun (2011). In
allen drei Veroffentlichungen werden besonders gute Prioritatsregeln zum Aufbau von
Aktivitdtenlisten gesucht, um das RCPSP mit flexiblen Ressourcen méglichst gut zu 16-
sen. Wéhrend die ersten beiden Autoren dabei den Fall mit nur einem Projekt und der
Minimierung der Projektdurchlaufzeit erforschen, betrachten Zhang und Sun (2011)
den Multiprojektfall und wollen die Summe aller Verspétungen der einzelnen Projekte
gegeniiber ihren Fertigstellungsterminen minimieren.

Tritschler u.a. (2014) benutzen ebenfalls das modifizierte serielle Einplanungssche-
ma, um flexibel planbare Ressourcenbedarfe zu berticksichtigen. Als erste bekannte
Veréffentlichung (zeitgleich mit der Veréffentlichung von Schramme und Suhl (2014)
aus diesem Forschungsprojekt) schlagen sie vor, die Sortierung der Aktivitatenliste fiir
das Einplanungsschema mit dem Genetischen Algorithmus von Hartmann (1998) zu
bestimmen und das Problem so mit dem Ziel der minimalen Projektlaufzeit zu losen.

3.5. Zielfunktionen in der Projektablaufplanung

In den vorherigen Abschnitten wurde beim Losen des RCPSP stets die Cyya -Zielfunk-
tion betrachtet. Die Untersuchung moglicher Planungsziele in Kapitel 2.3.2 hat jedoch
gezeigt, dass die Minimierung der Projektlaufzeit nur eines von vielen wichtigen Zielen
in der praktischen Projektablaufplanung ist. In diesem Abschnitt der Literaturrecher-
che wird daher ein besonderer Fokus auf weitere mogliche Zielfunktionen des RCPSP
gelegt. Dazu werden zunéchst einige in der Vergangenheit untersuchte Zielfunktionen
vorgestellt und formalisiert. Anschlieffend wird diskutiert, in wie weit es in den bisher
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veroffentlichten Heuristiken moglich war, auch Modelle unter anderen als der Clax-
Zielfunktion zu losen.

3.5.1. Vorstellung relevanter Zielfunktionen

Im Folgenden werden verschiedene bereits in der Literatur betrachtete Zielfunktio-
nen vorgestellt, die aus Sicht der in Kapitel 2.3.2 abgeleiteten Planungsziele relevant
sind. Fiir eine allgemeine Ubersicht zu diesen und weiteren Zielfunktionen wird auf
Hartmann und Briskorn (2010, S. 6-9) verwiesen.

Minimierung der Projektlaufzeit Wie bereits in Abschnitt 3.1.1 beschrieben, ist die

Minimierung der Projektlaufzeit, d.h. die Anzahl der bendtigten Zeitperioden
zwischen dem Beginn der ersten und dem Ende der letzten Aktivitédt, die Stan-

dard-Zielfunktion fiir das RCPSP. Die im «|f|y-Schema als Cy.x bezeichnete
Funktion wird formal als

min f, (3.11)

beschrieben, wobei f,, den Fertigstellungszeitpunkt der letzten Aktivitdt n im
Aktivitatennetzwerk bezeichnet. Auf weitere Literaturangaben wird an dieser
Stelle verzichtet, da sich die in den vorherigen Abschnitten beschriebenen Me-
thoden und die dazu genannten Veroffentlichungen hinreichend mit dieser Ziel-
funktion auseinandergesetzt haben.

Minimierung von Verspatungen/Verfrilhungen Soll eine Aktivitat spétestens zu ei-

48

nem bestimmten Termin fertiggestellt sein, so kann dies durch Angabe eines Fer-
tigstellungstermins, d.h. einem Zeitpunkt im Planungshorizont, realisiert werden.
Damit ist es zum einen moglich, nur fiir eine Aktivitat selber einen Termin vor-
zugeben. Durch das zusétzliche Setzen von entsprechenden Vorrangbeziehungen
und ggf. das Einfiigen von Blindaktivitdten (vgl. Abschnitt 3.1.3) konnen so aber
auch flir komplette Unterstrukturen des Aktivitdtennetzwerks Termine gesetzt
werden. So kann z.B. ein Meilensteintermin nach einer Gruppe von Aktivititen
realisiert werden oder einem ganzen Projekt, wenn es mehrere Projekte im Netz-
werk gibt, ein Fertigstellungstermin zugewiesen werden. Wenn D C {1,...,n}
die Menge der Aktivitditen mit einem Fertigstellungstermin ist und t? den Fer-
tigstellungstermin fiir Aktivitat ¢ beschreibt, dann wird mit der Zielfunktion

mianaX (0, fi — tP) (3.12)
i€D

die Summe aller Verspatungen gegeniiber den eigentlichen Fertigstellungstermi-
nen minimiert. Dieses Optimierungsziel wird beispielsweise von Ballestin u. a.

(2006) oder Kolisch (2000) verfolgt.
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In einigen Fallen kann es wiinschenswert sein, dass eine Aktivitdat nicht spa-
testens zu einem Termin abgeschlossen wird, sondern genau zu einem solchen
vorgegebenen Zeitpunkt endet. Das kann beispielsweise bei der erneuten Pla-
nung eines bereits zuvor geplanten Projektablaufplans der Fall sein, wenn dieser
durch unvorhergesehene Anderungen/Ausfille nicht mehr ausfithrbar ist. In die-
sem Fall kann es das Ziel sein, besonders die in der nahen Zukunft liegenden
Aktivitaten wenn moglich nah an ihre urspriinglich geplanten Zeitpunkte zu set-
zen, da fir die praktische Ausfiihrung zu diesen Zeitpunkten eventuell schon
weitere Vorbereitungen eingeleitet wurden. Eine solche Minimierung von sowohl
der Verspiatung als auch der Verfrithung einer Aktivitidt wird z.B. von Van de
Vonder u. a. (2007) untersucht und kann wie folgt ausgedriickt werden:

min » [ f; =t (3.13)

€D

Sowohl bei der Zielfunktion (3.12) als auch bei (3.13) ist es moglich, den Term in
der Summe noch mit einem aktivitdtenabhangigen Gewichtungsfaktor zu mul-
tiplizieren, um die Abweichung von Terminen unterschiedlicher Aktivitdten un-
terschiedlich stark zu gewichten (vgl. Viana und de Sousa (2000)).

Zeitfenster fiir Aktivitaten einhalten Eine Abwandlung der zuvor angesprochenen
Optimierung hinsichtlich eines genauen Fertigstellungstermins ist die Einhaltung
von Zeitfenstern. Damit kann die Reoptimierung eines Plans durch Angabe von
einzuhaltenden Zeitfenstern anstatt Zeitpunkten etwas weniger restriktiv gestal-
tet werden. Ein weiteres Beispiel nennt Vanhoucke (2006), in dem Aktivitdten
aus Qualitétsgriinden in bestimmten Zeitfenstern abgeschlossen werden sollten
und ansonsten Strafkosten anfallen. Wenn ¢Vt der Beginn und das Ende des

Zeitfensters bezeichnen, in dem eine Aktivitat abgeschlossen werden sollte, und

W die Menge aller Aktivitdten mit definiertem Zeitfenster bezeichnet, dann kann

mit der Zielfunktion

min Z max (O,ﬂ — f;) 4+ max (0, f; — tV) (3.14)

die Minimierung aller Abweichungen aus den vorgegebenen Zeitfenstern erreicht
werden.

Erhohung der Robustheit Die Reparatur eines Plans, z.B. mit der zuvor beschriebe-
nen erneuten Optimierung hinsichtlich fester Termine oder Zeitfenster, ist erfor-
derlich, wenn der urspriingliche Plan durch eine unvorhergesehene Stérung nicht
mehr wie geplant durchgefiihrt werden kann. Konkret kann so eine Storung be-
deuten, dass z.B. eine Aktivitdt mehr Ressourcen benotigt als urspriinglich ge-
plant, ldanger dauert als geplant oder dass in bestimmten Zeitperioden weniger
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Ressourcen zur Verfiigung stehen als urspringlich angenommen (vgl. Kapitel
2.3.2).

Es ist moglich, dass schon bei der urspriinglichen Planung der Verdacht besteht,
dass so eine Storung bei einer bestimmten Aktivitdt auftreten konnte, z.B. weil
ihr Ressourcenbedarf vom Projektmanager nur grob geschétzt werden kann und
sie deshalb mit einem hohen Risiko behaftet ist. In einem solchen Fall konnen
dann auch direkt bei dieser Planung entsprechende Gegenmafinahmen ergriffen
werden, damit eine spater tatsédchlich eintretende Storung an dieser Stelle keine
komplette Neuplanung erforderlich macht. Eine solche Art der Planung wird ro-
buste oder auch proaktive Planung genannt, eine Ubersicht dazu wird z.B. von
Herroelen und Leus (2005) gegeben. Neben verschiedenen Techniken zur Be-
stimmung von geeigneten Planungsparametern fiir unsichere Aktivitdten kann
ein solcher Plan dahingehend optimiert werden, dass von Anfang an Zeitpuffer
hinter solche Aktivitdten eingeplant werden. Kommt es dann tatsdchlich zu ei-
ner der angesprochenen Storungen, so kann die Aktivitat problemlos verlangert
werden, ohne dass dadurch ihre Nachfolger beeinflusst werden. Sei N¢ die Men-
ge der kritischen Aktivitaten, hinter die ein Puffer eingeplant werden soll, dann
lautet die entsprechende Zielfunktion zur Maximierung der Zeitpuffer:

max Z min —d;) — fi (3.15)

¢, JeSN|(i.)€

Zu beachten ist jetzt, dass ein RCPSP mit einer solchen Zielfunktion ein un-
beschranktes Optimierungsproblem ist, wenn nicht durch einen endlichen Zeit-
horizont oder die Hinzunahme weiterer Zielfunktionen (wie im weiteren Verlauf
dieses Abschnitts beschrieben) zusétzliche Einschrankungen gesetzt werden.

Kostenabhangige Ziele Wahrend in den vorherigen Zielfunktionen immer direkt ver-
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schiedene Zeitpunkte/Zeitspannen der Aktivitdten bewertet wurden, gibt es auch
einige Ansétze in der Literatur, den Aktivitdten je nach Platzierung einen (ggf.
kiinstlichen) Kostenwert zuzuweisen und dann die Summe aller anfallenden Kos-
ten zu minimieren. Einen solchen Ansatz schlagen z.B. Maniezzo und Mingozzi
(1999) vor, indem sie jeder Aktivitét i eine individuelle Kostenfunktion c;(t)
zuweisen und dann die Zielfunktion

miani(fi) (3.16)

1EN

zum Losen des Problems benutzen. Eine realitatsnéhere Betrachtung der Kos-
ten stellt die Maximierung des Kapitalwerts (Net Present Value) dar, wie es z.B.
von Mika u.a. (2005) oder Kimms (2001) vorgeschlagen wird. Dabei wird im
Sinne einer Investitionsrechnung davon ausgegangen, dass durch die Ausfiihrung
einer Aktivitdt ¢ ein bestimmter positiver Geldfluss C'F; in das Unternehmen
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entsteht. Je frither dieser Geldfluss stattfindet, desto eher kann das hinzugewon-
nene Kapital Zinsertrage abwerfen. Mika u. a. (2005) untersuchen dazu verschie-
dene Zahlungsmodelle aus der Investitionsrechnung, die sich darin unterscheiden,
wann der mit einer Aktivitit verkniipfte Geldfluss tatsichlich stattfindet. Dafiir
nehmen die Autoren in einem Modell an, dass dieser Geldfluss direkt mit dem
Abschluss der jeweiligen Aktivitdt wirksam wird. Durch die Optimierung mit
der Zielfunktion

Jal
maxz L (3.17)

wird dann der Kapitalwert maximiert, wobei o der angenommene Zinssatz ist,
mit dem das zusétzliche Kapital Zinsgewinne pro Zeitperiode abwirft, sobald es
im Unternehmen ist.

Wahrend in diesem Modell nur positive Geldfliisse beriicksichtigt werden, so be-
trachten Vanhoucke u. a. (2001) auch die Moglichkeit, dass ein Geldfluss negativ
sein kann. Das ist immer dann der Fall, wenn die Ausfithrung einer Aktivitat
das Unternehmen mehr Geld kostet, als sie einbringt. Umgekehrt zur vorherigen
Uberlegung ist es bei solchen Aktivitdten das Ziel, sie moglichst spét auszufiih-
ren, damit das vorhandene Kapital moglichst spat dezimiert wird und lénger
Zinsertrage generieren kann. Diese gleichzeitige Betrachtung von positiven und
negativen Geldfliissen fithrt bei der Optimierung zu einer Abwagung, welche Ak-
tivitdten besser besonders frith und welche eher spét ausgefithrt werden sollten.

GleichmaBige Ressourcenauslastung Bei manchen Arten von Ressourcen ist die In-
tensitit der Nutzung pro Zeitperiode aus praktischer Sicht ein wichtiger Indika-
tor fiir einen guten Projektplan. Wéhrend es z.B. bei einem auf Lager liegenden
Rohstoff weitgehend egal ist, wie viel man von diesem in den einzelnen Zeitperi-
oden verbraucht, so kann dies z.B. bei einer Ressource Arbeitszeit schon anders
aussehen, ebenso bei der Nutzung mehrerer teurer Maschinen. Werden solche
Ressourcen als Ergebnis der Planung immer mal wieder sehr stark beansprucht,
gefolgt von einigen Zeitperioden mit einer nur sehr geringen Beanspruchung,
dann miisste das Unternehmen hohe Kapazitaten dieser Ressourcen bereithal-
ten (und bezahlen), obwohl im Durchschnitt eine deutlich geringere Kapazitét
ausreichen wiirde.

Wenn diese Uberlegungen in das Optimierungsmodell mit einflieen, so spricht
man von dem Resource Leveling-Problem. Neumann und Zimmermann (2000)
beschreiben dazu verschiedene Zielfunktionen fiir eine moglichst gleichméfige
Ressourcenauslastung, zwei davon werden im Folgenden vorgestellt:

min Y [re(t) — Vi (3.18)

tefo,...,T—1}
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min Y [re(t) — et — 1) (3.19)

te{l,.., T—1}

Dabei bezeichnet 7. (t) die Nutzung der Ressource k in Zeitperiode ¢. In der
Zielfunktion (3.18) wird ein Referenzwert Y}, fiir die gewiinschte Nutzungsinten-
sitdt der Ressource k eingebracht. Ziel ist es jetzt, die Summe aller Abweichun-
gen gegeniiber diesem Referenzwert zu minimieren. In der zweiten Zielfunktion
(3.19) wird dagegen die Summe der Abweichungen bei der Ressourcennutzung
aller Zeitperioden gegentiiber der jeweiligen vorherigen Zeitperiode minimiert.
Dadurch wird ein insgesamt glatteres Ressourcennutzungsprofil erzeugt, ohne
dass ein Referenzwert fiir die gewiinschte Nutzung vorher berechnet und ange-
geben werden muss.

Kombination mehrerer Ziele In der praktischen Projektablaufplanung besteht oft

o2

die Anforderung, mehrere Ziele gleichzeitig beriicksichtigen zu koénnen (vgl. Ka-
pitel 2.3.2). Zwei dafiir geeignete Optimierungsansétze werden von Viana und
de Sousa (2000) beschrieben.

Als erste Moglichkeit wird angenommen, dass es eine Menge von voneinander
unabhéngigen Zielfunktionen f(z) = {fi(z), ..., fo(x)} gibt. Das Optimierungs-
problem wird jetzt hinsichtlich jeder dieser Funktionen optimal gelost, wobei fiir
jede dieser Losungen auch die sich ergebenden Werte der jeweils anderen Ziel-
funktionen bestimmt werden. Aus dieser Menge der Losungen werden zunéchst
alle dominierten Losungen entfernt, wobei eine Losung = dominiert wird, wenn
es eine andere Losung y gibt, fiir die fi(y) < fr(x)VE gilt und f(z) # f(y). Die
Menge der nicht-dominierten Losungen bildet dann die Paretofront, aus der der
Projektmanager anschlieBend die fiir ihn beste Losung aussuchen kann. Diese
Herangehensweise ist sinnvoll, wenn sich die einzelnen Zielfunktionen inhaltlich
stark voneinander unterscheiden und kein direkter Vergleich moglich ist, z.B. weil
eine Zielfunktion einen Kapitalwert ausrechnet und die andere eine Pufferzeit.

Ist dagegen ein Vergleich der Werte der unterschiedlichen Zielfunktionen inhalt-
lich sinnvoll, so bietet sich als zweite Moglichkeit eine Gewichtung der Zielfunk-
tionen an: f(z) = fi(z)*xw; +...+ fo(x) *we. Dieser Ansatz wird zum Beispiel
von Abbasi u.a. (2006) und Al-Fawzan und Haouari (2005) verwendet, um die
Minimierung der Verspatungen von Aktivitdten mit der Erhohung der Pufferzei-
ten zu kombinieren. Die sich dabei ergebende Gesamtzielfunktion lautet

: T D P .
minw® * 0,fi—t7)— —di) — f; 3.20
>_max (0, f; =) —w *Z o mn (fi—d) = fi (3:20)
€D €SN
wobei w! der Gewichtungsfaktor fiir die Termineinhaltung und w? der Gewich-
tungsfaktor zur Einplanung der Pufferzeit ist. Wenn in diesem Fall z.B. w! =1

und w? = 0.1 gesetzt sind, dann bedeutet das, dass es im Entscheidungsfall fiir
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eine zusétzliche Verspatung einer Aktivitat von einer Zeitperiode moglich sein
miusste, bei anderen Aktivitdten mindestens 10 Zeitperioden Puffer einzubauen.
Dadurch iiberwiegt das Ziel die Termine einzuhalten deutlich gegeniiber dem
Einbau von Puffern, die Puffer wiirden also wahrscheinlich nur dann eingebaut,
wenn dies ohne Terminverzogerung moglich ist.

3.5.2. Klassifikation und Integration in heuristische Losungsverfahren

Die im vorherigen Abschnitt 3.5.1 vorgestellten Zielfunktionen lassen sich (ggf. nach
Umformung oder mit Hilfsvariablen) alle in einem MIP-Modell abbilden und anschlie-
Bend mit einem Standard Branch&Bound-Verfahren 16sen. Da jedoch solche exakten
Verfahren bei grofleren Modellen aufgrund ihrer Laufzeit nicht mehr eingesetzt werden
kénnen (vgl. Abschnitt 3.2), soll in diesem Abschnitt eine Ubersicht dariiber gegeben
werden, ob und in wie weit es bisher moglich ist, diese Zielfunktionen auch in heuris-
tischen Losungsverfahren einzusetzen.

Eine Zielfunktion wird als reguldre Zielfunktion bezeichnet, wenn fiir zwei mogliche
Fertigstellungszeitpunkte f}!, f? einer beliebigen Aktivitit gilt (vgl. Neumann u.a.
(2003, S. 199)):

fl<ft— fA(fz'1> < fA(fz'2)

Dabei beschreibt f2(t) den Anteil am Gesamtwert der Zielfunktion, der sich bei einer
Fertigstellung der Aktivitat ¢ zum Zeitpunkt ¢ ergibt. Es wird also bei reguldaren Ziel-
funktionen angenommen, dass bei der Wahl zwischen einer frithen und einer spéteren
Fertigstellung ohne Beeinflussung der anderen Aktivitadten immer die frithere Fertig-
stellung als mindestens gleichwertig oder besser erachtet wird. Von den im vorherigen
Abschnitt vorgestellten Zielfunktionen gehort die Ciax-Zielfunktion (3.11), die Mini-
mierung der Verspatung (3.12) und die Maximierung des Kapitalwerts bei positiven
Geldfltissen (3.17) zu den reguldren Zielfunktionen.

Zur Losung des RCPSP unter einer reguléren Zielfunktion eignet sich das serielle
Einplanungsschema mit der vorwértsgerichteten Planung, da hier versucht wird, die
Aktivitdten so frith wie méglich einzuplanen (vgl. Abschnitt 3.3.1). Sollen dagegen
Aktivitdten so spat wie moglich geplant werden, kann man das riickwartsgerichtete
serielle Einplanungsschema anwenden. Die ebenfalls in Abschnitt 3.3.1 vorgestellte
Kombination aus vorwérts- und riickwartsgerichtetem Einplanungsschema bietet sich
an, um an genau einer Stelle im Plan einen Puffer einzuplanen, in diesem Fall wiir-
den alle Aktivitdten vor dem Puffer vorwérts und alle Aktivitdten danach riickwérts
geplant.

Liefert dagegen nicht die fritheste oder die spateste Platzierung einer Aktivitidt den
besten Beitrag zum Zielfunktionswert, sondern irgendeine Position dazwischen, dann
ist es weder mit der Vorwéartsplanung noch mit der Riickwartsplanung moglich, auf
eine dafiir moglichst gute Losung hinzuoptimieren (z.B. bei der Minimierung der Ver-
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frihung und Verspétung (3.13), bei Zeitfenstern (3.14) und ggf. bei kostenorientierter
Optimierung (3.16)). Das ist auch der Fall, wenn anhand der Position einer einzelnen
Aktivitat keine Aussage iiber die Qualitat der Losung gemacht werden kann, sondern
wenn eine bestimmte relative Platzierung mehrerer Aktivitdten zueinander erreicht
werden soll (z.B. beim Einbau von Zeitpuffern (3.15), beim Optimieren der Ressour-
cenausnutzung (3.18)/(3.19) oder bei kombinierten Zielfunktionen (3.20)).

Bei genauerer Untersuchung der Veroffentlichungen zu den zuvor vorgestellten Ziel-
funktionen zeigt sich, dass im Fall von nicht reguldren Zielfunktionen sehr oft ein
exakter Branch&Bound-Ansatz vorgeschlagen wird, um das Problem zu lésen (vgl.
Neumann und Zimmermann (2000) fir Resource Leveling, Maniezzo und Mingozzi
(1999) fir Kostenfunktionen, Vanhoucke (2006) fir Zeitfenster oder Van de Vonder
u. a. (2007) fiir Minimierung von Verfrithungen und Verspatungen). In all diesen Fallen
wird dann auch stets nur mit vergleichsweise kleinen Testinstanzen die Effektivitét der
Algorithmen demonstriert. Heuristiken oder Metaheuristiken fiir nicht regulare Ziel-
funktionen werden nur in einigen Einzelfillen vorgeschlagen, so entwickelten sowohl
Abbasi u.a. (2006) als auch Al-Fawzan und Haouari (2005) jeweils angepasste Meta-
heuristiken fiir den speziellen Fall der Einplanung von Zeitpuffern, indem sie nach der
iibergeordneten Minimierung von Verspatungen versuchen, an einzelne Stellen gezielt
Puffer in den Plan zu bauen.

Es zeigt sich, dass die in der Literatur vorgeschlagenen heuristischen Losungsver-
fahren fur das RCPSP in fast allen Féllen fiir eine spezielle Zielfunktion entworfen
wurden und einen Plan dann auch nur hinsichtlich dieser Zielfunktion optimieren koén-
nen. Dies macht jedoch einen moglichst breiten Praxiseinsatz schwierig, da es hier
stark vom betrachteten Einzelfall abhangen kann, hinsichtlich welcher Ziele ein Plan
jetzt optimiert werden soll (vgl. Kapitel 2.2).

Einen ersten Ansatz zu einer zielfunktionsunabhéngigen Losungsheuristik liefern
(Neumann u. a., 2003, S. 265-267). Sie schlagen vor, zu jeder Aktivitat zunédchst die
Menge ihrer moglichen Platzierungen im spéateren Plan aufzuzdhlen und daraus dann
eine sortierte Liste zu erstellen. Die Sortierung jeder dieser Listen hangt vom KEin-
fluss der jeweiligen Aktivitat auf die Zielfunktion ab, es wird so sortiert, dass die am
meisten gewtinschte Platzierung am Anfang der Liste steht und die am wenigsten ge-
wiinschte am Ende. Die Autoren zeigen anhand verschiedener Zielfunktionen, wie im
jeweiligen Fall die Sortierung der Listen der beteiligten Aktivitiaten aussehen miisste.
Fiir die eigentliche Einplanung einer Aktivitat schlagen sie dann vor, dass serielle Ein-
planungsschema zu verwenden. Jedoch wird dabei eine einzuplanende Aktivitat nicht
auf ihre frithestmogliche Position gesetzt (vgl. Abschnitt 3.3.1), sondern es wird die
erste Platzierung der Liste gewéahlt, die aufgrund von Vorrangbeziehungen und noch
vorhandenen Ressourcen moglich ist. Dadurch konnen abhéngig von der im Einzelfall
gewahlten Zielfunktion passende Platzierungen der Aktivitdten erreicht werden.

Das Verfahren von Neumann u.a. (2003) hat jedoch den Nachteil, dass fiir eine
einzuplanende Aktivitdt A; immer direkt die lokal beste Platzierung gewéhlt wird.
Dadurch wird ggf. verhindert, dass eine danach einzuplanende Aktivitdt A, eben-
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falls moglichst nah an ihrem lokalen Optimum platziert wird, wenn z.B. A; moglichst
spat und As moglichst frith im Plan platziert werden sollte. Durch das Ausprobieren
unterschiedlicher Aktivitatenlisten (wie von den Autoren auch in Form einer Tabu-
suche vorgeschlagen) kénnen in manchen Féllen andere Sortierungen und damit auch
andere mogliche lokale Optima der Aktivitaten erreicht werden. Da jedoch aufgrund
von Vorrangbeziehungen manche Aktivitaten immer vor bzw. hinter manchen anderen
Aktivitdaten in der Aktivitdtenliste einsortiert werden, konnen ggf. die immer hinten
einsortierten Aktivitaten ihrem lokalen Optimum nie nahe genug kommen, obwohl das
fiir das Erreichen des globales Optimums eventuell notig wére.
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4. Ziele der Arbeit

In den vorherigen zwei Kapiteln wurde sich mit dem aktuellen Stand und den Anforde-
rungen der Projektablaufplanung als Teilbereich des Projektmanagements beschéftigt.
Diese Analyse wurde in zwei Bereiche aufgeteilt. Zum einen wurden in Kapitel 2 aus
Sicht eines Projektmanagers die praktischen Aspekte und Anforderungen beschrieben
und ausgewertet, zum anderen wurde dann in Kapitel 3 eine Literaturrecherche zur
Definition, Einordnung und Losung des Problems der Projektablaufplanung aus Sicht
der Forschung zu mathematischen Optimierungsmethoden durchgefiihrt.

Konkret hat sich in Kapitel 2 gezeigt, dass in den letzten Jahrzehnten durch die
Verédnderungen im Projektmanagement eine Liicke zwischen den mit diesen Veran-
derungen einhergehenden veranderten Anforderungen an eine effektive und effiziente
Planungsunterstiitzung auf der einen Seite und den fiir den breiten Einsatz zur Verfi-
gung stehenden wissenschaftlichen Planungsunterstiitzungsmethoden auf der anderen
Seite entstanden ist. Es wurde aufgezeigt, dass immer mehr Projekte gemeinsam mit
anderen Projekten in einem Multiprojektkontext geplant und durchgefithrt werden
und die zu betrachtende Gesamtgrofle eines Plans dadurch auf bis zu mehrere hundert
Aktivitdten angewachsen ist. Jedoch sei diese Entwicklung noch nicht ausreichend bei
der Erforschung breit einsetzbarer Losungsmethoden berticksichtigt worden, kommer-
zielle Planungssoftware setze aus Geschwindigkeitsgriinden immer noch sehr einfache
Optimierungsmethoden ein, die jedoch schon bei etwas grofleren Planen mit mehr als
30 Aktivitaten keine guten Losungen mehr erzeugen, wie verschiedene Autoren gezeigt
haben. Weiterhin haben diese einfachen Methoden den Nachteil, dass sie nicht in der
Lage sind, weitere praxisrelevante Planungsaspekte bei der Optimierung zu bertick-
sichtigen. Dabei wird zum einen ein flexibleres Ressourcenmodell gefordert, bei dem
die benotigten Ressourcen von Aktivitdten nicht im Vorfeld der Planung auf eine feste
Aktivitdtendauer und einen damit verbundenen konstanten Ressourcenbedarf festge-
legt werden miissen. Zum anderen wird gezeigt, dass die bisher mogliche Optimierung
hinsichtlich einer moglichst kurzen Projektdurchlaufzeit fiir den Praxiseinsatz unzu-
reichend ist, da dort oft noch weitere individuelle Zielvorgaben wie die angemessene
Berticksichtigung von Risiko, die Einhaltung von Terminen oder ein kostenschonender
Umgang mit den Ressourcen berticksichtigt werden miissen.

Die Literaturrecherche in Kapitel 3 hat dann gezeigt, dass diese Anforderungen
im Einzelnen zwar schon gut erforscht wurden, es bisher aber noch keine Losungs-
methoden gibt, die ein flexibles Ressourcenmodell bieten und einen Plan hinsichtlich
verschiedener Zielvorgaben optimieren konnen, die aber auch gleichzeitig so effizient
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arbeiten, dass sie auch groflere Plane moglichst schnell 16sen kénnen. Als wesentliche
Punkte lassen sich dabei die folgenden Punkte festhalten:

Das Grundmodell des Resource Constrained Project Scheduling Problems (RCPSP)
unterstiitzt nur konstante Dauern und konstante Ressourcenbedarfe und wird hinsicht-
lich der Minimierung der Projektdurchlaufzeit optimiert. Literaturiibersichten wie z.B.
Hartmann und Briskorn (2010) lassen erkennen, dass besonders die Formulierung als
MIP in Kombination mit einem generischen Branch&Bound-Algorithmus aufgrund ih-
rer sehr einfachen Erweiterbarkeit gerne eingesetzt wird, wenn es darum geht, neue
Aspekte der Planung in das RCPSP zu integrieren oder es unter anderen Zielfunktio-
nen zu loésen. Die in Abschnitt 3.2 vorgestellten Untersuchungen zeigen jedoch, dass
es trotz jahrelanger Forschung selbst auf aktueller Hardware mit speziell angepassten
Algorithmen schwierig ist, Instanzen mit mehr als 30 Aktivitdten in akzeptabler Zeit
zu losen. Da die in der Praxis vorkommenden Probleminstanzen laut der Analyse von
Kapitel 2.3.1 jedoch mit bis zu 150 Aktivitdten um ein Vielfaches grofler sind, er-
scheint es auch ohne die Berticksichtigung der weiteren praxisrelevanten Aspekte sehr
unwahrscheinlich, dass im Rahmen dieser Arbeit neue exakte Verfahren entwickelt
werden konnen, die solche groflen Instanzen schnell 16sen kénnen.

Zur Verbesserung der Losungszeit wurden heuristische Losungsverfahren entwickelt
und immer wieder verbessert. Im Kern steht dabei fast immer das serielle Einplanungs-
schema, das auf Basis einer sortierten Aktivitatenliste sehr schnell einen giiltigen Plan
erzeugen kann. Es wurde gezeigt, dass sich verschiedene Metaheuristiken, insbesondere
genetische Algorithmen, sehr gut dafiir eignen, eine gute Sortierung der Aktivitdten-
liste und damit automatisch auch eine gute Losung des Planungsproblems auch bei
groBeren Probleminstanzen zu finden. Allerdings ist das serielle Einplanungsschema
selber und auch die darauf autbauenden Metaheuristiken nur in der Lage, das RCPSP
beztiglich Zielfunktionen zu optimieren, bei denen eine moglichst frithe Platzierung
aller Aktivitdaten gewtinscht ist (regulare Zielfunktionen). Eine Analyse von verschie-
denen Zielfunktionen zu den zuvor genannten Zielvorgaben der Planung hat jedoch
gezeigt, dass eine solche frithe Platzierung bei allen Aktivitdten oft nicht zur besten
Losung fihrt. Soll ein Problem unter diesen anderen Zielfunktionen gelost werden,
wurden fast immer exakte aber dafiir langsame Algorithmen verwendet, in Einzelfal-
len wurden Heuristiken speziell auf eine andere Zielfunktion angepasst. Es scheint so,
als ob es bisher nur sehr wenige Bemiithungen gab, heuristische Losungsverfahren fiir
das RCPSP zu entwickeln bei denen man die Zielfunktion wie bei einem exakten Ver-
fahren in gewissen Grenzen frei auswéhlen kann. Ein erster Ansatz von Neumann u. a.
(2003) fiir das serielle Einplanungsschema geht zwar in diese Richtung, fihrt jedoch
je nach Zielfunktion nur zu lokalen Optima.

Das RCPSP mit flexiblen Ressourcen wurde von verschiedenen Forschern beschrie-
ben und heuristisch gelost, weiterhin wurden exakte Losungsverfahren aufgrund ih-
rer langen Laufzeit speziell fiir dieses erweiterte Modell ausgeschlossen. Besonders das
von Kolisch u. a. (2003) vorgeschlagene modifizierte serielle Einplanungsschema scheint
hierfiir sehr gut geeignet zu sein, da es zum einen auf eine explizite Enumeration aller
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moglichen Ausfithrungsmodi einer Aktivitat verzichtet und dadurch prinzipiell besser
zum Losen von Instanzen mit sehr vielen Aktivitdten und sehr vielen Ausfithrungsmo-
di pro Aktivitdt geeignet sein miisste. Zum anderen arbeitet es durch diese fehlende
explizite Enumeration nur auf einer Aktivitdtenliste und wiirde sich daher gut analog
zum klassischen RCPSP fiir eine Einbettung in eine Metaheuristik eignen.

Weiterhin fallt auf, dass das RCPSP mit flexiblen Ressourcen bisher nur in der Form
untersucht wurde, dass es entweder insgesamt nur eine Ressource gab, die dann flexibel
zugewiesen wurde, oder dass es bei einer vorgegebenen Dauer und damit verbundenen
konstanten Ressourcenbedarfen eine weitere ausgezeichnete Ressource gab, die dann
flexibel von allen Aktivitdten genutzt werden konnte. Ein allgemeines Modell und
dazu passende Losungsverfahren, bei dem Ressourcen beliebig sowohl flexibel als auch
konstant durch verschiedene Aktivitaten genutzt werden kénnen, wurde bis jetzt noch
nicht entwickelt.

Es lasst sich schlussfolgern, dass schnelle Losungsmethoden fiir das RCPSP mit ei-
nem flexiblen Ressourcenmodell und anpassbaren Zielfunktionen aus praktischer Sicht
erforderlich waren, von der Forschung bisher aber nur unzureichend untersucht und
entwickelt wurden. Fiir den weiteren Verlauf dieser Arbeit werden daher die folgenden
drei Ziele definiert:

1. Das RCPSP-Modell PS|prec|- soll dahingehend erweitert werden, dass
eine flexible Ressourcennutzung von Aktivitidten abgebildet werden
kann. Bei dieser Formulierung soll sich an der Modellbeschreibung von Kolisch
u.a. (2003) orientiert werden. Es ist jedoch das Ziel, dass die Art der Ressour-
cennutzung in diesem neuen Modell keinen Einschrankungen unterliegt, d.h. eine
Ressource kann von Aktivitaten wahlweise flexibel oder konstant genutzt wer-
den und es kann mehrere konstante und/oder flexible Ressourcenbedarfe pro
Aktivitat geben. Dadurch sollen zum einen moglichst wenig Einschrankungen
fiir eine praktische Anwendbarkeit vorhanden sein, zum anderen ist so auch ei-
ne vollstandige Abwértskompatibilitiat zu PS|prec|- gegeben, sodass vorhandene
Testinstanzen wie von Kolisch und Sprecher (1997) auch unverandert weiterhin
genutzt werden konnen.

Neben der konzeptionellen Formulierung soll auch eine MIP-Formulierung erar-
beitet werden, iiber die das Modell mit einem Standard MIP-Solver zum Zweck
eines Vergleichs gegeniiber heuristischen Losungsverfahren gelost werden kann.

2. Zur schnellen Losung des aufgestellten Modells soll ein heuristisches
Optimierungsverfahren entwickelt werden. Dazu soll zunéchst das modi-
fizierte Einplanungsschema von Kolisch u.a. (2003) fiir flexible Ressourcen auf
das eben angesprochene allgemeinere Modell angepasst und mit dem genetischen
Algorithmus von Hartmann (1998) kombiniert werden, da dieser GA auch schon
beim klassischen PS|prec|Cpax eine sehr gute Performance lieferte. Weiterhin
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soll evaluiert werden, in wie weit sich der von Neumann u. a. (2003) vorgeschla-
gene Ansatz zur Unterstiitzung verschiedener Zielfunktionen mit diesem neuen
heuristischen Verfahren kombinieren lasst. Dabei soll insbesondere gezeigt wer-
den, wie der einzusetzende GA und das Verfahren von Neumann u.a. (2003)
derart angepasst und verbunden werden koénnen, dass der in Kapitel 3.5.2 auf-
gezeigte Nachteil eliminiert wird, durch den bisher bei manchen Zielfunktionen
nur ein lokales Optimum gefunden werden konnte.

. Die Effektivitat und Effizienz des entwickelten heuristischen Verfah-

rens soll anhand verschiedener Experimente demonstriert werden. Da-
zu werden zunachst Einzelprojektplane mit flexiblen Ressourcenbedarfen auf Ba-
sis der Instanzen von Kolisch und Sprecher (1997) erzeugt und unter reguliren
Zielfunktionen (Ciax, Verspiatungen minimieren) zum einen mit dem neuen Ver-
fahren und zum anderen mit bekannten Verfahren aus der Literatur fiir flexible
Ressourcen gelost und diese Ergebnisse anschliefend verglichen.

Anschlieflend werden diese neue Einzelprojektplane zu Multiprojektplénen zu-
sammengebaut, um zu evaluieren, in wie weit sich das neue Verfahren auch zum
Losen unter nicht regularen Zielfunktionen eignet, wie z.B. der Minimierung von
Verspéatungen in Kombination mit dem Einbau von Zeitpuffern. Da es hierzu
noch keine bekannten Verfahren in der Literatur gibt, mit denen ein Vergleich
moglich wére, werden diese Ergebnisse mit denen verglichen, die mit dem zuvor
entwickelten MIP-Ansatz erzeugt werden konnten.

Zuletzt soll in einer Fallstudie gezeigt werden, dass es mit dem neuen Verfah-
ren auch moglich ist, Plane von der Grofle und Struktur des in Kapitel 2.3.4
vorgestellten Praxisproblems in akzeptabler Zeit zu losen.



5. Das Flexible Resource Constrained Project
Scheduling Problem

In diesem Kapitel wird aufgezeigt, wie die in Kapitel 4 definierten Anforderungen an
eine erweiterte ressourcenbeschriankte Projektablaufplanung in einem Optimierungs-
modell abgebildet werden kénnen. Dazu wird zunéchst ein konzeptionelles Modell des
Problems aufgestellt und diskutiert, welches im Gegensatz zu vergangenen Forschungs-
beitrdgen mehrere sowohl konstante als auch flexibel planbare Ressourcenbedarfe pro
Aktivitat unterstiitzt. Anschlieend wird gezeigt, wie dieses Modell in ein MIP-Modell
iiberfithrt werden kann, um es mit einem Standard MIP-Solver 16sen zu kénnen.

5.1. Modellformulierung

Im Folgenden wird das Grundmodell des RCPSP (vgl. Kapitel 3.1.1) durch die Hinzu-
nahme von flexibel planbaren Ressourcenbedarfen zum Flezible Resource Constrained
Project Scheduling Problem (FRCPSP) erweitert (vgl. Kapitel 2.3.3). Dabei wird sich
an den Formulierungen von Kolisch u. a. (2003) und Findeling und Trautmann (2010)
orientiert, wobei hier jedoch im Gegensatz zu den zwei Veroffentlichungen ein allge-
meineres Konzept fiir flexible und konstante Ressourcenbedarfe vorgeschlagen wird.
Fiir eine durchgangig einheitliche Notation in dieser Arbeit erfolgt die Benennung und
Verwendung von Symbolen analog zu den in Kapitel 3 vorgestellten Modellen.

Dimensionen des Modells

T Zeithorizont! te ST =H0,...,T}
N Anzahl an Aktivitaten ie SN ={1,... N}
K Anzahl der nicht erneuerbaren Ressourcen ke SK={1,..., K}

Entscheidungsvariablen

fi Fertigstellungszeitpunkt der Aktivitat ¢ (vgl. Abbildung 3.2)

d; Ausfithrungsdauer der Aktivitat i

Tikt Ressourcennutzung der Aktivitit ¢ von Ressource k in Zeitperiode ¢

S; Hilfsvariable, bezeichnet den Startzeitpunkt von Aktivitat ¢, ist fixiert
als s, = f; — d;

S Hilfsmenge, bezeichnet einen kompletten Plan fiir die Bewertung durch

die Zielfunktion, also die aktuelle Belegung aller f;, d;, rx:

'Es gibt T Zeitperioden und T + 1 Zeitpunkte (vgl. Abbildung 3.2)
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Modellparameter

(i,j) € A Menge der Ende-Start-Vorrangbeziehungen im Aktivitatennetzwerk,
Tupel (7, j) beschreibt eine Ende-Start-Vorrangbeziehung zwischen zwei
Aktivitaten ¢ und j

d; Maximal erlaubte Ausfiihrungsdauer der Aktivitét i

d; Minimal erlaubte Ausfiihrungsdauer der Aktivitat ¢

Tik Maximal erlaubte Nutzung der Ressource k von Aktivitdt ¢ pro
Zeitperiode

Tik Minimal erlaubte Nutzung der Ressource k von Aktivitdt ¢ pro
Zeitperiode

(i,k) € I Menge der flexibel planbaren Ressourcenbedarfe, Tupel (i, k) beschreibt
einen flexibel planbaren Bedarf an Ressource k& von Aktivitat 7.

Wik Insgesamt bendtigte Menge der Ressource k von Aktivitdt ¢ (nur
V(i, k) € F definiert)
At Verfiigbarkeit der Ressource k in Zeitperiode ¢

Konzeptionelles Optimierungsmodell

min  f(.5) (5.1)
st. fi<fi—d; . V(i,j) €A (5.2)
di <d; < d; , ViesN (5.3)
rie < T < Tk ., VieSN ke SE tes,...,.fi—1} (5.4)
Tire = 0 , Vie SN ke S% te ST\ {si,...,fi—1} (5.5)
> i < age . Vke SK tesT (5.6)
iEN
fi—1
Doy g e =ik, V(i) €F (5.7)
s1=0 (5.8)
InZT (5.9)

Bei dem hier aufgestellten Modell wird der gesamte Projektablaufplan S hinsichtlich
einer zu diesem Zeitpunkt noch anonymen Zielfunktion f(.S) optimiert (5.1). Die Re-
striktion (5.2) sorgt fiir die Einhaltung aller Ende-Start-Vorrangbeziechungen. Da die
Dauer d; einer Aktivitit im Gegensatz zum klassischen RCPSP jetzt variabel ist und
damit eine Entscheidungsvariable, wird sie iiber die Restriktion (5.3) beziiglich einer
minimal und einer maximal erlaubten Dauer begrenzt. Gleiches gilt fiir die Nutzungs-
intensitat r;; einer Ressource durch eine Aktivitdt in einer Zeitperiode, auch diese
wird in den Zeitperioden, in denen die Aktivitat ausgefiihrt wird, tiber die Restriktion
(5.4) in vorgegebenen Grenzen gehalten und ansonsten tber die Restriktion (5.5) auf
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0 gesetzt. Die Restriktion (5.6) stellt sicher, dass in allen Zeitperioden nur maximal
so viele Ressourcen verbraucht werden, wie verfiighar sind. Ist ein Ressourcenbedarf
einer Aktivitéat flexibel planbar, so wird iiber die Restriktion (5.7) sichergestellt, dass
iiber alle Zeitperioden der Ausfiihrung der Aktivitat insgesamt der gesamte Bedarf
verplant wird. Zuletzt sorgen die Restriktionen (5.8) und (5.9) dafir, dass alle Akti-
vitdten innerhalb des Planungshorizonts verplant werden.

Modellierung von Ressourcenbedarfen

Ein Ressourcenbedarf (i,k) bedeutet, dass eine Aktivitdt ¢ zu ihrer Ausfithrung ei-
ne Ressource k bendtigt. Im klassischen RCPSP (vgl. Kapitel 3.1.1) werden solche
Bedarfe derart abgebildet, dass fir jede Aktivitat eine feste Ausfithrungsdauer d; vor-
gegeben ist und die Aktivitat in jeder Zeitperiode ihrer Ausfiihrung eine feste Menge
r;x einer Ressource benotigt, wobei es mehrere Bedarfe an unterschiedlichen Ressour-
cen pro Aktivitdt geben kann. Der Gesamtbedarf an einer Ressource ergibt sich so
durch die Formel d; * r;,. In diesem Modell wurde das Konzept der flexibel planbaren
Bedarfe (vgl. Kapitel 2.3.3) in der Form umgesetzt, dass die Dauer d; sowie die Menge
der verwendeten Ressource pro Zeitperiode der Ausfiihrung r;;; nicht mehr im Vor-
feld auf bestimmte Werte fixiert sein muss. Wie in Abbildung 2.3 dargestellt kann so
fiir flexibel planbare Bedarfe pro Zeitperiode entschieden werden, wie viele Ressour-
cen verwendet werden, wobei die Aktivitdt genau dann abgeschlossen ist, wenn eine
zuvor festgelegte Gesamtmenge an Ressourcen wy, verwendet wurde. Da sowohl die
mogliche Dauer d; als auch die Ressourcennutzung pro Zeitperiode r;; durch Minima
und Maxima begrenzt werden kénnen, kénnen auf diesem Weg trotzdem auch noch
wie im klassischen Modell konstante Bedarfe modelliert werden. Dadurch ergeben sich
vier mogliche Ressourcenkonfigurationen einer Aktivitat, welche, wie in Tabelle 5.1
gezeigt, modelliert werden kénnen.

Ein Bedarf (7, k) ist

Aktivitat ¢ hat Aktivitatendauer konstant flexibel
keine Bedarfe d; = d; — —
nur konstante di =d; Tik = Tik —
Bedarfe
nur flexible d; < d; — rik < Tik
Bedarfe + Restriktion (5.7)
flexible und d; < d; Tik = Tik rik < Tik
konstante + Restriktion (5.7)
Bedarfe

Tabelle 5.1. — Mogliche Ressourcenkonfigurationen einer Aktivitat
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Hat eine Aktivitdt keinerlei Ressourcenbedarfe, so ist ihre Dauer fixiert. Im Falle
der Blindaktivitdten am Anfang bzw. am Ende des Aktivitdtennetzwerks wird die
Dauer der Aktivitat auf 0 fixiert, allgemein muss das aber nicht immer der Fall sein.
Zur Modellierung von benétigten Zeitpuffern oder fiir Aktivitaten, die zwar zeitlich
geplant werden missen, die aber keine planbare Ressource erfordern, ist auch eine
Fixierung der Dauer auf einen Wert > 0 denkbar.

Hat eine Aktivitat nur konstante Bedarfe, so sollte ihre Dauer ebenfalls fixiert sein,
da es im Gegensatz zu den flexibel planbaren Bedarfen iiber den Ressourcenverbrauch
keine direkte Einschrdnkung zu dieser Dauer gibt. Die Grenzen des moglichen Res-
sourcenverbrauchs wahrend der Ausfithrungszeit der Aktivitdt werden auf denselben
Wert gesetzt. Damit verhalt sich eine solche Aktivitat exakt wie im Standardmodell
des RCPSP (vgl. Abschnitt 3.1.1).

Hat eine Aktivitat mindestens einen flexiblen Bedarf, so kann auch ihre Dauer va-
riabel sein. Dabei sollten die Grenzen der Dauer und aller flexibel planbaren Bedarfe
so gewéhlt sein, dass es prinzipiell moglich sein muss, die insgesamt benotigte Men-
ge wy, zu erfiillen, d.h. d; * ry, < wy, < d; * 7. Bei flexibel planbaren Bedarfen
konnen die Begrenzungsparameter @,Z und 7y, 7 benutzt werden, um Einschrén-
kungen hinsichtlich einer aus praktischer Sicht sinnvollen Dauer und eines sinnvollen
Ressourcenverbrauchs pro Zeitperiode vorzugeben.

Hat eine Aktivitat sowohl flexible als auch konstante Bedarfe, so ist es prinzipiell
denkbar, dass ihre Dauer weiterhin variabel ist. Es sollte bei diesem Anwendungs-
fall jedoch klar sein, dass dann fiir die konstanten Bedarfe die letztendlich insgesamt
verbrauchte Menge an Ressourcen nicht vorher bekannt ist und sich erst bei der Op-
timierung durch die Wahl der tatsachlichen Aktivitatendauer d; als d; * ry; ergibt. Ein
solch grofler Freiheitsgrad bei der Ressourcenplanung wird bisher in keiner anderen
Veroffentlichung ermdoglicht und soll deshalb in diesem Modell explizit berticksichtigt
werden. So ist es aus praktischer Sicht denkbar, dass z.B. eine Aktivitdt eine bestimme
Menge an Stunden einer Personalressource benotigt, die flexibel geplant werden kon-
nen und zusétzlich noch einen Arbeitsplatz als konstante Ressource. Der Arbeitsplatz
wird dabei so lange benotigt, wie die Aktivitat ausgefithrt wird und diese Lange hingt
letztendlich davon ab, wie viel Stunden der Personalressource in jeder Zeitperiode fiir
die Fertigstellung zugeordnet werden.

Klassifizierung des Modells

Bei der Literaturrecherche wurde in Kapitel 3.1.2 gezeigt, wie sich die verschiedenen
Varianten des RCPSP mit Hilfe des «|3]y-Schemas von Brucker u. a. (1999) klassifizie-
ren und vergleichen lassen. Es ist nicht bekannt, dass das FRCPSP in der bisherigen
Literatur hinsichtlich dieses Schemas eingeordnet wurde, deshalb wird fiir das zuvor
vorgestellte FRCPSP folgende Klassifizierung vorgeschlagen:
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a = FPS Im Standardmodell wird die Ressourcenumgebung als a = PS (Project
Scheduling) bezeichnet. Damit wird ausgedriickt, dass die bendtigte Zeit fiir eine
Aktivitat, also die Dauer der Ausfithrung, und die Menge der benotigten Res-
sourcen wihrend dieser Ausfiihrung, konstant und im Vorfeld bekannt sind. Mit
a = MPS (Multi-Mode Project Scheduling) bezeichnen Brucker u. a. (1999) den
Fall, wenn es fiir eine Aktivitdt mehrere, im Vorfeld bekannte, Modi der Ausfiih-
rung hinsichtlich Dauer und damit zusammenhéngendem Ressourcenbedarf pro
Zeitperiode geben kann. Im hier vorgestellten FRCPSP kann es fiir eine Aktivi-
tat auch mehrere mogliche Auspragungen von Ausfithrungsdauer und Ressour-
cennutzung geben, jedoch kann jetzt die Ressourcennutzung zwischen mehreren
Zeitperioden variieren, auflerdem werden im Gegensatz zum M PS-Fall im Vor-
feld nicht explizit alle moglichen Auspragungen aufgezahlt. Aus diesem Grund
wird fiir das FRCPSP a = FPS (Flezible Project Scheduling) vorgeschlagen.

B = prec Da in diesem Modell weiterhin nur Ende-Start-Vorrangbeziehungen bertick-
sichtigt werden, wird wie beim klassischen RCPSP 3 = prec gesetzt.

~ =+ Analog zur Notation in der Ressourcenumgebung « (vgl. Kapitel 3.1.2) wird
durch die Festlegung von v = - ausgedriickt, dass die Zielfunktion an dieser
Stelle noch beliebig ist und erst im weiteren Verlauf (vgl. Kapitel 5.2, 6.3 und
6.4) festgelegt wird.

Das FRCPSP in der zuvor aufgestellten Form wird somit an dieser Stelle und im wei-
teren Verlauf dieser Arbeit als F'PS|prec|- hinsichtlich des «|3|y-Schemas bezeichnet.

5.2. Ein exakter Losungsansatz mit Mixed Integer Programming

Aufgrund der Indizes der Nebenbedingungen (5.4) und (5.5) ist das im vorherigen Ab-
schnitt vorgestellte Modell des FRCPSP kein lineares Optimierungsmodell und kann
somit auch nicht mit einem Standard-MIP-Solver gelost werden. In diesem Abschnitt
soll deshalb jetzt gezeigt werden, wie das zuvor vorgestellte konzeptionelle Modell in
ein lineares, gemischt-ganzzahliges Optimierungsmodell iiberfithrt werden kann, da-
mit es anschlieBend mit einem Standard-MIP-Solver exakt gelost werden kann. Auch
wenn die Literatur gezeigt hat, dass es mit exakten Verfahren nicht moglich ist, grofle
Projektplanungsprobleme effizient zu l6sen, soll hier zunéchst ein solcher exakter Lo-
sungsansatz vorgestellt werden. Dieser soll bei den Tests in Kapitel 7 und 8 verwendet
werden, um einerseits die Aussage der mangelnden Effizienz auch fiir das FRCPSP
nochmal zu evaluieren und andererseits, um fiir die verwendeten Testpline untere
Schranken auszurechnen, die dann zur Evaluation der heuristischen Losungsverfahren
herangezogen werden konnen.

Als Grundlage fiir ein MIP-Modell kommen die Modelle bisheriger Veroffentlichun-
gen zum FRCPSP nicht in Frage. Kolisch u.a. (2003) stellen zwar ein Optimierungs-
modell auf, in diesem Modell wird aber davon ausgegangen, dass jede Aktivitat immer
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nur einen Bedarf hat und dieser Bedarf auch immer flexibel planbar ist. Im Modell
wird deshalb die Dauer der Aktivitdten nicht explizit beriicksichtigt, diese ergibt sich
nur aus dem Ressourcenverbrauch. Damit eignet es sich nicht fiir das hier zu l6sen-
de Problem, da nicht mehrere Ressourcenbedarfe pro Aktivitdt und vor allem keine
konstanten Bedarfe/Dauern beriicksichtigt werden konnen. Ein weiteres Modell stellt
(Fiindeling, 2006, S. 30) auf, er weist jedoch direkt darauf hin, dass es sich dabei nur
um ein nichtlineares Konzeptmodell handelt und in der Form nicht direkt mit einem
Standard-Solver gelost werden kann. Im Folgenden soll deshalb ein bestehendes MIP-
Modell fiir das klassische RCPSP erweitert werden, sodass damit auch das FRCPSP
gelost werden kann. Als Grundlage wird dafiir das Modell von Pritsker u.a. (1969)
gewahlt, was auch schon in Kapitel 3.2 vorgestellt wurde. Neuere Formulierungen, z.B.
von Mingozzi u.a. (1998) oder Klein (2000), kénnen das RCPSP zwar eventuell per-
formanter 16sen, nutzen dafiir im Gegensatz zur Formulierung von Pritsker u. a. (1969)
aber auch spezielle Eigenschaften der immer konstanten Ressourcenbedarfe und festen
Dauern aus, die so beim FRCPSP nicht immer gegeben sind.

Dimensionen des Modells

T Zeithorizont teST={0,...,T}
N Anzahl an Aktivitaten ie SV ={1,... N}
K Anzahl der nicht erneuerbaren Ressourcen ke S¥ ={1,... K}

Modellparameter

(i,j) € A Menge der Ende-Start-Vorrangbeziehungen im Aktivitatennetzwerk,
Tupel (7, 7) beschreibt eine Ende-Start-Vorrangbeziehung zwischen
zwei Aktivitaten ¢ und j

(f,d) e P Mogliche Ausfithrungszeitraume der Aktivitat ¢

d; Maximal erlaubte Ausfiihrungsdauer der Aktivitét ¢

d; Minimal erlaubte Ausfiihrungsdauer der Aktivitit ¢

Tik Maximal erlaubte Nutzung der Ressource k von Aktivitat ¢ pro
Zeitperiode

Tik Minimal erlaubte Nutzung der Ressource k von Aktivitdt i pro
Zeitperiode

(i,k) e F Menge der flexibel planbaren Ressourcenbedarfe, Tupel (i,k) be-
schreibt einen flexiblen Bedarf an Ressource k& von Aktivitéat 7.

Wik Insgesamt benotigte Menge der Ressource k von Aktivitdt ¢ (nur
V(i, k) € F definiert)
At Verfiigbarkeit der Ressource k in Zeitperiode t

Im Gegensatz zum konzeptionellen Modell aus Abschnitt 5.1 werden in dieser For-
mulierung alle moglichen Ausfithrungszeitraume P; einer Aktivitat ¢ explizit aufge-
zéhlt. Analog zu Pritsker u. a. (1969), bei deren Modell aufgrund der konstanten Dau-
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ern nur alle moglichen Fertigstellungszeitpunkte von jeder Aktivitat berticksichtigt
werden miissen, werden in diesem Fall alle moglichen Kombinationen aus Fertigstel-
lungszeitpunkt und Dauer einer Aktivitdt gebildet. Zur Berechnung der moglichen
Ausfiihrungszeitpunkte miissen zunéchst mit der Vorwarts- und Riickwéartsrechnung
die frithesten bzw. spéatesten Start- und Endzeitpunkte jeder Aktivitdt bestimmt wer-
den (vgl. Kapitel 3.2). Anschlieflend lésst sich die Menge P; wie folgt definieren:

P, ={(f.d)|f e{EFT,,....LFT;} Nd € {d;,...,d;} N f —d < LST;}

Entscheidungsvariablen

zifa € {0,1}  Ausfithrungszeitraum der Aktivitét ¢ hat eine Dauer von d und endet
zum Zeitpunkt f, Vi € SV, (f,d) € P

ri € RT Ressourcennutzung der Aktivitit ¢ von Ressource k in Zeitperiode ¢,
Vie SN ke SK te {EST;,...,LFT; — 1}

MIP-Modell fiir F'PS|prec|Cmax

min Z Tnpa* f (5.10)
(fd €Pn
st Y wifa=1 , ViesV (5.11)
(f,d)EP;
S wgar f< Y g (f—d), V(i,j) €A (5.12)
(f,d)ep; (f,d)eP;
> ik < are , VkeSK tes” (5.13)
iEN
LFT;—1
Z Tikt = Wik ’ V(Za k) er (514)
t=FEST;
. vie SN ke SK,
Tikt < Z Tifd * Tik " te{EST;,...,LFT; —1}
(fd)eP;|f-d<t<f
(5.15)
Viec SN ke SK
o> ) . ’ ’
Tikt 2 > Lifa * Vik " te{EST,... LFT,—1}
(f,d)EP;| f—d<t<f
(5.16)

Fir jeden moglichen Ausfiihrungszeitraum (f,d) € P; einer Aktivitat ¢ wird eine
Binérvariable ;4 angelegt und iiber die Restriktion (5.11) wird sichergestellt, dass
pro Aktivitit genau einer ihrer moglichen Ausfithrungszeitraume ausgewahlt ist. Damit
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x2.6,5 T275

| | | | | |
21,11 72,1,2:172,1,3172,1,4172,1,5 1 72,1,6 1 72,1,7
| | | | | |

0 1 2 3 4 5 6 7 8 9 10
EST, LFT,

Abbildung 5.1. — Zusammenhang von méglichen Ausfithrungsperioden und Ressour-
cenallokationsvariablen (fiir eine angenommene Aktivitdt 2 mit einem Bedarf an einer
Ressource 1)

lassen sich die entsprechenden Zeitpunkte einer Aktivitéit ¢ mit den folgenden linearen
Ausdriicken berechnen:

fi= Y wigaxf di= Y wiaxd si= Y migax(f—d)
(

(fd)eP; (f,d)ep; fd)ep;

Damit ldsst sich die Chypax-Zielfunktion (siche Gleichung (3.11)) mit der Summe
(5.10) abbilden, weiterhin wird analog zur Restriktion (5.2) des konzeptionellen Mo-
dells mit der Restriktion (5.12) sichergestellt, dass alle Vorrangbeziehungen zwischen
den Aktivitdten eingehalten werden.

Die weiteren Restriktionen bzw. der Zusammenhang zwischen den Ressourcenallo-
kationsvariablen 7, und den méglichen Ausfithrungszeitréumen z; 4 werden in Abbil-
dung 5.1 verdeutlicht. Fiir jede mogliche Zeitperiode ¢, in der eine Aktivitdt i ausge-
fithrt werden kann (frithester Startzeitpunkt bis spatester Endzeitpunkt) wird fiir jede
benotigte Ressource k eine Ressourcenallokationsvariable r;; angelegt. Der gesamte
Verbrauch einer bestimmten Ressource k* in einer bestimmten Zeitperiode t* lasst
sich dadurch sehr einfach durch Aufsummieren aller r;;, k = k*,t = t* begrenzen,
wie in Restriktion (5.13) dargestellt. Der gesamte Ressourcenbedarf einer Aktivitét,
fiir den Fall, dass der Bedarf flexibel planbar ist, ldsst sich jetzt ebenfalls einfach
durch Aufsummieren aller Ressourcenallokationsvariablen der Aktivitat sicherstellen
(Restriktion (5.14)).

Zuletzt muss noch sichergestellt werden, dass tiber jede Ressourcenallokationsvaria-
ble einer Aktivitat tatsidchlich immer nur dann Ressourcen benutzt werden, wenn die
entsprechende Variable zu einer Zeitperiode gehort, die innerhalb des aktuell gewahl-
ten Ausfithrungszeitraums der Aktivitat liegt. In Abbildung 5.1 sind fiir eine ange-
nommene Aktivitdt i = 2 zwei mégliche Ausfithrungszeitraume (f = 6,d = 5) und
(f =7,d =5) eingezeichnet. Es wird ersichtlich, dass fiir einen Bedarf an Ressource 1
tiber die Variable r91(t = 1) nur dann Ressourcen allokiert werden dirfen, wenn der
Ausfithrungszeitraum z,5 gewéhlt ist. Die Variable ro;2(t = 2) wird dagegen von
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beiden eingezeichneten Ausfithrungszeitrdumen abgedeckt, die Variable roq7(t = 7)
wiederum nur vom zweiten Ausfiihrungszeitraum 37 5. Dies wird im Optimierungs-
modell mit den Restriktionen (5.15) und (5.16) erreicht. Wird eine Ressourcenalloka-
tionsvariable vom aktuell ausgewahlten Ausfithrungszeitraum abgedeckt, so muss sich
ihr Wert zwischen r;;, und 75, bewegen, ansonsten wird er auf 0 fixiert.

Mit dem so aufgestellten Modell lassen sich sowohl das klassische RCPSP mit kon-
stanten Ressourcenbedarfen als auch das in Abschnitt 5.1 beschriebene FRCPSP mit
flexibel planbaren Bedarfen 16sen. Hat eine Aktivitdt nur konstante Bedarfe, so ist ih-
re Dauer ebenfalls konstant und es wird genau wie bei der Formulierung von Pritsker
u.a. (1969) (vgl. Kapitel 3.2) eine Binérvariable pro moglichem Fertigstellungszeit-
punkt erstellt. Der Unterschied zu der Pritsker-Formulierung liegt darin, dass auch
bei solchen rein konstanten Bedarfen noch die Ressourcenallokationsvariablen erstellt
werden und auf den konstanten Bedarf fixiert werden. Dadurch wird ein mit dieser
Formulierung aufgestelltes Optimierungsproblem immer deutlich mehr Variablen ha-
ben als die Pritsker-Formulierung. In wie weit sich das bei der Losung von klassischen
RCPSP-Problemen auswirkt und wie gut sich diese neue Formulierung zum Losen von
FRCPSP-Problemen eignet, wird in Kapitel 7.2 untersucht.
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mit nichtreguldaren Zielfunktionen

Die Literaturrecherche hat gezeigt, dass das RCPSP und das allgemeinere FRCPSP
nicht effizient mit exakten Optimierungsmethoden gelost werden kénnen. In diesem
Kapitel soll daher ein heuristischer Losungsansatz erarbeitet werden, mit dem die
Berechnung von nicht zwingend optimalen, aber zumindest sehr guten Losungen in-
nerhalb kurzer Zeit moglich ist.

Dazu wird zundchst das serielle Einplanungsschema von Kolisch u.a. (2003) an-
gepasst. Dieses kann in der damals verdffentlichten Form nur einen Ressourcenbedarf
pro Aktivitat flexibel planen, aulerdem unterstiitzte es nur regulire Zielfunktionen. In
dieser Arbeit wird es dahingehend erweitert, dass auch mehrere flexibel planbare und
konstante Ressourcenbedarfe pro Aktivitét berticksichtigt werden kénnen (vgl. Modell
(5.1)=(5.9)) und dass Aktivitdten zur Umsetzung von nichtreguliren Zielfunktionen
nicht mehr zwingend so frith wie moglich eingeplant werden. Fiir die Beriicksichtigung
solcher nichtregularer Zielfunktionen wird ein Konzept von Neumann u.a. (2003) als
Grundlage genommen und erweitert, welches auf der Bewertung der Platzierungen der
Aktivititen basiert.

Durch das so erweiterte Einplanungsschema wird auch eine Erweiterung der Lo-
sungsreprisentation notig, da die bisher in der Literatur genutzten sortierten Akti-
vitdtenlisten alleine nicht ausreichen, um auch die Informationen tber die Dauern
der Aktivitdten und deren gewiinschte Platzierung zur Erreichung der Zielfunktion zu
speichern. Durch diese stark erweiterte Losungsreprasentation ist es nun nicht mehr
moglich, die bekannten Metaheuristiken aus der Literatur zu nutzen, um diese zu ver-
bessern. Aus diesem Grund wird im weiteren Verlauf des Kapitels ein neu entwickelter
genetischer Algorithmus auf Basis des genetischen Algorithmus von Hartmann (1998)
vorgestellt, welcher auch mit dieser erweiterten Losungsreprasentation umgehen kann.

Zuletzt wird gezeigt, wie man die verschiedenen Zielfunktionen aus Kapitel 3.5 in der
neuen Losungsreprisentation abbilden kann und es werden alternative Varianten fiir
einzelne Teile der hier entwickelten Algorithmen vorgestellt. Eine genaue Evaluation
dieser Verfahren und der moglichen Alternativen wird dann in Kapitel 7 durchgefiihrt.

6.1. Ein Einplanungsschema fiir flexible Ressourcen und
nichtregulare Zielfunktionen

Das klassische serielle Einplanungsschema fiir PS|prec|Cyayx (vgl. Kapitel 3.3.1) plant
die Aktivitdten nacheinander nach einer zuvor festgelegten Reihenfolge unter Bertick-
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sichtigung von Vorrangbeziehungen und vorhandenen Ressourcen so frith wie moglich
in den Projektplan ein. Wenn eine bestimmte Aktivitdt eingeplant wird, ist durch die
Sortierung der Aktivitatenliste sichergestellt, dass mindestens alle direkten Vorgénger
der Aktivitit bereits eingeplant wurden und es dadurch eine Menge noch vorhande-
ner Ressourcen gibt, die ggf. geringer ist als die Menge der am Anfang der Planung
verfiigbaren Ressourcen. Die Priifung, ob eine bestimmte Aktivitét ¢ an einer Position
s; starten kann, ist dann vergleichsweise trivial, da die Dauer im Vorfeld bekannt ist
und tiber diese Dauer hinweg lediglich eine konstante Menge an Ressourcen verfiigbar
sein muss und s; > max { f;|V(j, i) € A} gelten muss.

Kolisch u.a. (2003) gehen von maximal einem flexibel planbaren Ressourcenbedarf
pro Aktivitat aus und berticksichtigen auch keine minimale oder maximale Dauer von
Aktivitdten. Somit kann in ihrem erweiterten Einplanungsschema eine Aktivitat genau
dann zum Zeitpunkt s; starten, wenn es aufgrund von verfiigharen Ressourcen moglich
ist, in den auf s; folgenden Zeitperioden so lange so viele Ressourcen wie moglich, aber
mindestens immer die minimale Menge r;;,, zu allokieren, bis der Gesamtbedarf w;y
der Aktivitat erfiillt ist. Bei diesem Ansatz werden die Ressourcen in einem Greedy-
Verfahren so frith wie moglich innerhalb der Ausfithrungszeit der Aktivitat allokiert
und anschlieBend auch nicht mehr verandert. Damit wird die Ressourcenzuweisung,
d.h. die Belegung der r;;,-Entscheidungsvariablen, als reines Erfiillbarkeitsproblem be-
trachtet, welches der Optimierung der Platzierung einer Aktivitat untergeordnet ist.
Aufgrund der haufig verwendeten Zielfunktionen (vgl. Kapitel 3.5.1) und der praxis-
relevanten Aspekte (vgl. Kapitel 2.3.2) erscheint diese Vereinfachung auch fur das Ziel
dieser Arbeit legitim. Im Folgenden wird deshalb zur Entwicklung eines Verfahrens fiir
nicht-regulare Zielfunktionen angenommen, dass zunéchst nur zeitbasierte Zielfunktio-
nen unterstiitzt werden, d.h. solche, in denen lediglich die Platzierung der Aktivititen
von Relevanz ist, nicht jedoch die Ressourcennutzung. In Abschnitt 6.4 dieses Ka-
pitels wird jedoch erklart, wie trotz dieser jetzt getroffenen Einschrankung z.B. die
Optimierung der Ressourcenauslastung (siehe Gleichung (3.18) oder (3.19)) dennoch
zumindest teilweise moglich ist.

Da das Verfahren von Kolisch u.a. (2003) lediglich einen flexibel planbaren Res-
sourcenbedarf pro Aktivitat unterstiitzt und es keine Einschriankung hinsichtlich der
Dauer der Aktivitit gibt, ergibt sich die resultierende Dauer direkt aus der Anzahl an
Zeitperioden, in denen Ressourceneinheiten allokiert wurden und bei der Allokation
der Ressource muss auf keine anderen Ressourcen Riicksicht genommen werden. Bei
dem in Kapitel 5.1 beschriebenen Problem F'PS|prec|- gibt es jedoch eine untere und
obere Grenze @,E fiir die Dauer jeder Aktivitédt, ebenso kann es mehrere, sowohl fle-
xibel planbare als auch konstante Ressourcenbedarfe pro Aktivitat geben. Es miissen
jetzt also fiir alle vorhandenen Bedarfe jeweils Ressourcennutzungsprofile gefunden
werden, die alle zur gleichen, giiltigen Dauer fithren. Dazu wird der Algorithmus zur
Einplanung einer Aktivitit derart abgedndert, dass nun nicht mehr nur gepriift wird,
ob eine bestimmte Startzeit s; moglich ist (und sich die Dauer daraus ergibt), sondern
es wird fir diese Priifung auch eine Dauer d; vorgegeben.
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Einplanung einer Aktivitdt an eine vorgegebene Position

Das Tupel (s;,d;) beschreibt eine beliebige zeitliche Platzierung der Aktivitat i. Mit
dem Algorithmus 1 kann nun ermittelt werden, ob diese Platzierung auch giiltig ist,
d.h. ob es unter Beriicksichtigung noch vorhandener Ressourcen und Vorrangbeziehun-
gen moglich ist, die Aktivitdt tatsdchlich an diese Position einzuplanen. Dabei wird
angenommen, dass mindestens alle direkten Vorgéngeraktivitaten von ¢ bereits einge-
plant wurden und deren Platzierungen somit bekannt sind. Werden die Aktivitdten
in der Reihenfolge einer giiltigen Aktivitdtenliste (vgl. Kapitel 3.3.1 Gleichung (3.10))
eingeplant, ist dies durch die Sortierung der Liste immer sichergestellt.

Es werden nun zunéchst die trivialen Félle abgeprift, ob die zu testende Platzie-
rung auBerhalb ihrer frithesten bzw. spatesten Anfangs- und Endzeiten liegt (Zeilen
1-2) oder ob die Aktivitdt damit vor dem Ende einer ihrer Vorgéngeraktivitiaten star-
ten wirde (Zeile 3). In beiden Féllen wére eine Platzierung an dieser Position nicht
moglich.

Anschliefend wird gepriift, ob an der vorgegebenen Position fiir alle Ressourcen-
bedarfe ein giiltiges Ressourcennutzungsprofil gefunden werden kann. Dazu wird zu-
néchst eine Kopie der Variable der noch verfiigbaren Ressourcen angelegt (Zeile 4),
auf der im weiteren Verlauf gearbeitet werden kann. Weiterhin wird die Variable zur
Speicherung der Ressourcenallokation pro Zeitperiode und Ressourcenbedarf zunéchst
mit 0 initialisiert (Zeile 5). Fir jede im Modell vorhandene Ressource werden nun die
Bedarfe der Aktivitét geplant (ab Zeile 6). Eine temporare Variable w}, speichert den
jeweils bereits zugeordneten Gesamtverbrauch an einer Ressource fiir eine Aktivitat
und wird zu Anfang der Schleife mit 0 initialisiert (Zeile 7). Anschlieend wird in einer
ersten inneren Schleife die minimalen Ressourcenbedarfe pro Zeitperiode zugeordnet
(Zeilen 8-13). Ist es in einer Zeitperiode der gewiinschten Platzierung aufgrund zu
wenig verfiigbarer Ressourcen nicht moglich, die minimal notige Ressourcenmenge zu
belegen, so kann die Aktivitat an dieser Stelle nicht platziert werden und der Algorith-
mus kann abbrechen (Zeile 9). Andernfalls wird fiir jede Zeitperiode die Ressourcen-
verfiigbarkeit entsprechend der minimal nétigen Menge reduziert (Zeile 10) und diese
minimal notige Menge wird zum einen auf die insgesamt zugewiesene Menge addiert
(Zeile 11) und fir die jeweilige Zeitperiode als dort allokierte Menge gespeichert (Zeile
12).

Handelt es sich bei dem Bedarf zur aktuell zu planenden Ressource um einen kon-
stanten Bedarf, so gibt es fiir diesen keine Gesamtmenge w;;, auBlerdem entspricht
Tik, = Tik. Somit sind konstante Bedarfe zum Ende der Schleife in Zeile 13 bereits kom-
plett eingeplant. Bei flexibel planbaren Bedarfen dagegen ist an dieser Stelle zumindest
schon mal sichergestellt, dass die in jeder Zeitperiode benétigte minimale Menge ein-
geplant werden konnte, es muss jetzt noch die zusatzlich benotigte Ressourcenmenge
verplant werden, die sich aus der Differenz der Gesamtmenge w;; und der bereits ver-
planten Menge wy}, ergibt. Dafiir wird zunachst gepriift, ob bereits durch die Summe
der minimal benétigten Mengen pro Zeitperiode die nétige Gesamtmenge iiberschrit-
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Algorithmus 1 : Einplanung einer Aktivitit auf eine vorgegebene Platzierung

Input : Gewiinschte Platzierung (s;, d;), aktuelle Ressourcenverfiigbarkeit ag;

Data : Ressourcenbedarfe wy,V(i, k) € F,ry, TaVi € SNk € SK

Result : Info ob die Aktivitat platziert werden konnte, aktualisierte
Ressourcenverfiigharkeit ay; bei erfolgreicher Platzierung

1if s; < EST;V's; > LST;Vd; < d; Vd; > d; V s; +d; > LFT; then
2 | return FEHLER
3 if s; < max {f;|V(j,7) € A} then return FEHLER
4 ay, <+ ay VkeSKtesT
5 T < 0 Vke SK te ST
6 foreach k in S¥ do
7 wh <0
8 fort=s;,tos;+d;, —1do
9 if a;, < r; then return FEHLER
10 Uy = gy — Tik
11 Wy, < Wiy + T
12 Tikt < Tik
13 end
14 if (¢,k) in F A w},, # wy, then
15 if w}, > w;;, then return FEHLER
16 fort=s;,tos;+d;, —1do
17 wt < min (wi — Wy, ay,, Tk — Tir,)
18 wh, — wi +w’t
19 yy 4 Gy — w
20 Tikt < Tikt + w™
21 end
22 if v}, < w;;, then return FEHLER
23 end
24 end
25 Qg <
26 return OK

ten wurde (Zeile 15). Ist das der Fall, so ist die gewiinschte Platzierung nicht méglich
bzw. praziser ausgedriickt ist die gewédhlte Dauer der Platzierung zu lang, bezogen auf
die bendtigte Gesamtmenge der Ressource im Verhéltnis zur minimal nétigen Menge
pro Zeitperiode.

Es wird nun aufsteigend in jeder Zeitperiode der gewiinschten Platzierung versucht,
so viele weitere Ressourcen wie moglich der Aktivitéat zuzuordnen (Zeilen 16-21). Dabei
wird in jeder Zeitperiode jedoch darauf geachtet, dass durch eine Zuordnung nicht die
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maximal benotigte Menge an Ressourcen iiberschritten wird, dass nur maximal so viele
Ressourcen zugeordnet werden wie in dieser Zeitperiode noch verfiighar sind und dass
nicht eine hohere Ressourcenmenge zugeordnet wird, als es durch die vorgegebene
maximale Menge an Ressourcen pro Periode erlaubt ist (Zeile 17). Die sich daraus
ergebende Ressourcenmenge wird nun zur Gesamtmenge an zugeordneten Ressourcen
hinzuaddiert (Zeile 18), von den noch verfigbaren Ressourcen abgezogen (Zeile 19)
und zur zugeordneten Ressourcenmenge in der aktuellen Zeitperiode addiert (Zeile
20). Die Beschrankung in Zeile 17 sorgt also dafiir, dass die Ressourcen so frith wie
moglich belegt werden und in den spéteren Zeitperioden der Platzierung ggf. nur
noch die schon zuvor zugeordnete minimal benotigte Menge zugeordnet bleibt. War es
jedoch auch iiber alle Zeitperioden hinweg nicht moglich, die benétigte Gesamtmenge
an Ressourcen zuzuordnen, so ist eine Platzierung der Aktivitat an dieser Stelle nicht
moglich (Zeile 22).

Ist die duBlere Schleife fiir alle Ressourcen erfolgreich durchgelaufen, so konnte die
Aktivitdt an die gewiinschte Position platziert werden. Da in der Funktion nur auf
einer Kopie der Variable der noch verfiigharen Ressourcen gerechnet wurde, wird nun
die originale Variable der noch verfiigbaren Ressourcen entsprechend aktualisiert (Zeile
25), anschlieBend kann der Algorithmus erfolgreich terminieren.

Finden der besten Position fiir eine Aktivitat

Der Algorithmus 1 hat gepriift, ob eine bestimmte Aktivitdt an eine vorgegebene
Position eingeplant werden kann. Wenn dem so ist, wurde diese Einplanung auch direkt
vorgenommen, d.h. die bendtigten Ressourcen wurden der Aktivitdt zugeordnet und
entsprechend wurden die noch verfiigharen Ressourcenmengen reduziert.

Um nun eine Aktivitdt an eine moglichst gute Position aus Sicht einer Zielfunkti-
on einzuplanen, miissen zunéchst alle moglichen Platzierungen ermittelt werden. An-
schlieend werden diese moglichen Platzierungen nacheinander durchprobiert, wobei
die am meisten gewiinschte Platzierung als erstes getestet wird und die am wenigs-
ten gewtinschte zuletzt. Sobald die Platzierung erfolgreich war, kann mit der nichsten
Aktivitdt fortgefahren werden. War jedoch fiir alle méglichen Positionen keine Plat-
zierung erfolgreich, so kann die Aktivitat nicht eingeplant werden und der Projektplan
kann insgesamt nicht berechnet werden.

Das urspriingliche serielle Einplanungsschema und auch die Variante von Kolisch
u.a. (2003) planen eine Aktivitdt so frith wie moglich ein, probieren also als erstes
die frithestmogliche Startzeit aus und zuletzt die spéatestmogliche Startzeit. Es wurde
gezeigt, dass dadurch in Kombination mit der richtigen Einplanungsreihenfolge der
Aktivitdaten regulare Zielfunktionen, wie die Minimierung der Projektlaufzeit, best-
moglich antizipiert werden und eine optimale Losung gefunden werden kann (vgl.
Kapitel 3.3.2). Da hier nun beliebige zeitbasierte Zielfunktionen unterstiitzt werden
sollen, ist es nicht mehr moglich, bereits beim Entwurf des Einplanungsalgorithmus
eine Reihenfolge zum Ausprobieren der méglichen Startzeiten festzulegen. Stattdessen
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wird im Folgenden eine Notation zur Beschreibung dieser Reihenfolge vorgestellt, die
dann Teil der Eingabedaten eines konkreten Optimierungsmodells wird und im Vorfeld
aus der zu verwendenden Zielfunktion abgeleitet werden muss (Beispiele fiir verschie-
dene Zielfunktionen in Abschnitt 6.3). Dazu wird zunéchst die Menge der méglichen
Platzierungen P; einer Aktivitdt ¢ auf Basis der frithesten bzw. spatesten Start- und
Endzeiten und der minimalen bis maximalen Dauer wie folgt definiert:

[)i - {(Sixadiy)‘sir S {ESE, s 7LSE} A diy S {%7 cee 732} A\ Siz +dzy S LF,—E}

Zur Bewertung dieser moglichen Platzierungen wird jetzt fiir jede Aktivitat eine ziel-
funktionsabhéangige lokale Fitnessfunktion definiert:

kz’ : (Siydi) — R

Diese Funktion weist einer moglichen Platzierung (s;, d;) der Aktivitat ¢ einen lokalen
Fitnesswert zu. Dieser lokale Fitnesswert spiegelt die Attraktivitat einer moglichen
Platzierung wieder, ist jedoch zunachst unabhangig von dem tatséchlichen Beitrag
einer bestimmten Platzierung zum eigentlichen Zielfunktionswert der Optimierung.
Er dient lediglich dazu, mehrere mogliche Platzierungen untereinander zu verglei-
chen, deshalb wird festgelegt, dass die k;-Funktion so definiert sein muss, dass aus
ki(sl,d}) > ki(s?,d?) folgt, dass die Platzierung (s;, d}) lokal betrachtet im Sinne der
Zielfunktion gegentiber der Platzierung (s?,d?) bevorzugt wird. Eine moglichst frii-
he Platzierung einer Aktivitat mit einer dann moglichst kurzen Dauer (analog zum

Optimierungsziel von Kolisch u.a. (2003)) konnte so z.B. iiber die Funktion
ki(5i7 dz) = —8§; —€* dl

ausgedriickt werden. Als ersten, trivialen Ansatz konnte man jetzt die Aktivitdten in
der durch die Aktivitdtenliste vorgegebenen Reihenfolge durchlaufen und dabei fiir
jede Aktivitat zuerst mit Hilfe ihrer jeweiligen k;-Funktion eine sortierte Liste ©; ihrer
moglichen Platzierungen ableiten, sodass fiir alle Elemente der Liste gilt:
ki(si,d}) > ki(s?,d7) — Idx(s},d}) < Idx(s?,dy)

Dabei beschreibt die Idx-Funktion den Index der Platzierung in der sortierten Liste ©;.
Je attraktiver eine mogliche Platzierung ist, desto weiter vorne wird sie in die Liste ©;
einsortiert. AnschlieBend werden alle Aktivitaten in Reihenfolge der Aktivitédtenliste
durchgegangen und pro Aktivitdt i ihre moglichen Platzierungen in der festgelegten
Reihenfolge der Liste ©; mit Algorithmus 1 durchprobiert, sodass fiir jede Aktivitat
die lokal jeweils bestmogliche Platzierung gewéhlt wird.

Diesen Ansatz haben so schon Neumann u.a. (2003) vorgeschlagen, wobei sie in
ihrem Verfahren auf die Definition einer k;-Funktion verzichten und stattdessen direkt
fiir jede Aktivitéit eine anhand der jeweiligen Zielfunktion sortierte Liste der moglichen
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Abbildung 6.1. — Lokale und globale Optimalitdt bei der Platzierung von Aktivitdten

Platzierungen vorgeben. Im Folgenden wird jedoch anhand eines einfachen Beispiels
erlautert, warum eine solche lokal-optimale Platzierung in Bezug auf den globalen
Zielfunktionswert nicht immer sinnvoll ist. Im darauf anschlieBenden Abschnitt 6.2
wird dann eine Metaheuristik vorgestellt, die sich diese zusétzliche k;-Funktion zu
Nutze macht, um diese lokale Optimalitat zu umgehen.

Beispiel zur lokal-optimalen Planung

Es wird angenommen, dass das Projektnetzwerk in Abbildung 6.1 (c¢) mit einer kom-
binierten Zielfunktion optimiert werden soll, dabei sollen einerseits die Verspatungen
gegeniiber den gesetzten Fertigstellungsterminen minimiert werden und andererseits
Zeitpuffer hinter kritische Aktivitdten eingeplant werden (vgl. Zielfunktion (3.20)).
Die Einhaltung der Termine wird dabei als deutlich wichtiger angesehen, Zeitpuf-
fer sollen nur dann eingeplant werden, wenn dies nicht zu einer hoheren Verspatung
von Aktivitdten mit Termin fiihrt. Die Gewichtungsfaktoren der Zielfunktion werden
daher auf w? = 10,w? = 1 gesetzt. In dem Beispiel werden zur Vereinfachung le-
diglich die Aktivitdten 2, 4, 6 und 10 betrachtet. Es wird weiterhin angenommen,
dass nur fiir die Aktivitit 10 ein Fertigstellungstermin von t1) = 10 festgelegt wurde
und die Aktivitat 2 als einzige kritische Aktivitdt markiert wurde, sodass also hinter
ihr, wenn moglich, ein Zeitpuffer eingeplant werden soll. Der Planungshorizont wird
vom Zeitpunkt 0 bis zum Zeitpunkt 15 angenommen. Um zwischen die Aktivitdten
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2 und 4 einen Puffer einzuplanen, muss Aktivitdt 2 so frith wie moglich und Akti-
vitdt 4 so spat wie moglich eingeplant werden, d.h. ks(se,dy) = —sg — € % dy und
k4(s4,ds) = s4. Die Aktivitat 6 ist fiir die Zielfunktion ohne Relevanz, da sie weder
einen Termin hat noch hinter einer kritischen Aktivitat liegt, sie wird daher einfach
so frith wie moglich eingeplant, um den nachfolgenden Aktivitdten moglichst viel Frei-
heit hinsichtlich ihrer Platzierung zu lassen. Aktivitdt 10 wird dann auch méglichst
frith eingeplant, wobei eine Einplanung vor ihrem Fertigstellungstermin ¢5) = 10 keine
zusétzliche Verbesserung des Zielfunktionswerts bedeutet, also gilt hier fiir die Plat-
zierungen kyo($19, d1o) = —max {0, s19 + d19 — 10}.

Durch die Vorrangbeziehungen werden die Aktivitaten 2, 4, 6 und 10 bei jeder giilti-
gen Sortierung der Aktivitdtenliste immer in dieser Reihenfolge eingeplant, wobei ggf.
noch andere Aktivitdten dazwischen eingeplant werden koénnen - der Puffer zwischen
den Aktivitaten 2 und 4 wird also immer vor der Entscheidung tiber die Verspatung
von Aktivitdt 10 geplant. Wiirde man jetzt versuchen, die Aktivitdten immer direkt
moglichst nah an ihre lokal besten Positionen zu planen, dann wiirde sich ein Plan
wie in Abbildung 6.1 (a) ergeben. Die Aktivitat 4 wiirde bei ihrer Einplanung so weit
wie moglich nach hinten bis zu ihrem spétesten Fertigstellungszeitpunkt geschoben,
dadurch wiirde der geforderte Zeitpuffer zwischen den Aktivitdten 2 und 4 mit 6 Zeit-
perioden maximal. Anschliefend kénnten die Aktivitdten 6 und 10 (Aktivitat 10 ist
wegen ihrer Dauer von d = 0 im Plan nicht sichtbar) nur zu den Zeitpunkten 11 bzw. 15
starten, das Projekt hatte damit eine Verspatung von 5 Zeitperioden, der globale Ziel-
funktionswert wére z = 10%x5—1%6 = 44. Hatte man dagegen die Aktivitdt 4 zunéchst
nur eine Zeitperiode hinter ihrer frithesten Startzeit gestartet, ware der Zeitpuffer mit
dieser einen Zeitperiode zwar deutlich kleiner, die nachfolgenden Aktivitdten konnten
dafiir jedoch noch alle vor/bis zu ihren Fertigstellungsterminen eingeplant werden, es
gébe keine Verspatung. Der Zielfunktionswert wire mit z = 10x0—1x1 = —1 deutlich
besser und in diesem Fall sogar optimal.

Zwischenfazit zur lokal-optimalen Planung

Das serielle Einplanungsschema probiert sowohl in seiner urspriinglichen Variante (vgl.
Kapitel 3.3.1) als auch in der hier beschriebenen Variante fiir flexibel planbare Res-
sourcenbedarfe bei der Einplanung einer Aktivitdat die moglichen Platzierungen in
einer zuvor vorgegebenen Reihenfolge durch, bis eine giiltige Platzierung gefunden
wurde. Uber das Festlegen dieser Reihenfolge, in der die Platzierungen ausprobiert
werden, kann ausgedriickt werden, welche Platzierungen einer Aktivitdt besonders at-
traktiv sind und daher zuerst ausprobiert werden sollen. In den Abschnitten 6.3 und
6.4 wird gezeigt, wie sich fiir verschiedene Zielfunktionen solche Platzierungsreihen-
folgen ableiten lassen. Damit ist es mit diesem Einplanungsschema generell moglich,
zum einen konstante und flexibel planbare Ressourcenbedarfe zu berticksichtigen (als
Erweiterung von Kolisch u.a. (2003)) und zum anderen beliebige zeitbasierende Ziel-
funktionen abbilden zu kénnen (als Erweiterung von Neumann u. a. (2003)). Fur diese
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Zielfunktionen zeigt sich jedoch, dass es aufgrund der seriellen Einplanung der Ak-
tivitdten nicht so einfach moglich ist, bei der Einplanung einer Aktivitdt zu wissen,
wie viel Riicksicht bei ihrer Platzierung auf spater noch einzuplanende Aktivitdten
genommen werden muss, um auch insgesamt einen guten Plan zu erhalten. Ein kleines
Beispiel hat gezeigt, dass es fiir ein gutes Planungsergebnis notig sein kann, eine Ak-
tivitdat nicht immer direkt lokal-optimal einzuplanen, sondern bewusst eine zunéachst
etwas schlechtere Platzierung zu wahlen, um anschlieBend andere, aus Sicht der Ziel-
funktion hoherwertige Aktivitdten besser einplanen zu konnen. Dazu wére es wegen
der seriellen Planung allerdings nétig, dass schon bei der Einplanung einer Aktivitat
bekannt ist, in welchem Mafle auf eine bessere Platzierung bewusst verzichtet werden
soll, um spatere Aktivitdten nicht zu behindern. Ein Ansatz, wie dieses Problem gelost
werden kann, wird im Folgenden prasentiert.

Erweiterung der Reprasentation

Aus dem einfachen Beispiel zu Abbildung 6.1 lassen sich eine Reihe von qualitativen
Aussagen zur Planung von Projektablaufplanen mit dem seriellen Einplanungsschema
und nicht-regularen Zielfunktionen ableiten:

o Die Menge aller Aktivitaten lasst sich generell in zwei disjunkte Untermengen
einteilen: Die Aktivitdten, deren Platzierung einen direkten Einfluss auf den
Zielfunktionswert hat und die Aktivitdten, die einfach nur innerhalb aller Re-
striktionen eingeplant werden miissen.

o Durch die serielle Einplanung der Aktivitdten ist es moglich, dass die Platzie-
rungsmoglichkeiten einer Aktivitdt durch bereits zuvor eingeplante Aktivitaten
aufgrund von Vorrangbeziehungen und/oder noch verfiigharer Ressourcen ein-
geschrankt werden, zu diesem Zeitpunkt ist es aber nicht mehr moglich, zuvor
eingeplante Aktivitdten nochmal zu verschieben.

o Aktivitdten ohne Einfluss auf den Zielfunktionswert sollten daher so eingeplant
werden, dass sie die Platzierungsmoglichkeiten nachfolgender Aktivitdten mog-
lichst wenig einschrianken. Als wenig einschriankende Platzierung wird eine mog-
lichst frithe Platzierung angenommen, wobei bei einer flexiblen Dauer und fle-
xibel planbaren Ressourcenbedarfen an dieser Stelle noch nicht klar ist, ob fiir
die nachfolgenden Aktivitdten eine moglichst kurze Dauer aber dafiir ein ho-
her Ressourcenbedarf pro Zeitperiode oder eine langere Dauer mit einem dafiir
niedrigeren Ressourcenbedarf pro Zeitperiode besser ist.

o Bei Aktivitdten mit Einfluss auf den Zielfunktionswert muss abgewogen werden
zwischen einer lokal-optimalen Einplanung und einer Einplanung, durch die die
Platzierungsmoglichkeiten spéterer Aktivitaten nicht zu sehr eingeschrankt wer-
den. Wie genau diese Abwiagung aussieht, kann im Einzelfall im Moment der
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Einplanung (wie bei der vorherigen Aussage zu den flexiblen Dauern) noch nicht
gesagt werden, da hier ebenfalls noch nicht bekannt ist, wie die nachfolgenden
Aktivitdten eingeplant werden kénnen und was daher fir diese das Beste ist.

Anhand dieser Aussagen lassen sich somit drei Einflussfaktoren erkennen, durch
die sich entscheidet, wie gut letztendlich der Zielfunktionswert eines Projektplans ist,
dessen Aktivitdten mit mit dem zuvor vorgestellten erweiterten Einplanungsschema
(Algorithmus 1) platziert wurden.

1. Die Reihenfolge der Einplanung der Aktivitéiten, d.h. genau wie beim klassischen
(F)RCPSP die Sortierung der Aktivitaten in der Aktivitatenliste (vgl. Kapitel
3.3.2).

2. Fir Aktivitdten mit flexibler Dauer und flexibel planbaren Ressourcenbedarfen
die Abwéigung zwischen kurzer und langer Dauer und damit unterschiedlichen
Ressourcenprofilen.

3. Fir zielfunktionsrelevante Aktivitdten die Abwagung zwischen einer lokal-op-
timalen Platzierung und einer Platzierung, die die Einplanungsmoglichkeiten
spaterer Aktivitaten nicht zu sehr einschrankt.

Die bekannte und in Kapitel 3 oft beschriebene Losungsrepriasentation als sortierte
Aktivitdtenliste berticksichtigt dabei nur den ersten Punkt dieser Aufzahlung. Diese
sortierte Aktivitdtenliste wird wie in Kapitel 3.3.1 mit 7 bezeichnet. Im Folgenden wird
diese Reprasentation erweitert und das serielle Einplanungsschema darauf angepasst,
um auch die weiteren beiden Punkte berticksichtigen zu konnen.

Der zweite Einflussfaktor, die Dauer einer Aktivitat, lisst sich wie folgt abbilden: Die
mogliche Dauer einer Aktivitat kann einen Wert aus der Menge { di, ... ,d_z} annehmen.
In Abschnitt 6.1 wurde erlautert, dass bei dem Einplanungsschema von Kolisch u. a.
(2003) eine Aktivitdt immer so kurz wie moglich eingeplant wurde, dies kann tiber
die lokale Fitnessfunktion k;(s;,d;) = —s; — € * d; erreicht werden. Um eine Aktivitat
bewusst ldnger einzuplanen, als es eventuell nétig ware (und dafiir weniger Ressourcen
pro Zeitperiode zu verbrauchen), wird jetzt fir jede Aktivitdt ein Offsetwert d €
{0, o dy — d; } definiert. Die Definition der Menge aller moglichen Platzierungen einer
Aktivitat wird nun wie folgt abgedndert:

Py = {(Siz, diy)|8ix € {EST;, ..., LST,} Ndyyy € {d; + d?,...,d;} A Siz +dyy < LFT;}

Wird jetzt fiir eine Aktivitiat der Offsetwert dY > 0 gesetzt, so sind die Platzierungen
mit einer Dauer zwischen d; und d; + d? — 1 nicht mehr in der Menge der moglichen
Platzierungen enthalten und werden dementsprechend auch nicht mehr durch die £;-
Funktion bewertet und eventuell als Platzierung fiir die Aktivitdt ausprobiert. Das
folgende Tupel beschreibt dann die Liste der Offsetwerte fiir alle Aktivitaten:

O=(dS,....d%)
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Um zu steuern, wie dicht eine Aktivitdt an ihr lokales Optimum geplant wird, wird
fir jede Aktivitat zusatzlich zu ihrer lokalen Fitnessfunktion k; ein lokaler Fitness-
zielwert k' € [min (k;), max (k;)] definiert. Die Sortierungsvorschrift fiir die Liste der
moglichen Platzierungen ©; wird nun wie folgt geédndert:

k7 — kilsi, di)| < |k = ki(s7, )| — Ida(s;, d;) < Idw(s},d}) (6.1)
Eine mogliche Platzierung wird also desto weiter vorne in die Liste einsortiert, je kleiner
der Abstand ihres lokalen Fitnesswertes zum Fitnesszielwert ist. Die Menge aller Ak-
tivitaten SV wird jetzt aufgeteilt in die Menge der zielfunktionsrelevanten Aktivititen
¢ C SV sowie alle verbleibenden Aktivitditen S™V\¢. Diese verbleibenden Aktivititen
sollen wie zuvor erldutert so frith wie moglich eingeplant werden, um nachfolgende Ak-
tivitdten so wenig wie moglich einzuschrinken. IThre lokale Fitnessfunktion ist somit
immer k;(s;,d;) = —s; — e xd; und ihr Fitnesszielwert immer &k} = —EST; — e d;. Fiir
alle zielfunktionsrelevanten Aktivitdten ¢ € ¢ wird die k;-Funktion entsprechend der
Zielfunktion angepasst (vgl. Abschnitt 6.3) und iiber die Festlegung des Fitnessziel-
werts k7 kann nun bestimmt werden, in wie weit versucht werden soll, die Aktivitat
an ihr lokales Optimum zu planen. Das Tupel

K* = (kj,...,ky)

beinhaltet demnach die Fitnesszielwerte aller Aktivitaten.
Zusammenfassend bezeichnet also das Tupel

o=(r,0,K") (6.2)

die komplette Représentation einer Losung, die dann mit dem Algorithmus 2 eindeutig
in einen Projektablaufplan umgewandelt werden kann, der anschliefend anhand einer
Zielfunktion bewertet werden kann.

Der Algorithmus 2 iteriert tiber alle Aktivitdten in der Reihenfolge, die durch die
Aktivitdtenliste 7 festgelegt wurde (ab Zeile 1). Fiir jede Aktivitét wird zunédchst neu
die Menge ihrer moglichen Positionen P; berechnet, da diese von den aktuellen Offset-
werten O der Aktivitatendauern abhéngt (Zeile 2). AnschlieBend wird durch Sortieren
von P; anhand der Fitnesszielwerte die Liste ©; bestimmt, wobei fiir die Sortierung
wie zuvor beschrieben die Sortierungsregel (6.1) angewendet wird (Zeile 3). Die Liste
O, enthalt jetzt also alle moglichen Positionen fiir die Aktivitat ¢ absteigend nach ihrer
Attraktivitat sortiert. Diese Liste wird nun von Anfang bis Ende durchgegangen und
fir jede mogliche Platzierung wird durch den Aufruf der Einplanungsfunktion (Algo-
rithmus 1) gepriift, ob die Aktivitdt an dieser Stelle eingeplant werden kann (Zeile 8).
Konnte eine Aktivitdt an keiner ihrer moglichen Platzierungen eingeplant werden, so
kann der Ablaufplan fiir das aktuelle o nicht aufgebaut werden und es wird ein Fehler
zuriickgegeben (Zeile 11). Die Einplanung war erfolgreich, wenn fiir alle Aktivitidten
eine giltige Platzierung gefunden werden konnte (Zeile 13).
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Algorithmus 2 : Erweitertes Einplanungsschema,

Input : Losungsreprasentation (7, O, K*)
Data : Ressourcenbedarfe 1y, 7o, wiV(i, k) € F, Verfiigbarkeit der Ressourcen
At
Result : Info ob die Losungsreprasentation erfolgreich in einen Ablaufplan
umgewandelt werden konnte

foreach 7 in 7 do
2 P+
{(Sm,diyﬂsm € {ES,_TZ, ey LS,_TZ} N diy S {%—i— d?, e ,d_l} N Six -+ diy S LFE}

juny

©; < sort(P;, k})
idx < 1
ok + 0
repeat
(SZ‘, dz) < @Z[ldX]
if einplanung((s;, d;),arr) = OK then ok + 1
idx < idx + 1
10 until ok = 1V idz > |©,]
11 if ok = 0 then return FEHLER
12 end
13 return OK

© 00 N O ok @
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6.2. Ein genetischer Algorithmus zur Steuerung des seriellen
Einplanungsschemas

Mit der im vorherigen Abschnitt definierten Reprasentationsform o = (7, O, K*) wird
eine mogliche Losung fiir das Problem F'PS|prec|- beschrieben, die mit dem Algorith-
mus 2 in einen Projektablaufplan dekodiert werden kann. Schon bei der klassischen
Représentationsform als reine Aktivitdtenliste 7 gab es sehr viele Moglichkeiten zum
Aufbau dieser Liste, sodass eine explizite Enumeration aller Moglichkeiten zum Finden
der besten Losung nicht in Frage kommt. Stattdessen wurden erfolgreich Metaheuris-
tiken zur Suche nach einer moglichst guten Sortierung eingesetzt (vgl. Kapitel 3.3.3).
Durch die Hinzunahme der Tupel O und K* vervielfacht sich nochmal die Anzahl an
moglichen Losungen, die durch o dargestellt werden kénnen. In diesem Abschnitt soll
daher ein genetischer Algorithmus (GA) auf Basis des erfolgreichen, in Kapitel 3.3.3
vorgestellten GA von Hartmann (1998) entwickelt werden, mit dem effizient der durch
(1,0, K*) aufgespannte Losungsraum nach guten Losungen durchsucht werden kann.

6.2.1. Aligemeiner Aufbau

Der in dieser Arbeit entwickelte genetische Algorithmus ist hier in Abbildung 6.2
visualisiert und wird in diesem und den nédchsten Abschnitten genauer erklart. Der
Grundaufbau des GA zur Durchsuchung des Losungsraums (7, O, K*) orientiert sich
dabei an den bisherigen Ansétzen aus der Literatur (vgl. Kapitel 3.3.3).

In einem GA werden zu jedem Zeitpunkt immer mehrere mogliche Losungen be-
trachtet und verdndert. Die aktuelle Menge moglicher Losungen wird dabei als Popu-
lation bezeichnet, eine einzelne Losung aus dieser Menge P heifit Individuum. Bevor
der eigentliche GA angewendet werden kann, muss zunéchst mit einer Konstruktions-
heuristik die initiale Population, d.h. eine Menge giiltiger Losungen, erzeugt werden
(vgl. Abschnitt 6.2.2). Anschliefend wird tiber mehrere Iterationen versucht, diese
Losungen durch zufillige kleine Anderungen zu verbessern.

Jede dieser Iterationen startet mit der Kreuzung von Individuen. Kreuzung be-
deutet, dass die Losungsreprasentationen von zwei zuféllig ausgewéhlten Individuen
miteinander kombiniert werden, sodass zwei neue Individuen entstehen (vgl. Abschnitt
6.2.3). Der Kreuzungsoperator wird so lange angewendet, bis sich durch die jeweils neu
hinzugekommenen Individuen die Gréle der Population verdoppelt hat. Der Gedanke
hinter diesem Schritt ist, dass einzelne Abschnitte der Losungsreprasentation schon zu
einem sehr guten Teilergebnis bei der Dekodierung des Plans fithren, andere Bereiche
dieses Plans jedoch noch nicht so gut sind. Eventuell gelingt es mit der Kreuzung, dass
ein guter Abschnitt aus der Losung von einem Individuum mit einem anderen guten
Losungsabschnitt eines anderen Individuums kombiniert wird und so insgesamt eine
noch bessere Losung entsteht.

Anschlieflend wird auf alle durch den Kreuzungsoperator neu erzeugten Individuen
einzeln der Mutationsoperator angewendet (vgl. Abschnitt 6.2.4). Dieser fiithrt zuféllige
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Abbildung 6.2. — Ablaufschema des genetischen Algorithmus

Anderungen an der Losungsreprisentation eines Individuums durch und soll dadurch
neue Auspragungen der Représentation erzeugen, die alleine durch den Kreuzungsope-
rator nicht erzeugt werden konnten. Im néchsten Schritt miissen alle neu erzeugten
und anschliefend verdnderten Individuen bewertet werden, d.h. ihre Losungsrepré-
sentation muss zu einem konkreten Projektablaufplan dekodiert werden, damit diese
anschlieffend mit einer Zielfunktion bewertet werden kann. Diese Dekodierung wird mit
dem erweiterten Einplanungsschema durchgefiihrt, das im vorangegangen Abschnitt
6.1 vorgestellt wurde (Algorithmus 2).

Nachdem durch die Bewertung auch von den neu erzeugten Individuen der Zielfunk-
tionswert bekannt ist, muss die durch den Kreuzungsoperator verdoppelte Population
wieder auf ihre urspriingliche Grofle reduziert werden, indem die besten Individuen
ausgewéhlt werden (vgl. Abschnitt 6.2.5). AnschlieBend kann entschieden werden, ob
eine weitere Iteration durchgefithrt werden soll oder ob der Algorithmus terminieren
soll. Im Gegensatz zu exakten Losungsverfahren gibt es bei einer solchen Metaheuristik
keine Information iiber eine untere Schranke beziiglich des erreichbaren Zielfunktions-
werts. Kriterium fiir die Terminierung kénnten daher entweder eine zuvor definierte
Anzahl an Iterationen sein oder das Erreichen einer bestimmten Zeitspanne, die seit
dem Start des Algorithmus vergangen ist.

In Gleichung (6.2) wurde die Losungsreprasentation (7,0, K*) definiert, welche vom
erweiterten seriellen Einplanungsschema (Algorithmus 2) in einen kompletten Projek-
tablaufplan dekodiert werden kann. Diese Repréasentation enthéalt die Reihenfolge 7
der Aktivititen fiir deren Einplanung, die Offsetwerte O fiir die Erhéhung der mini-
malen Dauer der Aktivitdten sowie die lokalen Fitnesszielwerte K* aller Aktivitdten
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fir die Abwéagung zwischen einer moglichst frithen bzw. lokal-optimalen Planung von
zielfunktionsrelevanten Aktivitidten i € ¢. Wahrend es aus Sicht des Einplanungssche-
mas nur darauf angekommen ist, aus der Losungsrepriasentation eindeutig und schnell
eine Losung dekodieren zu koénnen, ist es aus Sicht einer darauf aufbauenden Meta-
heuristik auch noch wichtig, eine solche Losungsreprasentation effektiv und effizient
verdndern zu kénnen, um moglichst schnell bessere Losungen zu finden. Aus diesem
Grund sollen die folgenden zwei Alternativen zur Darstellung eines Individuums j der
GA-Population als Erweiterung der Représentation (6.2) ndher untersucht werden:

Alternative 1: I7 = (7,0, K*,m) (6.3)
Alternative 2: I;-D =(V,O0,K*,m)

In beiden Varianten werden die Tupel O zur Speicherung der minimalen Offset-
Werte der Dauern und K* zur Speicherung der lokalen Fitnesszielwerte direkt aus
der (7,0, K*)-Repréasentation iibernommen, sodass die in den weiteren Abschnitten
beschriebenen Operatoren direkt darauf arbeiten werden. Die in beiden Varianten
zusatzlich eingefithrte Variable m € ¢ zeigt auf die zielfunktionsrelevante Aktivitét,
deren lokaler Fitnesszielwert bei der nachsten Mutation verbessert werden soll. Eine
genauere Erkldrung hierzu folgt in Abschnitt 6.2.4.

Die Varianten unterscheiden sich letztendlich in der Reprasentation der Einpla-
nungsreihenfolge der Aktivititen fiir das serielle Einplanungsschema. In der ersten
Variante (6.3) wird diese Reihenfolge direkt durch eine sortierte Liste der Aktivita-
ten dargestellt, die im weiteren Verlauf beschriebenen GA-Operatoren miissen dazu
sicherstellen, dass die Einhaltung der Vorrangbeziehungen (vgl. Restriktion (3.10)) bei
Veranderungen der Liste gewéhrleistet ist.

Bei der zweiten Variante (6.4) wird tiber das Tupel V' = {vy, ..., v;} jeder Aktivitét
i ein beliebiger Prioritatswert v; € [0, 1] zugewiesen. Die Ableitung einer Sortierung
erfolgt dann tber die Prioritdtsregel, dass aus der Kandidatenmenge aller Aktivita-
ten immer diejenige mit dem hochsten Priorititswert v; als nichstes eingeplant wird!.
Uber die Verdnderung eines v; € V wird somit eventuell die Position der Aktivi-
tdt ¢ in der anschliefend abgeleiteten Aktivitdtenliste beeinflusst, die Einhaltung der
Vorrangbeziehungen ist jedoch im Gegensatz zur ersten Variante immer automatisch
sichergestellt.

Hartmann (1998) hat zur Représentation der Sortierung der Aktivitaten beide Mog-
lichkeiten untersucht und kam zu dem Ergebnis, dass sein neu vorgeschlagener Ansatz
direkt auf der Aktivitatenliste 7 zu arbeiten, zu etwas besseren Losungen fiihrt, als
die Repréasentation durch Prioritdtswerte (im Allgemeinen bei genetischen Algorith-
men auch als Random Key-Représentation bezeichnet), fiir die er als Referenz auf
Lee und Kim (1996) verweist. Bei diesem Vergleich probiert Hartmann (1998) jedoch

1Siehe Kapitel 3.3.2 fiir eine genauere Erlduterung zur Ableitung von einer Sortierung mit Priori-
tatsregeln
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nur sehr beschrankt verschiedene Wahrscheinlichkeiten fiir den Mutationsoperator aus.
Dadurch, dass bei der Listenrepréisentation jedoch bei einer Mutation immer die Po-
sition der Aktivitat in der Aktivitatenliste geandert wird, dies bei der Reprasentation
durch Prioritatswerte jedoch nicht zwingend der Fall sein muss, wird vermutet, dass
die Représentation durch Prioritdtswerte mit anderen Parametern moglicherweise &éhn-
lich gute Ergebnisse erzeugen kann wie die Reprasentation als direkte Aktivitéitenliste.
Hinzu kommt, dass durch die erweiterte (7,0, K*)-Représentation der Losungsraum
erweitert wurde, weshalb es eventuell nicht moéglich ist, die Ergebnisse von Hartmann
(1998) fiir das RCPSP direkt auf das hier behandelte FRCPSP zu iibertragen. Aus die-
sen Griinden erscheint ein erneuter Vergleich beider Varianten als sinnvoll und notig,
dieser wird in Kapitel 7.3 durchgefiihrt.

6.2.2. Generierung einer Menge initialer Losungen

Der genetische Algorithmus arbeitet auf einer Menge vorhandener Losungen, die in
jeder Iteration zuféllig verandert werden, wodurch sich hoffentlich einige dieser Lo-
sungen verbessern. Wie im vorherigen Abschnitt beschrieben ist es dafiir notig, dass
es bereits zu Anfang eine Menge von giiltigen Losungen gibt, die dann als erste Ge-
neration der Population des GA benutzt werden. Um eine neue, giltige Losung fiir
diese initiale Losungsmenge zu erzeugen, wird das in der Praxis bewédhrte Random
Sampling-Verfahren zum Erzeugen zufilliger Aktivitétenlisten (vgl. Kapitel 3.3.2) wie
folgt fiir die hier entwickelte Losungsreprasentation erweitert:

1. Erzeuge eine zufillige Einplanungsreihenfolge fiir die Aktivitéten:

« Wird die Repréasentationsform (6.4) verwendet, werden dazu alle Prioritéts-
werte v; € V auf jeweils einen zufalligen Wert zwischen 0 und 1 gesetzt.

« Wird stattdessen die Reprasentationsform (6.3), d.h. Reprasentation der
Sortierung als direkte Aktivitdtenliste 7, verwendet, so wird zunéchst ana-
log zur Repréasentation (6.4) eine temporéare Liste von Prioritatswerten fir
jede Aktivitit erzeugt und die Elemente dieser Liste mit zufalligen Wer-
ten zwischen 0 und 1 gesetzt. AnschlieBend wird wie im vorangegangenen
Abschnitt beschrieben durch Interpretation dieser Werte als Prioritatsregel
eine sortierte Aktivititenliste 7 abgeleitet.

2. Setze m auf eine beliebige Aktivitat aus der Menge der zielfunktionsrelevanten
Aktivitaten ¢.

3. Setze alle Offsetwerte fir die minimalen Dauern der Aktivitaten

9 =0 Vd° € 0.

4. Setze die lokalen Fitnesszielwerte aller Aktivitaten i auf kj = —EST; — € * d;.
Setze unabhéngig von der tatsichlich anzuwendenden Zielfunktion die Fitness-
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funktionen aller Aktivitaten i temporar auf k;(s;,d;) = —s; — € * d;, um alle
Aktivitaten zunachst so frith wie moglich einzuplanen.

5. Mit den Schritten 14 ist eine mégliche Losungsreprésentation (7, O, K*, m) bzw.
(V,0, K*,m) komplett, bei dieser wird jedoch zunéchst durch die moglichst fri-
he Einplanung aller Aktivitdten von einer regularen Zielfunktion ausgegangen.
Um nun unter einer anderen Zielfunktion zu optimieren, dekodiere die daraus
ableitbare Représentation (7,0, K*) mit Algorithmus 2 zu einer Losung, sodass
anschliefend zu jeder Aktivitat eine giltige Platzierung (s;, d;) bekannt ist.

6. Setze die Fitnessfunktionen k; fiir alle Aktivitaten ¢ € ¢ wieder entsprechend
der tatsichlich zu verwendenden Zielfunktion (vgl. Abschnitt 6.3). Setze kf =
ki(s;,d;) Vi € ¢, wobei (s;,d;) die in Schritt 5 ermittelten Positionen der Aktivi-
taten beschreiben.

Nach Schritt 4 bei einer Optimierung unter reguldren Zielfunktionen oder nach
Schritt 6 bei einer Optimierung unter nicht-regularen Zielfunktionen ist eine giiltige
Losungsreprasentation (7,0, K*,m) bzw. (V,0, K*,m) komplett und kann zur Po-
pulation P hinzugefiigt werden. Diese Schritte werden so lange wiederholt, bis die
Population P eine zuvor definierte Anzahl an Individuen enthélt.

6.2.3. Operatoren fiir die Kreuzung von Individuen

Mit dem Kreuzungsoperator sollen aus zwei Eltern-Individuen 7 und I;D der Popu-
lation P zwei neue Kind-Individuen IZ; und I” erzeugt werden. Dabei werden die
Eigenschaften beider Individuen zuféllig kombiniert und auf die beiden abgeleiteten
Individuen aufgeteilt mit dem Ziel, dass bei geniigend oft durchgefiithrten zufalligen
Kreuzungen irgendwann ein Kind-Individuum entsteht, dass die guten Eigenschaften
beider Eltern-Individuen enthélt und dafiir weniger schlechte Eigenschaften.

Auswahl der Individuen

Bei der Anwendung des Kreuzungsoperators auf P muss im ersten Schritt entschieden
werden, welche zwei Elemente als Eltern-Individuen ausgewahlt werden. Hierzu gibt es
unabhéngig von der konkreten Anwendung auf das RCPSP verschiedene Ansétze. So
schliagt z.B. Holland (1975) vor, dass die Individuen zuféllig ausgewahlt werden sollen,
dass jedoch die Wahrscheinlichkeit fir die Auswahl eines Individuums proportional
abhangt vom seinem relativen Zielfunktionswert gegeniiber anderen Individuen. Da-
mit sollen Individuen mit einer bereits vergleichsweise guten Losung bei der Auswahl
bevorzugt werden. Andere Strategien sind z.B., dass ein Individuum mit einer guten
Losung mit einem Individuum mit einer schlechten Losung kombiniert wird.

Zum Losen des RCPSP mit einem GA wurden jedoch meistens die Eltern-Individu-
en rein zufillig aus der Menge P ausgewahlt (vgl. z.B. Hartmann (1998), Gongalves
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u.a. (2008)), diese zufillige Auswahl erwies sich auch in eigenen Voruntersuchungen
als beste Strategie. Es wird vermutet, dass dies mit den speziellen FEigenschaften einer
Aktivitatenliste zusammenhéangt. Wie in Kapitel 3.3.3 durch Abbildung 3.7 erkléart
wurde, kann es durch die Vorrangbeziehungen zwischen den Aktivitaten zu der Si-
tuation kommen, dass die Sortierung einzelner Abschnitte der Aktivitatenliste einen
groflen Einfluss auf auf den resultierenden Zielfunktionswert hat. Ist nun so ein kri-
tischer Abschnitt schlecht sortiert, so hat das Individuum einen schlechten Zielfunk-
tionswert. Dies schliefit jedoch nicht aus, dass es gleichzeitig trotzdem auch sehr gut
sortierte Abschnitte in der Aktivitatenliste geben kann, die sich moglicherweise nach
einer Kreuzung besser auf die gesamte Losung auswirken kénnen. Fir die Kreuzung
werden daher zwei Individuen I} und I} zuféllig aus der Menge P ausgewdhlt.

Kreuzung mit dem n-Punkt-Operator

Die in den Reprasentationen vorkommenden Tupel V, K* und O weisen jeder Aktivitat
i € SN einen bestimmten Wert zu. Sei « eines dieser Tupel aus dem Individuum 77
und [ das gleiche Tupel aus I;) . Zur Ableitung der beiden Tupel @ und 3’ fiir die zwei
Kind-Individuen % und I;? werden jetzt zufillig n Indizes A bestimmt und aufsteigend
sortiert, sodass gilt 1 < A\ < Ay < ... < A\, < N. Anschliefend werden, wenn n eine
gerade Zahl ist, die Tupel wie folgt kombiniert:

o =afl,..  MBM+1,... ] ah+1,...,N]

/

8 =Bl Alalh 4+ 1, Al B+ 1, N]

Fiir ungerade n gilt analog:

o =all,. MBMFL . A B+ 1, N]

’

6 :ﬁ[l,,)\l]a[)\1+1,,)\2]a[/\n—l—l,,N]

Es werden also fir die Aktivitdten ¢ = 1 bis ¢ = A\; die Werte des Tupels des ersten
Eltern-Individuums genommen, fir die Aktivitdten i = A\; + 1 bis i = Ay anschlieffend
die Werte des Tupels des zweiten Eltern-Individuums. Dies wird so lange alternie-
rend wiederholt, bis auch fiir die letzte Aktivitat N der Wert von einem der beiden
Eltern-Tupel gewihlt wurde. Fiir das zweite Kind-Tupel 3 werden dann in den sel-
ben Abschnitten, jedoch genau von den jeweils anderen Eltern-Tupeln die Elemente
entnommen.

Diese Art der Kreuzung der Tupel wurde in der Literatur (vgl. Lee und Kim (1996),
Hartmann (1998)) bei der Représentation der Sortierung der Aktivitaten durch Priori-
tatswerte verwendet und an dieser Stelle auf die weiteren Tupel K* und O ausgeweitet.
Dabei werden in Kapitel 7.3.1 fiir n folgende Werte untersucht, die so auch schon in
der aufgefiihrten Literatur verwendet wurden:

o n =1 (als One-Point Crossover bezeichnet)
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« n =2 (als Two-Point Crossover bezeichnet)

« n=N —1 (als Uniform Crossover bezeichnet)

Wird als Représentationsform fiir die Sortierung der Aktivitdten stattdessen, wie
von Hartmann (1998) vorgeschlagen, direkt eine Aktivitétenliste 7 verwendet, so kon-
nen zwei Eltern-Listen 71 und 75 nicht mehr wie oben beschrieben kombiniert werden,
da ein Element der Liste nun nicht mehr einer Aktivitat eine Eigenschaft zuweist,
sondern das Element selber die Aktivitat bezeichnet und sich die Information der Sor-
tierung aus der Position des Elements innerhalb der Liste ergibt. Hartmann (1998)
definiert den n-Punkt-Operator fiir zwei Listen dann wie folgt:

Es werden wie zuvor zufillig n Indizes A bestimmt und aufsteigend sortiert, sodass
gilt 1 < A < Ay < ... < A\, < N. Die Liste T{ wird nun so aufgebaut, dass zunéchst
die erste Eltern-Liste 71 von vorne an durchgegangen wird und in der Reihenfolge so
lange die Elemente von dieser Liste entnommen werden, bis die Positionen 1, ..., \; der
Kind-Liste 7'1' besetzt sind. Die Positionen A\; 4+ 1,..., Ay werden dann mit den ersten
Ay — A1 Elementen aus 7 besetzt, die zu dem Zeitpunkt noch nicht in T{ enthalten
sind. Dies wird abwechselnd mit 71 bzw. 7 als Quelle so lange durchgefiihrt, bis alle
Positionen in 7, besetzt sind. 7, wird dann analog bestimmt, wobei hier fiir die ersten
A1 Positionen 75 als Quelle genommen wird. Hartmann (1998) hat bewiesen, dass
durch diese Art der Rekombination der Listen die Vorrangbeziehungen zwischen den
Aktivitaten erhalten bleiben, sodass also immer giiltige neue Aktivitdtenlisten erzeugt
werden.

Zuletzt muss bei beiden Repréasentationsformen noch der Parameter m an die Kind-
Elemente weitergegeben werden. Dafiir wird definiert, dass fiir das Kind-Individuum
I P zufillig mit einer Wahrscheinlichkeit von 50% das m aus dem Eltern-Individuum
I, P entnommen wird, ansonsten aus /, P Fiir das zweite Kind-Individuum I 7 wird auf-
bauend auf der zuvor getroffenen Entscheldung m aus dem anderen Eltern—Ind1v1duum
entnommen.

Zur weiteren Unterscheidung von Eltern- und Kind-Individuen werden jetzt die
beiden erzeugten Kind-Individuen If, und 7%, zu einer temporaren Population P" hin-
zugefiigt, die dann durch die néchsten Schritte im GA weiter verarbeitet wird:

P’<—P’u{1§,f§}

Kreuzung mit dem Gewichtungsoperator

Der Wert eines Elements aus einem der beiden Tupel K* und O beschreibt die Ver-
schiebung der Position der Aktivitdt anhand einer Skala mit einer festen oberen
und unteren Grenze. Im einen Fall wird tiber den anvisierten lokalen Fitnessziel-
wert einer Aktivitdt ¢ zwischen dem schlechtesten und dem besten Fitnesszielwert
(min(k;(s;, d;)), max(k;(s;, d;))],V(si, d;) € P; entschieden, im anderen Fall tiber den
Offsetwert fiir die minimal erlaubte Dauer der Aktivitat im Bereich {0, Y d; }
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Betrachtet man weiterhin das Tupel der Prioritatswerte V', so beschreibt dort ein
einzelner Wert v; zwar nicht direkt die Position der Aktivitdt ¢ in der anschlieend
abgeleiteten Aktivitdtenliste, da sich diese Position erst durch den Vergleich von v; mit
den Prioritatswerten von anderen Aktivitaten ergibt. Da bei der zufélligen Besetzung
von v; jedoch von einer Gleichverteilung der Zufallswerte im Bereich [0, 1] ausgegangen
wird, ist bei einem hohen v; die Wahrscheinlichkeit grofler, dass die Aktivitdt ¢ eher
als andere Aktivitdten eingeplant wird.

Bei allen Auspriagungen des n-Punkt-Operators wird bei der Erzeugung des Kind-
Individuums fir jedes Element aus einem dieser Tupel immer genau der Wert des
entsprechenden Elements aus dem Tupel von einem der beiden Eltern-Individuen ge-
nommen. So werden zwar je nach gewéhltem n des Operators die Elemente des Tupels
aus beiden Eltern-Individuen zusammengestellt, die Entscheidung tiber den Wert eines
konkreten Elements bleibt jedoch immer eine bindre Entscheidung zwischen dem Wert
des einen oder dem anderen Eltern-Individuums. Hier stellt sich die Frage, in wie weit
es sinnvoll sein konnte, auch auf der Ebene einzelner Werte die Eigenschaften beider
Eltern-Elemente zu kombinieren. Dafiir wird im Folgenden der Gewichtungsoperator
definiert, der anschlieBend in Kapitel 7.3.1 naher untersucht und mit den n-Punkt-
Operatoren verglichen wird.

Seien I7 und I7 die zwei zu kreuzenden Eltern-Individuen und X € [0, 1] eine Zu-
fallszahl, die die Gewichtung zwischen I7 und I fiir die Kind-Individuen beschreibt.
Sei weiterhin « eines der Tupel V, O oder K* aus I” und 3 das entsprechende Tupel

aus I)”. Jedes Element 9?, € a' des ersten Kind-Individuums wird nun aus den beiden
entsprechenden Eltern-Elementen 6 und 6 wie folgt bestimmt:

09 = A% 0%+ (1— )% 0]

Analog dazu ergibt sich 9? wie folgt:

/

0 =(1—X) %0+ 16’

Beispiel: Hatte eine Aktivitit 7 in I7 einen Offset fiir die minimale Dauer von

d? =0undin I ZD von df = 10, so ergibt sich bei einer Gewichtung von 70:30 zwischen

den beiden Individuen (A = 0,7) folgendes Ergebnis:
e Fir [7:d? =0,7+0+0,3%10 =3

o Fiir 17: d? = 0,30 40,7+ 10 =7
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6.2.4. Operatoren fiir die Mutation

Der Mutationsschritt in einem genetischen Algorithmus dient dazu, zuféllige loka-
le Anderungen an einer vorhandenen Losung durchzufiihren, um diese so hoffentlich
insgesamt zu verbessern. Auf alle Individuen der Menge P’, die also in der aktuel-
len Iteration durch Anwendung des Kreuzungsoperators entstanden sind, werden an-
schliefend die Mutationsoperatoren angewendet. Im Folgenden wird fiir die méglichen
Bestandteile einer Losung der jeweilige Mutationsoperator definiert.

Aktivitatenliste 7

Wie in Abschnitt 6.2.1 erldutert, wurde die Aktivitatenliste 7 von Hartmann (1998)
zur Représentation der Sortierung der Aktivitdten vorgeschlagen und als Vergleichs-
moglichkeit in diese Arbeit ibernommen. Dieser Mutationsoperator fiir 7 entspricht
deshalb ebenfalls dem Vorschlag von Hartmann (1998).

Am Anfang der Liste begonnen, wird nacheinander fir jede Position aus 7 folgende
Operation durchgefiihrt: Sei k die Position von ¢ in 7 und j die Aktivitdt an Position
k+1. Wenn (7, j) ¢ A, dann tauschen ¢ und 7 mit einer Wahrscheinlichkeit von p” ihre
Positionen in der Liste, die Restriktion (3.10) zur Einhaltung der Vorrangbeziehungen
zwischen den Aktivitdten wird durch diesen Tausch nicht verletzt.

Prioritatswerte v; ¢ V

Jedes v; € V wird mit einer Wahrscheinlichkeit von p¥ auf einen zufilligen neuen
Wert aus dem Intervall [0, 1] gesetzt. Auf die Einhaltung von Vorrangbeziehungen
muss an dieser Stelle keine Riicksicht genommen werden, dies wird automatisch bei
der Dekodierung von V' in eine Aktivitatenliste sichergestellt (vgl. Abschnitt 6.2.1).
An dieser Stelle wird besonders deutlich, worin sich die beiden Représentationsfor-
men 7 und V zur Beschreibung der Sortierung der Aktivitaten und die dazugehorigen
Mutationsoperatoren unterscheiden. Sei 7 C S™ eine Menge von Aktivitéiten, zwischen
denen keine Vorrangbeziehungen definiert sind, die also in jeder beliebigen Reihenfol-
ge eingeplant werden konnen. Um jetzt beispielsweise die erste Aktivitat aus 7 an die
letzte Position zu bringen, muss bei der Reprasentationsform 7 |7| Mal hintereinander
das Ereignis zum Tausch von zwei Aktivitdten eintreten. Fiir den Einzelfall 1asst sich
auBerdem sagen, dass sich bei jedem einzelnen Eintreten des Ereignisses mit der Wahr-
scheinlichkeit p™ auf jeden Fall die Position der Aktivitdten in der Liste &ndern. Bei
der Représentation iiber Prioritatswerte ist dieses Verhalten qualitativ gesehen genau
entgegengesetzt. Bei einem einzelnen Eintreten des Ereignisses, d.h. bei einem einzigen
Austausch eines v; € V ist nicht sichergestellt, dass sich dadurch auch die Position der
Aktivitdt ¢ in der anschlielend abgeleiteten Reihenfolge fir die Einplanung édndert.
Liegt der zuféllig gezogene neue Wert fiir v; nah genug am vorherigen Wert, so wird
die Aktivitat ¢ ihre Position behalten. Es ist jetzt jedoch auch méglich, dass mit einem
einzigen Austausch von v; die Aktivitdt ¢ gleich um mehrere Positionen verschoben
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wird, z.B. wenn v; vorher der kleinste Prioritdatswert aller Aktivitdten aus = war und
jetzt der grofite Prioritatswert ist.

Die Représentationsform 7 mit dem dazugehorigen Mutationsoperator bewirkt also
cher kleinere Anderungen hinsichtlich der Einplanungsreihenfolge der Aktivititen bei
einer niedrigen Wahrscheinlichkeit p”. Wird p™ dagegen grofler gewéhlt, werden alle
Aktivitaten haufiger verschoben und die gesamte Liste ist bei mehrmaligem Anwen-
den des Mutationsoperators weniger stabil. Dagegen hat bei der Repréasentation V'
die Wahrscheinlichkeit p" keinen Einfluss darauf, um wie viele Positionen eine Akti-
vitit verschoben werden kann. Ein kleines p¥ fiihrt also bei mehrmaliger Anwendung
eher zu einer stabilen Liste, wobei eine einzelne Aktivitit trotzdem deutlich ihre Po-
sition verdndern kann. Welche dieser Varianten mit welchen Wahrscheinlichkeiten zu
besseren Ergebnissen fiihrt, wird in Kapitel 7.3.1 genauer untersucht.

Offsetwerte fiir minimale Dauer d9 € O

Jedes d° € O wird mit einer Wahrscheinlichkeit von p© veriindert. Soll ein df verindert
werden, so wird es mit einer Wahrscheinlichkeit von 50% um 1 erhoht, andernfalls um
1 verringert. Wiirde der neue Wert von d¢ nicht mehr in der Menge {0, o d — d; }
enthalten sein, so wird die Anderung nicht durchgefiihrt.

Lokale Fitnesszielwerte £} € K*

In Abschnitt 6.1 wurde erlautert, wie die lokalen Fitnesszielwerte verwendet werden
konnen, um die zielfunktionsrelevanten Aktivitdaten nicht sofort auf ihre lokal best-
mogliche Position einzuplanen. Dadurch soll eine frithzeitige Terminierung des Algo-
rithmus in einem lokalen, aber nicht globalen Optimum, vermieden werden. Bei der
Initialisierung des GA werden zunéchst alle lokalen Fitnesszielwerte passend zu den
Platzierungen gesetzt, die die Aktivitdaten bei frithestmoglicher Einplanung erreichen
konnten (vgl. Abschnitt 6.2.2). Mit dem Mutationsoperator auf K* wird jetzt ge-
zielt ein einzelnes £} verandert, um anschlieBend durch Dekodierung der Losung zu
evaluieren, ob durch diese kleine Anderung tatsichlich auch global ein besserer Ziel-
funktionswert erreicht werden konnte. Das ist genau dann der Fall, wenn die zu k;
gehorende Aktivitdt ¢ jetzt lokal besser platziert werden kann, dadurch aber keine
anderen zielfunktionsrelevanten Aktivitdt derart schlechter platziert werden miissen,
dass der negative Einfluss der nun schlechter platzierten Aktivitaten auf den Zielfunk-
tionswert grofer ist, als der Einfluss der einen besseren Platzierung von .

Um nun gezielt einzelne zielfunktionsrelevante Aktivitdten zu verbessern, wurde bei
der Definition der Représentationen die zusétzliche Variable m € ¢ eingefiihrt. Der
Mutationsoperator auf K* wird so definiert, dass er bei seiner Anwendung immer
nur k7, verédndert, also nur den lokalen Fitnesszielwert der Aktivitat m. Der Operator
wird mit einer Wahrscheinlichkeit von p~ auf K* angewendet und tritt dieses Ereignis
ein, so wird k), = min {k;(s;, d;)|(si,d;) € Pi A\ ki(s4,d;) > Kk, } gesetzt (sofern es eine
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Position gibt, fir die die k-Funktion einen grofieren Wert als k7, liefert). Da, wie
im néchsten Absatz gezeigt, die Variable m nicht in jeder Iteration verdndert wird,
wird auf diese Weise in einem Individuum gespeichert, welche zielfunktionsrelevante
Aktivitat sich bei der aktuellen Einplanungsreihenfolge der Aktivitdten gut verbessern
lasst. Wird m némlich nicht verandert aber die eben beschriebene kleine Erhohung von
ky. fihrt global zu einem besseren Zielfunktionswert, so wird das aktuelle Individuum
wahrscheinlich fir die ndchste Generation ausgewéhlt (vgl. Abschnitt 6.2.5), d.h. in
der nachsten Iteration wird wieder versucht, dieses £, noch weiter zu erhéhen, um ggf.
eine noch bessere Losung zu erhalten. Hat sich die Losung dagegen verschlechtert, so ist
es wahrscheinlich, dass dieses Individuum nicht fiir die nachste Generation ausgewahlt
wird. Hat sich die Losung nicht verdndert, z.B. weil die Aktivitat m nicht auf die durch
das neue k7, beschriebene bessere Position eingeplant werden konnte, jedoch auch keine
anderen Aktivitaten verdndert wurden, so ist es moglich, dass das Individuum in die
néichste Generation gewéhlt wird und dann ggf. nach einer Mutation von m versucht
wird, eine andere Aktivitit besser zu platzieren.

Zu verandernde zielfunktionsrelevante Aktivitat m € ¢

Wie im vorherigen Absatz erklart wurde, wird iiber die Variable m an die Kind-
Individuen weitergegeben, von welcher Aktivitat der lokale Fitnesszielwert durch die
nachste Mutation verdndert werden darf. Dazu wird zur Mutation von m dieses mit
einer Wahrscheinlichkeit von p™ auf eine zufillig ausgewéhlte Aktivitdt aus der Menge
¢ gesetzt.

6.2.5. Selektionsphase und nachste lteration

Nach Anwendung des Kreuzungsoperators und des Mutationsoperators kann die tem-
porire Population der eigentlichen Population hinzugefiigt werden (P < P U P'),
wodurch sich die Anzahl der Individuen in P verdoppelt. Damit daraus tiber mehre-
re Iterationen des GA hinweg kein exponentielles Wachstum wird, muss P am Ende
jeder Iteration durch das Entfernen von Individuen wieder auf seine urspriingliche
Grofle reduziert werden. Da sich durch die Mutation die Losung und damit auch der
Zielfunktionswert einiger Individuen geandert haben konnte, werden hier zunéchst
alle Individuen aus P’ mit dem Algorithmus 2 dekodiert, sodass ihr Zielfunktions-
wert aufgrund der dabei ermittelten Platzierungen der Aktivitdten bestimmt werden
kann. AnschlieBend werden die |P’| Individuen mit den besten Zielfunktionswerten
aus P fiir die ndchste Generation der Population ausgewéhlt, alle anderen Individuen
werden verworfen. Diese einfache und in zahlreichen in dieser Arbeit referenzierten
Veroffentlichungen verwendete Strategie erwies sich auch in eigenen Tests unabhén-
gig von anderen Parametern immer als erfolgreicher als z.B. die proportional-zufallige
Auswahl der Individuen (vgl. z.B. Holland (1975)), weshalb hier auf eine detailliertere
Untersuchung von Alternativen verzichtet wird.
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Optional: Aktualisierung aller £

Bei der Erlauterung der Mutationsoperatoren in Abschnitt 6.2.4 wurden bereits die
Folgen fiir ein Individuum erlautert, wenn das aktuelle £}, verdndert wird. Durch diese
mogliche Verschiebung einer Aktivitat konnen ggf. auch andere Aktivitdten nicht mehr
an ihre vorherige Positionen geplant werden, ihre tatsachliche Position weicht also von
der durch ihr k} anvisierte Position ab. Ebenso durch Anderungen an der Einplanungs-
reihenfolge der Aktivitdten oder der Veranderung der Offsetwerte fiir die minimalen
Dauern konnen Aktivitédten ihre Position verdndert. Uber mehrere Iterationen kann es
also dazu kommen, dass immer mehr Werte von K* immer deutlicher von den Werten
der k;-Funktionen zu den tatsédchlichen Positionen abweichen. Es konnte jetzt zwar
sein, dass durch fortwiahrende Anderung der Einplanungsreihenfolge nach einiger Zeit
eine Reihenfolge gefunden wird, mit der es wieder moglich ist, die zielfunktionsrelevan-
ten Aktivitdten moglichst nah an ihre anvisierten Positionen einzuplanen. Wenn dies
jedoch nicht eintritt, ist der in Abschnitt 2 beschriebene Effekt des Mutationsopera-
tors nicht mehr gegeben, dass durch die Variable m in den Individuen an die néchste
Generation weitergegeben wird, welche zielfunktionsrelevante Aktivitat sich gerade
tatsachlich noch verbessern ldsst. Aus diesem Grund wird als mogliche Option fiir den
Algorithmus vorgeschlagen, nach der Selektion bei allen fiir die néchste Generation
ausgewahlten Individuen das Tupel K* zu aktualisieren, sodass kf = k;(s;,d;)Vi € ¢
gesetzt wird, wobei (s;, d;) die Position beschreibt, an die die Aktivitat bei der Evalua-
tion der Losung zuletzt tatséchlich eingeplant werden konnte. Dadurch entspricht K*
bei der néchsten Iteration immer den zuletzt erreichten Positionen der Aktivitdten.
Ob diese Erweiterung des GA zu besseren Ergebnissen fiihrt oder ob es besser ist, auf
die Aktualisierung zu verzichten, wird in Kapitel 7.3.2 genauer untersucht.

6.3. Anpassung an zeitbezogene Zielfunktionen

In den vorherigen Abschnitten dieses Kapitels wurde ein genetischer Algorithmus
fiir ein erweitertes serielles Einplanungsschema vorgestellt, mit denen das Problem
FPS|prec|- prinzipiell fir unterschiedliche Zielfunktionen gelést werden kann. Dazu
miissen vor der Optimierung die Menge ¢ der zielfunktionsrelevanten Aktivitaten sowie
die k;-Funktionen dieser Aktivitdten abhingig von der tatsdchlich zu verwendenden
Zielfunktionen entsprechend definiert werden. In diesem Abschnitt wird gezeigt, wie
¢ und k;(s;, d;) fir einige konkrete Zielfunktionen aussehen konnen.

6.3.1. Minimierung der Projektlaufzeit

Die Minimierung der Projektlaufzeit sowohl fiir ein Projekt (Gleichung (6.5)) als auch
fiir mehrere Projekte (Gleichung (6.6)) ist eine reguldre Zielfunktion, deren optimale
Losung durch frithestmdégliche Einplanung aller Aktivitdten mit der richtigen Einpla-
nungsreihenfolge erreicht werden kann (vgl. Kapitel 3.3.2).
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min f, (6.5)
min Y f; (6.6)
iesSP

Im Einzelprojektfall wird dafiir der Fertigstellungszeitpunkt der letzten Blindak-
tivitdt im Aktivitdtennetzwerk minimiert, im Multiprojektfall die Summe der Fer-
tigstellungszeitpunkte der Blindaktivititen am Ende jedes einzelnen Projekts (vgl.
Abbildung 3.3). f,, beschreibt dabei den Fertigstellungszeitpunkt der letzten Blind-
aktivitdt im gesamten Aktivitdtennetzwerk, die Menge ST enthélt von jedem Projekt
die Blindaktivitat am Ende des Projektaktivitatennetzwerks.

Da per Definition (vgl. Ausdruck (6.1) und anschlieBende Erlauterung) alle nicht-
zielfunktionsrelevanten Aktivitdten aufgrund ihrer k;-Funktion immer so frith wie mog-
lich eingeplant werden, werden dadurch reguldare Zielfunktionen bereits hinreichend
abgebildet. Eine Abwigung und schrittweise Anderung der Platzierungen verschiede-
ner Aktivitdten durch den Mutationsoperator ist somit nicht nétig. Zur Umsetzung
von (6.5) und (6.6) kann daher ¢ = { } gesetzt werden.

6.3.2. Minimierung der Verspatung von Aktivitaten oder Projekten

Bei der Betrachtung von mehreren Projekten kann es fiir diese individuelle Fertigstel-
lungstermine geben, die im Rahmen der Planung eingehalten werden sollten. Dieses
Konzept kann dahingehend verallgemeinert werden, dass unabhéngig von einer Par-
titionierung des Aktivitdtennetzwerks anhand verschiedener Projekte stattdessen ein-
zelne Aktivititen einen Fertigstellungstermin ¢ haben kénnen. Wenn D die Menge
aller Aktivitdten mit Fertigstellungsterminen ist, dann wird mit der Zielfunktion (6.7)
die Summe aller Verspatungen minimiert, mit der Zielfunktion (6.8) wird zusétzlich
versucht zu verhindern, dass eine Aktivitdt vor ihrem Fertigstellungstermin endet.

min Z max {0, f; — 7’} (6.7)
ieD

minz |fi — P (6.8)
i€D

Um mit Algorithmus 2 einen Projektablaufplan unter einer dieser Zielfunktionen zu
optimieren, wird ¢ = D gesetzt. Fir die Zielfunktion (6.7) wird die lokale Fitness-
funktion der Aktivitdten wie folgt angepasst:

kl<81,dz) = — Inax {O, fz — tlD} VieD

Damit wird ausgedriickt, dass auch wenn eine Fertigstellung von Aktivitédten vor ihrem
Fertigstellungstermin zu keinem schlechteren Zielfunktionswert fiihrt, dieses auch kei-
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nerlei Vorteile bringt und so jede mogliche Position mit einem Fertigstellungszeitpunkt
bis zum Fertigstellungstermin prinzipiell als gleich gut angesehen werden soll. Bei der
Zielfunktion (6.8) wird dagegen die lokale Fitnessfunktion folgendermafien angepasst:

k(sl7 z)__lfz tzD| VieD

Ebenfalls ist es moglich, dass diese beiden Varianten gemischt werden, also die k;-
Funktionen mancher Aktivitdten mit Fertigstellungstermin nur zur Einhaltung des
Termins konfiguriert werden und fiir andere Aktivitdten so eingestellt werden, dass
der Termin genau erreicht werden soll.

6.3.3. Einhaltung von Zeitfenstern

Ahnlich zur Einhaltung eines Zeitpunkts der Fertigstellung einer Aktivitdt ist die
Einhaltung eines Zeitfensters ﬂ bis t}. Wenn die Menge W die Aktivitdten mit
definiertem Zeitfenster enthélt, dann kann durch die folgende Modifizierung der k;-
Funktion erreicht werden, dass die Optimierung versucht, diese Zeitfenster so gut wie
moglich einzuhalten:

ki(si, di) = —(max (0,) — f;) + max (0, f; —t/V)) Vie W (6.9)
Als Alternative wéare z.B. denkbar, das Zeitfenster nicht fiir den Fertigstellungszeit-
punkt der Aktivitat zu definieren, sondern fiir den gesamten Ausfithrungszeitraum von
dieser. In dem Fall sollte also ﬁ <s < fi < tE’V eingehalten werden, was durch die
folgende k;-Funktion abgebildet werden kann:

ki(si, d;) = —(max (0,) — ;) + max (0, f; — 7)) Vie W

7

6.3.4. Robuste Planung mit Zeitpuffern

Um bei der Planung bewusst zu beriicksichtigen, dass die spéatere Ausfithrung einer
Aktivitdt ggf. mit Unsicherheiten behaftet ist und sich die Ausfithrung somit verzogern
kann, kann hinter solchen kritischen Aktivitdten ein Zeitpuffer eingeplant werden.
Aus Sicht der Planung bedeutet das, dass eine solche Aktivitat ¢ so frith wie moglich
platziert wird und alle direkten Nachfolger der Aktivitat so spat wie moglich. Wenn
C die Menge dieser kritischen Aktivitdten bezeichnet, dann kann die Einplanung von
Zeitpuffern mit der Zielfunktion (6.10) erreicht werden.

max Z min — fi} (6.10)

JESN\ 1,5)€

Zur Planung mit Algorithmus 2 miissen als zielfunktionsrelevante Aktivitaten nur die
Nachfolgeaktivitiaten der kritischen Aktivitdten betrachtet werden, da die kritischen
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Aktivitdten C' ohnehin auch schon mit den Standardeinstellungen des Algorithmus so
frith wie moglich eingeplant werden:

¢=1{je SN, j)e AnieC}

Um diese Aktivitdten nun so spat wie moglich einzuplanen, wird ihre lokale Fitness-
funktion wie folgt gedndert:

kj(Sj,dj) = Sj VJE {ZGSNEl(Z,l) GA/\ZEO}

6.3.5. Kombination von Zielfunktionen

In Kapitel 3.5.1 wurde bereits die Beriicksichtigung von mehreren Zielen bei der Opti-
mierung diskutiert, dabei wurden die zwei Varianten Paretofront und gewichtete Ziel-
funktion angesprochen. Zum Aufbau einer Paretofront wird der zu optimierende Plan
unter allen anzuwendenden Zielfunktionen einmal optimiert, dazu sind demnach keine
speziellen Anpassungen bei den zuvor vorgestellten Zielfunktionen nétig. Soll dagegen
die Optimierung mit einer einzelnen Zielfunktion durchgefiihrt werden, die aus gewich-
teten Unterfunktionen besteht, wird fir die Umsetzung mit Algorithmus 2 folgendes
Vorgehen vorgeschlagen: Die Menge ¢ enthélt alle Aktivitaten, deren k;-Funktion im
Folgenden modifiziert wird. Miisste die k;-Funktion einer Aktivitdt aufgrund mehre-
rer Unterzielfunktionen unterschiedlich modifiziert werden, so wird die Modifizierung
derjenigen Unterzielfunktion f, angewendet, die den hochsten Gewichtungsfaktor w,
in der gesamten Zielfunktion hat.

Als Beispiel fiir eine kombinierte Zielfunktion wird die Minimierung von Verspéatun-
gen fiir Aktivitaten mit Fertigstellungstermin in Kombination mit dem Einbau von
Zeitpuffern hinter kritischen Aktivitaten untersucht. Die entsprechende Zielfunktion
ist in Gleichung (6.11) dargestellt.

min wy * Zmax (0, fi —t7) — wp * Z (kjl)relg‘lk_' (fj —dj)— fi (6.11)
i€D ieSN -

Es wird angenommen, dass wr > wpg, d.h. die Einhaltung der Termine ist wichtiger
als die Einplanung von Zeitpuffern. Die Menge der zielfunktionsrelevanten Aktivitdten
wird dafiir wie folgt definiert:

¢=DuU{leSN3(i,l)e AnieC}

Zunachst werden die k;-Funktionen aller Aktivitdten angepasst, die auf kritische Ak-
tivitdten folgen:

kj(sjadj) = §j VJ S {l c SN|E|(Z,Z> e AN E C}
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Anschlieflend werden die k;-Funktionen der Aktivitdten mit einem Fertigstellungster-
min modifiziert und dabei ggf. vorher angewendete Modifizierungen tiberschrieben:

ki(s;, d;) = —max{O,fi — tiD} Vie D

Wiéhrend die Reihenfolge der Anwendung der Modifizierungen der k;-Funktion an-
hand der Gewichtungen der Unterzielfunktionen ein allgemein anwendbarer Ansatz
zur Berticksichtigung beliebiger Zielfunktionen ist, kann bei Kenntnis der konkreten
Unterzielfunktionen auch eine genauere Anpassung denkbar sein. Hat eine Aktivitat
z.B. einen Fertigstellungstermin und ist gleichzeitig Nachfolger einer kritischen Akti-
vitat, dann sollte der Startzeitpunkt der Aktivitat so spéit wie moglich liegen, so lange
dadurch der Fertigstellungszeitpunkt nicht den Fertigstellungstermin tiberschreitet.
Dies kann iiber die Einplanung in ein Zeitfenster abgebildet werden, wobei der Start
des gewiinschten Zeitfenster ¢} = tP — d; und das Ende auf ¢} = tP gesetzt werden.

ki(si, d;) = —(wg * max (0, — ;) + wp * max (0, f; — t))

Die Gewichtungsfaktoren der Unterzielfunktionen gehen jetzt direkt in die k;-Funktion
mit ein, um dort zu modellieren, dass eine Positionierung hinter dem Fertigstellungs-
termin schlechter ist als eine Positionierung vor diesem. Die optimale Platzierung der
Aktivitat ware demnach die mit der kiirzesten Dauer und dem Fertigstellungszeitpunkt
am Fertigstellungstermin.

6.4. Anpassung an weitere Zielfunktionen

Der Algorithmus 2 kann einen Projektablaufplan unter verschiedenen Zielfunktionen
optimieren, wenn diese Zielfunktionen zeitbasiert sind, d.h. mit ihnen die absolute
oder die relative Position von einzelnen Aktivitiaten bewertet werden. Im vorherigen
Abschnitt 6.3 wurden dafiir mogliche Zielfunktionen vorgestellt. Die Analyse géngiger
Zielfunktionen in Kapitel 3.5.1 hat jedoch gezeigt, dass es in der Projektablaufpla-
nung auch Zielfunktionen gibt, die aufgrund dieser Einschrdnkung von Algorithmus
2 nicht direkt unterstiitzt werden. Solche Zielfunktionen liegen jedoch auflerhalb des
in Kapitel 4 abgegrenzten Bereichs dieser Arbeit und wurden daher beim Entwurf
der Optimierungsmethode und auch bei dessen Evaluation in Kapitel 7.3 nicht néher
untersucht. Dennoch sollen im Folgenden zwei mogliche Anséatze als Ideen fiir weitere
Forschung vorgestellt werden, mit denen der Bereich der abdeckbaren Zielfunktionen
von Algorithmus 2 erweitert werden kann.

Dynamische Anpassung der k;-Funktionen

Unter der Pramisse einer moglichst gleichmafigen Auslastung der vorhandenen Res-
sourcen (vgl. Zielfunktion (3.18)) kann es notig sein, dass zur Bewertung der méglichen
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Platzierungen einer Aktivitdt nicht nur Start- und Fertigstellungstermine der Platzie-
rungen selber bekannt sein miissen, sondern auch die Positionen anderer Aktivitdten
beriicksichtigt werden miissen. Dies stellt nicht nur fiir das in dieser Arbeit entwickelte
Konzept der Einplanung iiber die k;-Funktionen eine Herausforderung dar, sondern ist
generell bei einer seriellen Einplanung von Aktivitaten schwierig zu bertiicksichtigen, da
bei der Einplanung einer Aktivitat nur die Positionen der anderen Aktivitdten bekannt
sind, die aufgrund der Einplanungsreihenfolge bereits schon vorher eingeplant wurden.
Beispiel: pro Zeitperiode sollen, wenn moglich, zwei Aktivitdten ausgefithrt werden. In
t = 4 ist bis jetzt nur eine Aktivitit eingeplant und die nichste einzuplanende Aktivi-
tdt konnte zu diesem Zeitpunkt starten. Sie wird also zu diesem Zeitpunkt eingeplant,
s; = 4 wére fiir die Aktivitdt eine bevorzugte Platzierung. Wéren in ¢ = 4 bereits
zwei Aktivitaten eingeplant, so wiirde s; = 4 dagegen zu einer weniger attraktiven
Platzierung.

Um solche Informationen in der Einplanung mit k;-Funktionen zu beriicksichtigen,
ware es denkbar, die ki-Funktion jeder Aktivitat ¢ vor der Einplanung von ¢ anhand
der zu diesem Zeitpunkt bereits bekannten Positionen der zuvor eingeplanten Akti-
vitdten zu aktualisieren. Damit konnte eine Logik, wie in dem einfachen Beispiel zur
gleichméfigen Verteilung der Aktivitdten angesprochen, recht einfach umgesetzt wer-
den. Sollte die standige Anpassung der k;-Funktionen bei der Einplanung dazu fiihren,
dass die Losung eines Individuums sehr instabil iiber mehrere Iterationen des gene-
tischen Algorithmus ist, so wére eine weitere Moglichkeit, nicht alle k;-Funktionen
direkt wahrend der Einplanung anzupassen, sondern nur die Funktionen einzelner Ak-
tivitdten immer nach einer bestimmten Anzahl an Iterationen anzupassen und dabei
auch auszunutzen, dass zu diesem Zeitpunkt die Positionen aller Aktivitaten in der
aktuellen Losung bekannt sind.

Optimierung der Ressourcenallokation

Die Zielfunktion (3.19) beschreibt eine Glattung des Nutzungsprofils einer Ressource
im Zeitverlauf, damit groBere Anderungen der Ressourcennutzung in kurzer Zeit ver-
mieden werden. Wéhrend sich dieses Nutzungsprofil beim klassischen RCPSP wegen
der stets konstanten Ressourcenbedarfe nur aus den Platzierungen der Aktivitdten er-
gab, bieten sich die flexibel planbaren Ressourcenbedarfe des FRCPSP an, um iiber sie
auch im Zeitverlauf der Ausfithrung einer Aktivitdt durch unterschiedlich hohe Res-
sourcenallokation das globale Nutzungsprofil einer Ressource weiter zu beeinflussen.
Durch diese flexibel planbaren Ressourcenbedarfe ist es aulerdem denkbar, dass auch
fiir eine einzelne Aktivitdt bestimmte Ressourcennutzungsprofile angestrebt werden,
um z.B. iiber den Zeitverlauf der Ausfithrung der Aktivitit gleichméfig Ressourcen zu
verbrauchen oder bei mehreren flexibel planbaren Bedarfen einer Aktivitat die Nut-
zungsprofile der beiden Ressourcen aneinander anzugleichen.

Die flexibel planbaren Ressourcenbedarfe werden bei der Einplanung einer Aktivitat
durch Algorithmus 1 noch nicht besonders berticksichtigt. Es wird lediglich gepriift,
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ob es prinzipiell fiir eine mogliche Platzierung eine giiltige Ressourcenallokation gibt
und wenn dies der Fall ist, werden die benétigten Ressourcen im Greedy-Verfahren so
frith wie moglich innerhalb des Ausfithrungszeitraums allokiert. Es wird angenommen,
dass die Zielfunktion der Optimierung so aufgebaut ist, dass die Verteilung der Res-
sourcen einem anderen zeitbasierten Ziel untergeordnet ist oder es zumindest moglich
ist, anhand der Zielfunktion tiber die im vorherigen Absatz angesprochene dynamische
Anpassung der k;-Funktionen eine Bewertung der moglichen Positionen durchzufiih-
ren. Formal gilt also f(S) = f(S4) + e * f(ST), wobei S den gesamten Ablaufplan
bezeichnet, S4 nur die Positionen der Aktivititen im Plan und S® die Ressourcenal-
lokation. Jetzt ist folgendes Vorgehen denkbar: der Projektablaufplan wird mit dem
genetischen Algorithmus zunéchst nur unter der Zielfunktion f(S“) optimiert. Ist hier
ein zufriedenstellender durchschnittlicher Zielfunktionswert iiber alle Individuen der
Population P erreicht, so wird im Anschluss fiir die Losung jedes Individuums aus
P das MIP-Modell (5.11)—(5.16) gelost, wobei die Positionen der Aktivitaten im Mo-
dell auf die Positionen der Aktivitaten in der Losung des Individuums fixiert werden.
Dadurch sind alle ganzzahligen Entscheidungsvariablen fixiert und nur noch die konti-
nuierlichen Ressourcenallokationsvariablen r;,; veranderbar, wodurch das Modell auf
ein reines LP-Modell reduziert wird und es sich damit auch fiir gréflere Instanzen sehr
schnell 16sen lassen sollte. Dieses Modell wird jetzt unter der Zielfunktion f(.S) op-
timiert, wodurch sich ggf. eine neue Ressourcenallokation fiir die flexibel planbaren
Bedarfe ergibt. Abschliefend wird die Losung ausgewéhlt, die bei dieser nachgelager-
ten Optimierung den besten Zielfunktionswert erreicht hat.

6.5. Alternative Ressourcenallokation

Das erweiterte serielle Einplanungsschema von Kolisch u.a. (2003) plant die flexibel
planbaren Ressourcenbedarfe einer Aktivitat so frith wie méglich ein und versucht die
Ausfiihrungszeit der Aktivitdt dadurch so kurz wie moglich zu halten. In Abschnitt
6.1 wurde die daraus resultierende mogliche Problematik erlautert, dass dadurch Res-
sourcen im Zeitverlauf der Aktivitdt am Anfang sehr stark beansprucht werden und
in Folge dessen dort nicht mehr gentigend Ressourcen zur Verfiigung stehen, um an-
dere Aktivitdten ebenfalls in diesem Zeitraum einzuplanen. Aufgrund der im weiteren
Verlauf der Arbeit noch zu untersuchenden Vermutung, dass dies moglicherweise zu
schlechteren Losungen fithrt, wurde mit den Offsetwerten d© € O eine kiinstliche
Erh6éhung der minimalen Dauern der Aktivitaten herbeigefithrt, um so die Ressour-
cenallokation der flexibel planbaren Bedarfe etwas zu strecken. Da die Ressourcen jetzt
jedoch trotzdem noch so frith wie moglich allokiert werden, fithrt dies wahrscheinlich
nur dazu, dass durch die kiinstliche Verlingerung am Ende der Aktivitdt nur noch
der vorgeschriebene minimale Bedarf pro Zeitperiode ry, zugeordnet wird, wahrend
die Ressourcennutzung am Anfang immer noch sehr hoch sein wird.

Um eine solche asymmetrische Ressourcenallokation weiter zu verringern, wird als
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Alternative zu Algorithmus 1 hier mit Algorithmus 3 eine weitere Einplanungsmethode
fiir eine mogliche Platzierung einer Aktivitat vorgeschlagen. Dabei ist es das Ziel, die
Ressourcenallokation der flexibel planbaren Ressourcenbedarfe gleichméfliger iiber den
Zeitverlauf der Aktivitdt zu verteilen und damit dessen moglicherweise verldngerte
Dauer besser auszunutzen. Ob dadurch tatsdchlich bessere Optimierungsergebnisse
erzielt werden konnen, wird in Kapitel 7.3.2 untersucht.

Analog zu Algorithmus 1 werden auch in Algorithmus 3 zunéchst die konstanten
Ressourcenbedarfe und die minimalen Mengen pro Zeitperiode der flexibel planbaren
Bedarfe verplant (Zeilen 8-13). Ist ein flexibel planbarer Bedarf dann noch nicht kom-
plett erfillt, wird iterativ versucht, die Ressourcen fiir den restlichen Bedarf gleichmé-
Big iiber den gesamten Zeitraum der Aktivitat zu allokieren. In jeder Iteration (Zeilen
16-26) werden dabei alle Zeitperioden der Aktivitdt durchgegangen (Zeilen 18-24)
und pro Zeitperiode wird maximal eine weitere Einheit der Ressource allokiert, es
sei denn, dass 1. der gesamte Ressourcenbedarf bereits erfiillt ist oder 2. in dieser
Zeitperiode nicht mehr gentigend Ressourcen zur Verfligung stehen oder 3. fiir diese
Zeitperiode bereits die maximal erlaube Menge 7 allokiert wurde (Zeile 19). Fir jede
Iteration wird sich gemerkt, wie viele weitere Ressourceneinheiten jetzt zugeordnet
werden konnten (Zeilen 17 und 23). Konnten in einer ganzen Iteration keine weiteren
Ressourcen zugeordnet werden, so kann die Aktivitat wegen zu wenig verfiighbarer Res-
sourcen nicht an dieser Position eingeplant werden und die Methode wird mit einem
Fehler abgebrochen (Zeile 25). Konnten jedoch weitere Ressourcen zugeordnet werden,
so wird anschliefend gepriift, ob der gesamte Ressourcenbedarf w;; jetzt erfiillt ist. Ist
dies nicht der Fall, so wird die néchste Iteration fiir weitere Ressourcenallokationen
gestartet (Zeile 26).

Grundsatzlich ist bei dieser alternativen Einplanung zu tiberlegen, wie viel Ressour-
ceneinheiten pro Iteration und Zeitperiode maximal eingeplant werden sollen (in Zeile
19 auf den Wert 1 festgelegt). Ist dieser Wert sehr klein gewéhlt und der gesamte Res-
sourcenbedarf jedoch sehr hoch, so werden sehr viele Iterationen notig, bis der gesamte
Bedarf komplett erfiillt wurde. Das kann sich dann negativ auf die Laufzeit des Algo-
rithmus auswirken. Wird dieser Wert dagegen zu grofl gewéhlt, d.h. nah am maximalen
Ressourcenbedarf pro Zeitperiode 7, dann wird ein Grofiteil der bendtigten Ressour-
cen wahrscheinlich in der ersten Iteration direkt am Anfang der Aktivitdt allokiert
und es ergibe sich keine grofle Verdnderung im Ressourcennutzungsprofil gegeniiber
Algorithmus 1. An dieser Stelle wurde deshalb zunédchst maximal eine Ressourcenein-
heit pro Iteration und Zeitperiode allokiert, da sich bei den fiir die Testlaufe von der
PSPLIB abgeleiteten Testinstanzen (vgl. Kapitel 7.1) der durchschnittliche Ressour-
cenbedarf pro Zeitperiode je nach Aktivitat im Bereich von 3-10 Ressourceneinheiten
bewegt. Betrachtet man dagegen die Testinstanzen der Fallstudie aus Kapitel 8.1, kom-
men dort Ressourcenbedarfe von 36.000 — 216.000 Ressourceneinheiten pro Zeitperiode
vor. In diesem Fall sollte die maximale Menge an allokierten Ressourceneinheiten pro
Iteration und Zeitperiode deutlich grofler gewahlt werden.
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Algorithmus 3 : Einplanung einer Aktivitiat auf eine vorgegebene Platzierung

(Alternative zu Algorithmus 1)

© 0w N O ok W N =

W NN NN NN NNRNDLNR H R H H B B B B 4
S © ®»® N O A A W N R O ©® WO N WA W N R O

Input : Gewiinschte Platzierung (s;, d;), aktuelle Ressourcenverfiigbarkeit az,

Data : Ressourcenbedarfe wy,V(i, k) € F,ry, TipVi € SN, k € SK

Result : Information ob die Aktivitat platziert werden konnte, aktualisierte
Ressourcenverfiigbarkeit ay; bei erfolgreicher Platzierung

| return FEHLER N
if s, < max{f;|V(j,7) € A} then return FEHLER
CL;ft <— Qi
Tikt < 0
foreach k in S¥ do
wj, < 0
fort=s;,tos;+d;,—1do
if a}ct < 1y then return FEHLER
a’;ct — a’;ct —Tik
Wi, & Wi + ik
Tikt < Tik o
end
f (i,k) in F' N\ wj;, # wi, then
if w), > w;;, then return FEHLER
repeat
Weemp < 0
fort=s;,tos;+d;, —1do
wt < min (1, wg, — W, ay,, Tk — Tikt)
wh < wh +w’
a’;ct — a;ct —wt
Tikt < Tige + w™
Wiemp <— Wiemp + W
end
if wiemp = 0 then return FEHLER
until w, < wi

o

end

end
!
return OK
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7. Evaluation und Vergleich der Losungsverfahren

In den vorherigen Kapiteln dieser Arbeit wurden ein exaktes und ein heuristisches
Losungsverfahren fiir das Problem FPS|prec|- mit zeitbasierten Zielfunktionen vor-
gestellt. In diesem Kapitel soll die Effizienz und Effektivitat dieser Verfahren anhand
numerischer Ergebnisse bewertet und gegeniibergestellt werden. Dazu werden zunéchst
die fiir die numerischen Tests verwendeten Testinstanzen vorgestellt und gegeniiber in
der Literatur vorhandenen Testinstanzen eingeordnet. Anschliefend werden diese In-
stanzen zundchst mit dem exakten Losungsverfahren aus Kapitel 5.2 gelost und die
Ergebnisse bewertet. Es folgt die Bewertung des heuristischen Losungsverfahrens aus
Kapitel 6, wobei hier zunachst der Fokus auf das Finden moglichst guter Parameter
fiir den Losungsalgorithmus gelegt wird. Anschliefend werden die Testinstanzen mit
diesen Parametereinstellungen heuristisch gelost und die Ergebnisse mit denen des ex-
akten Verfahrens verglichen. In einem weiteren Test wird evaluiert, ob es sinnvoll sein
konnte, das exakte und das heuristische Losungsverfahren miteinander zu verbinden,
um so die Starken beider Verfahren auszunutzen und noch bessere Ergebnisse zu er-
halten. Zuletzt wird eine geeignete Untermenge der Testinstanzen auch mit anderen,
zuvor in der Literatur vorgestellten heuristischen Verfahren gelost und die Ergebnisse
mit denen des hier entwickelten Ansatzes verglichen.

7.1. Versuchsaufbau und verwendete Testinstanzen

Die Effektivitdt und Effizienz der entwickelten Losungsverfahren soll anhand von nu-
merischen Tests demonstriert und evaluiert werden. Dabei sollen eine Reihe von Fragen
beantwortet bzw. Annahmen tuberprift werden, die sich so aus der Literaturrecherche
von Kapitel 3 und den Zielen der Arbeit in Kapitel 4 ergeben.

1. Gilt fir das FRCPSP genauso wie fiir das klassische RCPSP, dass es mit einem
MIP-Modell und dem Branch&Bound-Verfahren nicht effizient exakt l6sbar ist?

2. Ist der entwickelte genetische Algorithmus generell in der Lage, das Problem
FPS|prec|- unter verschiedenen zeitbasierten Zielfunktionen zu 16sen?

3. Ist der entwickelte genetische Algorithmus in der Lage, das Problem
FPS|prec|Cmax (und damit auch die Spezialisierung PS|prec|Cmax) effizient zu
l6sen, sodass der Algorithmus nicht nur als weitere Losungsmethode fiir Spezial-
félle angesehen werden kann, sondern als ein breit einsetzbares Losungsverfahren
fiir eine Reihe von Projektplanungsproblemen mit praxisrelevanten Grofien?
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4. Wie gut sind der entwickelte genetische Algorithmus und das erweiterte Einpla-
nungsschema im Vergleich zu anderen heuristischen Loésungsverfahren aus der
Literatur fir das FRCPSP mit reguléren Zielfunktionen?

Die Untersuchungen der praxisrelevanten Aspekte der Projektablaufplanung in Ka-
pitel 2.3 haben gezeigt, dass sich viele dieser Aspekte in Form von Zielen bei der
Planung ausdriicken lassen, d.h. aus Sicht der Optimierung als Zielfunktion, ggf. mit
dafiir benotigten weiteren Parametern fur die Entitdten des Optimierungsmodells (z.B.
Fertigstellungstermine fir Aktivitdaten). In den zuvor aufgestellten und jetzt in die-
sem Kapitel zu beantwortenden Fragen wird zunédchst nur davon gesprochen, dass
die entwickelten Losungsmethoden grundséatzlich mit verschiedenen zeitbasierten Ziel-
funktionen umgehen koénnen sollen. Nun kann es je nach betrachtetem Spezialfall der
Projektablaufplanung nattirlich sehr viele verschiedene denkbare Zielfunktionen ge-
ben, die alle in ihren jeweiligen Fallen auch von Relevanz sind. Zur Eingrenzung der
Untersuchung in dieser Arbeit werden daher die folgenden vier Zielfunktionen defi-
niert, die insgesamt alle Punkte der oben aufgefiithrten Fragen und der in Kapitel 2.3
angesprochenen praxisrelevanten Aspekte abdecken.

ZF1 Die klassische Cpax-Funktion (vgl. Zielfunktion (6.5)) wird zur Evaluation des
genetischen Algorithmus bei der klassischen Einzelprojektplanung verwendet,
auflerdem wird sie zum Vergleich mit anderen, aus der Literatur bekannten Lo-
sungsmethoden fiir das FRCPSP mit reguldren Zielfunktionen verwendet.

min f,

ZF2 Um die Einsetzbarkeit in der Multiprojektplanung bzw. allgemein in der Pro-
jektplanung mit Terminen zu demonstrieren, wird die Minimierung von Verspéa-
tungen gegeniiber gewtinschten Fertigstellungsterminen (vgl. Zielfunktion (6.7))
auf Multiprojektplédnen evaluiert.

mianaX {O, fi— tiD}

€D

ZF3 Zur Evaluation der Anwendbarkeit des genetischen Algorithmus unter kombi-
nierten, nichtregularen Zielfunktionen wird der in Kapitel 2.3.2 beschriebene
Fall der Multiprojektplanung unter Berticksichtigung von Risikoinformationen
néher untersucht (vgl. Zielfunktion (6.11)). Dazu soll mit einer Gewichtung von
10:1 hauptséchlich die Einhaltung der gesetzten Termine von Aktivitaten sicher-
gestellt werden und zusétzlich, falls moglich, Zeitpuffer hinter zuvor ausgewahlte
kritische Aktivitdten eingebaut werden.

min 1 * Zmax (0, fi —tP) —0,1% Z (kjgrelgfk; (fj—dj)— fi
i€D iesN -
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ZF4 In dem in Kapitel 2.3.4 vorgestellten Projektplanungsbeispiel aus der Praxis soll
zum einen die Einhaltung von gesetzten Terminen sichergestellt werden, aufler-
dem sollen Aktivitaten, die in vorherigen Planungsiterationen bereits eingeplant
wurden, jetzt moglichst nah an ihrer urspriinglichen Startzeit eingeplant werden.
Dafiir wird die folgende, aus den zwei Komponenten Verspdtungsminimierung
(vgl. Zielfunktion (6.7)) und FEinhaltung von Zeitfenstern (angelehnt an Ziel-
funktion (6.9)) zusammengesetzte Zielfunktion definiert, die anschliefend in der
Untersuchung der Fallstudie zu diesem Praxisbeispiel (vgl. Kapitel 8) verwendet
wird.

mianax (0, fi — tP) + 0.1  (max (0,£ — ;) 4+ max (0,5, — V)
i€D

Zur Evaluation des genetischen Algorithmus mit den Zielfunktionen ZF1-ZF3 sind
Einzel- und Multiprojektpléne mit konstanten und flexibel planbaren Ressourcenbe-
darfen notig, die fir ZF2 und ZF3 auflerdem Termine fiir einzelne Aktivitdten und
fiir ZF3 auch noch ausgezeichnete Aktivitaten beinhalten miissen, hinter die dann ein
Zeitpuffer eingeplant werden soll. Solche Testinstanzen stehen nach aktuellem Wissen
jedoch nicht frei in der Literatur zur Verfiigung. Alle bekannten Veroffentlichungen
zum Thema flexibel planbare Ressourcenbedarfe (vgl. Kapitel 3.4) verweisen lediglich
darauf, dass sie speziell fiir ihre Untersuchungen angepasste Abwandlungen von Tes-
tinstanzen aus der in Kapitel 3.1.2 vorgestellten PSPLIB-Bibliothek verwendet haben.
Aus diesem Grund wurden fiir die Untersuchungen in diesem Kapitel ebenfalls die Tes-
tinstanzen der PSPLIB als Grundlage genommen und wie im Folgenden beschrieben
an die zuvor genannten Anforderungen angepasst.

Testinstanzenmenge EP150 Zur Evaluierung der Losungsverfahren fiir den Einzel-
projektfall (ZF1) werden 150 Einzelprojektinstanzen (vgl. Tabelle A.1) verwen-
det. Grundlage dieser Instanzen sind jeweils 25 zufillig ausgewihlte Instanzen
aus den PSPLIB-Instanzen mit 30, 60 und 120 Aktivitdten. Aus jeder dieser 75
Instanzen mit rein konstanten Ressourcenbedarfen wurden nun jeweils 2 Instan-
zen mit teilweise flexibel planbaren Ressourcenbedarfen abgeleitet, wobei bei
einer Instanz fir 20%-50% aller Aktivitaten mindestens ein Bedarf flexibilisiert
wurde und bei der anderen Instanz fir 50%-80% aller Aktivitaten. Das genaue
Vorgehen fiir diese Flexibilisierung wird im néchsten Abschnitt beschrieben.

Testinstanzenmenge MP50 Zur Evaluierung der Losungsverfahren fiir den Multi-
projektfall (ZF2 und ZF3) werden zunéchst 50 Multiprojektinstanzen (vgl. Ta-
belle A.2) verwendet. Diese werden, wie im folgenden Abschnitt genauer erklért
wird, iiber mehrere Schritte aus den Einzelprojektinstanzen der PSPLIB erstellt.
Die Beschriankung auf nur 50 Instanzen hat den Grund, dass die Instanzen die-
ser Menge nicht nur einmalig von allen zu testenden Losungsverfahren gelost
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wurden, sondern auch z.B. wahrend der Entwicklung des genetischen Algorith-
mus fortwahrend zum Austesten verschiedener Einstellungen und anschliefend
fiir das abschlieffende Parametertuning (vgl. Abschnitt 7.3.1) benutzt wurden.
Aufgrund von nur beschriankter Rechenkapazitat war hier zunachst eine kleinere
Menge von Testinstanzen notig.

Testinstanzenmenge MP250 Zur Validierung der Ergebnisse der MP50-Instanzen
werden 250 Multiprojektinstanzen (vgl. Tabelle A.3) verwendet, die auf die glei-
che Art wie die MP50-Instanzen gebildet wurden.

Wiéhrend sich die Einzelprojektinstanzen EP150 in ihrem Aufbau und ihrer Grofle
sehr an den kiinstlichen Instanzen der PSPLIB orientieren, sollen die Multiprojek-
tinstanzen der Mengen MP50 und MP250 soweit wie moglich den Eigenschaften von
Projektplanungsproblemen aus der Praxis, wie in Kapitel 2.2 beschrieben, nachemp-
funden werden. Konkret wird sich dabei an den Untersuchungen von Herroelen (2005)
orientiert, welcher als Richtwert fiir gdngige Multiprojektplanungsprobleme angibt,
dass héufig etwa 3-5 Projekte gleichzeitig geplant werden miissen mit etwa 50-150
Aktivitdten. Diese Zahlen werden daher als Richtwert fiir die Generierung der MP50-
und MP250-Instanzen verwendet. Es werden in Kapitel 2.2 auch Quellen angegeben, in
denen von deutlich gréfleren Multiprojektpldnen die Rede ist. Diese werden jedoch fiir
die Untersuchungen in diesem Kapitel zunédchst nicht beriicksichtigt, da solche grofien
Pline in diesen Quellen einerseits oft nur als Extrembeispiele angefithrt werden und
andererseits in der Fallstudie in Kapitel 8 nochmal deutlich groflere Plane betrachtet
und gelost werden.

Schritt 1: Testinstanzen kiirzen

In der PSPLIB bestehen die kleinsten Einzelprojektinstanzen aus 30 Aktivitaten. Ori-
entiert man sich nun an den zuvor genannten Zahlen fiir realistische Multiprojektplane,
dann wiirde man bereits einen Plan mit 90 Aktivitdten erhalten, wenn man nur drei
dieser Instanzen zu einem Multiprojektplan zusammenfiigt, ein Multiprojektplan mit
5 Projekten bestiinde somit immer aus 150 Aktivitdten. Solche Multiprojektinstan-
zen waren immer einerseits sehr groff und andererseits sehr gleichférmig, da alle ihre
einzelnen Projekte immer genau aus 30 Aktivitdten bestehen wiirden.

Aus diesen Griinden wurden im ersten Generierungsschritt der MP50- und MP250-
Instanzen die Einzelprojektinstanzen mit 30 Aktivitdten aus der PSPLIB genommen
und gekiirzt. Dazu wurde jeweils zufillig eine dieser 480 Instanzen aus der PSPLIB
ausgewahlt und von dieser die letzten n nicht-Blindaktivitaten und ihre Ressourcenbe-
darfe aus dem Aktivitatennetzwerk geloscht, sodass je nach zuféllig gewéahltem n ein
Netzwerk mit 7-30 Aktivitdten tibrig blieb. Alle verbliebenen Aktivitéiten, die durch
dieses Entfernen von Aktivitaten jetzt keine Nachfolgeaktivitdt mehr hatten, bekamen
als neue Nachfolgeaktivitat die Blindaktivitat am Ende des Aktivitatennetzwerks zu-
gewiesen, sodass nach dem Entfernen das Aktivitdtennetzwerk immer noch giiltig war.
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Dies wurde so lange wiederholt, bis eine geniigend grofle Menge von gekiirzten Einzel-
projektplanen mit 7-30 Aktivitdten erstellt wurde (in diesem Fall wurden 2070 solcher
Pléne erstellt).

Anschliefflend wurde jeder dieser gekiirzten Einzelprojektplédne einmal mit dem MIP-
Modell von Pritsker u.a. (1969) (vgl. Kapitel 3.2) gelost'. Dadurch sollte einerseits
eine obere Schranke E fir die Projektlaufzeit abgeschatzt werden, um im néchsten
Schritt sinnvoll Fertigstellungstermine setzen zu konnen. Andererseits sollte so die
Losungsschwierigkeit der einzelnen Instanzen bestimmt werden, um mit dieser Infor-
mation beim Zusammenfithren der Einzelprojektinstanzen zu Multiprojektinstanzen
im néchsten Schritt eine bessere Auswahl der zu verwendenden Einzelprojektpldne
treffen zu kénnen.

Schritt 2: Gekiirzte Instanzen zu Multiprojektplanen zusammenfiigen

Im Anschluss an Schritt 1 werden die dort erzeugten Einzelprojektplane zu Multi-
projektplinen zusammengefiigt. Ein Einzelprojektplan besteht dabei aus einem Akti-
vitdtennetzwerk und einer Menge von verfiigharen Ressourcen. Werden nun mehrere
Einzelprojektpliane zusammengefiigt, so missen die Aktivitdtennetzwerke und die Res-
sourcenmengen dieser Plane zu einem grofien Plan zusammengefasst werden.

Das Zusammenfithren von mehreren Aktivitdtennetzwerken ist dabei vergleichsweise
trivial, es miissen lediglich zwei neue, iibergeordnete Blindaktivitaten zu Beginn und
Ende des Netzwerks erstellt werden und diese mit den Blindaktivitdten am Anfang
bzw. Ende von jedem der Einzelprojektnetzwerke verbunden werden. Eine anschauliche
Erklarung und Visualisierung dazu ist in Kapitel 3.1.3 zu finden.

Eine Planung mehrerer Projekte in einem gemeinsamen Plan ist nur dann notig,
wenn diese Projekte um gemeinsam genutzte Ressourcen konkurrieren. Im Gegensatz
zu den Aktivitatennetzwerken sollten die verfiigharen Ressourcen der Einzelprojekt-
plédne deshalb nicht einfach alle in den Multiprojektplan kopiert werden, sodass aus je
vier Ressourcenarten von zwei Einzelprojektpldnen acht Ressourcenarten im Multipro-
jektplan wiirden. Fiir eine gemeinsame Nutzung ist es notig, die Mengen der einzelnen
Ressourcen zusammenzufithren. Diese Zusammenfiithrung der Ressourcenverfiigbarkei-
ten wird folgendermaflen realisiert:

M A B . B
a, =a; + A *ak+)\c*akc+...

Dabei bezeichnen A, B und C die zu Grunde liegenden Einzelprojektpline und M
den neuen Multiprojektplan. Die Verfiigharkeit der Ressource 1 im Multiprojektplan
ergibt sich also aus der gewichteten Aufsummierung der einzelnen Verfiigbarkeiten der
Ressource 1 der Einzelprojektpléne. Nach dem gleichen Schema werden die weiteren
Ressourcen kombiniert. Da alle Testinstanzen der PSPLIB mit genau 4 Ressourcen ar-
beiten, ist eine solche Kombination immer moglich. Der Gewichtungsfaktor 0 < A < 1

1Lésung mit Gurobi 5.6 auf einem Intel Core i7-3770 mit 16 GB RAM, Zeitlimit = 60 Minuten
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wurde eingefiihrt, um zu verhindern, dass die Ressourcen immer mit ihrer komplet-
ten Verfiigharkeit des Ursprungsplans aufsummiert werden. Eine solche vollstandige
Aufsummierung wiirde zu keiner echten Konkurrenzsituation bei der anschlieenden
Planung fiihren, da dann fir jedes Unterprojekt im Durchschnitt weiterhin so viele
Ressourcen wie im Einzelprojektfall verfiigbar wéren.

Konkret lauft die Erstellung eines Multiprojektplans nun so ab, dass zunéachst festge-
legt wird, wie grofl der neue Plan mindestens werden soll. Dazu wird die Mindestanzahl
an Aktivitdten zufillig aus dem Intervall [30,50] und die Mindestanzahl an Projek-
ten zufillig aus [3,5] bestimmt. Um die Schwierigkeit hinsichtlich der Losbarkeit des
zu erstellenden Multiprojektplans etwas zu steuern, wird die maximale Schwierigkeit,
die ein Einzelprojektplan aus Schritt 1 haben darf, um jetzt ausgewahlt zu werden,
zufillig aus dem Intervall [1, 4] bestimmt. Die Schwierigkeitsbewertung eines Plans er-
gibt sich aus dessen Losungszeit mit dem exakten Losungsverfahren, die dazugehorige
Skala ist in Kapitel A.1 aufgefithrt. Durch die Begrenzung der maximalen Schwierig-
keit der zu wéhlenden Einzelprojektplane soll verhindert werden, dass der entstehende
Multiprojektplan zu schwierig zu losen ist. Erste Tests haben gezeigt, dass dies schon
oft der Fall ist, wenn nur eines der Einzelprojekte des Plans schwierig zu lésen ist.
Durch eine zufillige Begrenzung der maximalen Schwierigkeit sollen so auch leicht zu
losende Multiprojektpline geschaffen werden, sodass die resultierenden Instanzen aus
MP50 und MP250 ausgewogen iiber alle Schwierigkeiten hinsichtlich der benotigten
Losungszeit verteilt sind.

Nachdem die Parameter fiir die minimale Anzahl an Aktivitdten, Projekte und ma-
ximale Schwierigkeit festgelegt wurden, werden nun so lange zufillig Pline aus der
in Schritt 1 erzeugten Menge an Plénen, die die maximale Schwierigkeit nicht tiber-
schreiten, ausgewahlt, bis die ausgewéhlten Pline in Summe die minimale Anzahl an
Projekten und die Aktivitdten der ausgewahlten Plane in Summe die minimale Anzahl
der Aktivitaten iiberschreiten.

Anschlielend muss fiir jedes der so zusammengestellten Projekte des neuen Multi-
projektplans ein moglicher Ausfithrungszeitraum, d.h. ein frithester Startzeitpunkt fir
die erste Blindaktivitat des Projekts und ein Fertigstellungstermin fiir die letzte Blind-
aktivitdt des Projekts, festgelegt werden. Diese Termine sollten so gewéhlt sein, dass
ausgehend vom ersten Projekt des Plans jedes weitere Projekt einen zeitlich tiberlap-
penden Bereich mit den bisherigen Projekten aufweist, dass also nicht zwei oder mehr
von den Ausfiihrungszeitraumen disjunkte Untermengen der Projekte entstehen, die
dadurch auch getrennt optimiert werden kénnten. Um so einen Ausfithrungszeitraum
fiir ein Projekt festlegen zu konnen, muss zundchst die mogliche Ausfithrungsdauer
dieses einzelnen Projekts bekannt sein. Dafiir wird die obere Schranke fiir die Ausfiih-
rungsdauer @ benutzt, die bereits in Schritt 1 fiir jeden Einzelprojektplan berechnet
wurde.

Das erste Projekt im Multiprojektplan bekommt den frithesten Startzeitpunkt s; = 0

zugewiesen, es kann also sofort starten, der Fertigstellungstermin wird auf ¢ = s; —l—f
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gesetzt. Jedes weitere Projekt erhélt dann iterativ einen zufélligen Starttermin im
Bereich von

55 € [O,min {5, max {?} — lOH

d.h. vom Zeitpunkt 0 bis zu 10 Zeitperioden vor dem spétesten Fertigstellungster-
min aller Projekte, die fiir diesen Multiprojektplan bereits einen Ausfithrungszeitraum
zugewiesen bekommen haben. Der Fertigstellungstermin wird dann auf
ty =s;+xxdf

gesetzt, wobei durch den Faktor y der gewiinschte Fertigstellungstermin bezogen auf
die zuvor ermittelte Schranke der Projektlaufzeit eher nach vorne oder hinten verscho-
ben wird. Um y zu setzen wird fiir jedes Projekt zunéchst zuféllig entschieden, ob der
Fertigstellungstermin eher frith und das Projekt damit moglichst zeitlich eng geplant
werden soll oder ob der Termin bewusst etwas spéter gewahlt wird, um fir die Anwen-
dung von ZF3 ggf. den Einbau von Zeitpuffern zu erlauben. Im Fall einer gewiinschten
engen, d.h. schwierigen Planung wird x € [60%, 90%)| zufillig gesetzt, andernfalls ist
X € [100%, 140%]. Der zur Kombination der Ressourcenverfigbarkeiten zuvor vorge-
stellte Faktor A wird analog im Fall einer gewiinschten engen und schwierigen Planung
im Bereich A\ € [50%,80%| zufillig gewdhlt, andernfalls im Bereich A € [80%, 120%].
Zuletzt werden in jedem Projekt zufillig zwischen 2-5 Aktivitdten als kritische Ak-
tivitdten markiert, hinter die bei der Optimierung mit ZF3 ein Zeitpuffer eingeplant
werden soll.

Das Ergebnis von Schritt 2 sind Multiprojektpldne mit 3-5 Projekten und rein kon-
stanten Ressourcenbedarfen, bei denen fiir jedes Projekt ein frithestmoglicher Start-
termin und ein gewiinschter Fertigstellungstermin gesetzt sind. Aulerdem wurden ver-
schiedene Aktivitdten als kritisch markiert, sodass hinter sie, wenn moglich, Zeitpuffer
eingeplant werden.

Schritt 3: Aktivitdaten und Ressourcenbedarfe flexibilisieren

In diesem letzten Schritt wird ein Plan mit ausschliellich konstanten Ressourcenbedar-
fen derart modifiziert, dass einige dieser Bedarfe sowie die dazugehorigen Aktivitdten
von nun an flexibel planbar sind. Dieser Schritt wird zum einen auf die PSPLIB-
Instanzen mit 30 Aktivitdten zur Erzeugung der EP150-Instanzen angewendet und
zum anderen auf die in Schritt 2 generierten Multiprojektinstanzen zur Generierung
der MP50- und MP250-Instanzen. Dazu werden zunéchst aus jedem Projekt des ur-
spriinglichen Plans zwischen 20%-75% der Aktivitaten ausgewahlt, die nun flexibili-
siert werden. Von jeder dieser Aktivitdten wird eine zuféllige Anzahl ihrer vier kon-
stanten Ressourcenbedarfe in flexibel planbare Ressourcenbedarfe umgewandelt. Um
einen konstanten in einen flexibel planbaren Bedarf umzuwandeln, wird zunéchst die
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insgesamt zu verplanende Menge an Ressourcen w;, = d; * 74, gesetzt (Merke: an die-
ser Stelle gilt noch d; = d; sowie Tir = Ti). AnschlieBend wird 7 = 0,25 * 75, und
Tik = 3 % Ty gesetzt.

Wurden alle ausgewéhlten konstanten Bedarfe einer Aktivitdt in flexibel planba-
re Bedarfe umgewandelt, dann wird zum Schluss die bis dahin konstante Dauer der
Aktivitat ebenfalls zu einer variablen Dauer umgewandelt. Dazu wird die minimal
erlaubte Dauer d; zuféllig auf 20%-60% der urspriinglichen Dauer gesetzt und die
maximal erlaubte Dauer d; zufillig auf 110%200% der urspriinglichen Dauer.

7.2. Ergebnisse des exakten Losungsverfahrens

Zur Evaluation eines exakten Losungsverfahrens wurden alle Instanzen aus den drei
Testinstanzenmengen EP150, MP50 und MP250 durch das in Kapitel 3.2 vorgestell-
te MIP-Modell mit dem MIP-Solver Gurobi 5.6 gelost. Dabei wurden die EP150-
Instanzen unter der Zielfunktion ZF1 und die MP50-und MP250-Instanzen unter den
Zielfunktionen ZF2 und ZF3 gelost. Das Modell wurde dazu in einer C#-Anwen-
dung implementiert und iiber die frei verfiighare Modellierungsschnittstelle Optimiza-
tion. Framework? an Gurobi iibergeben. Als Hardware wurden Workstations mit Intel
Core i7-3770 Prozessoren (4x 3,4 GHz) und mindestens 16 GB Arbeitsspeicher be-
nutzt.

Zum Aufbau des MIP-Modells (5.10)—(5.16) miissen die auf Seite 66 definierten Men-
gen aller Aktivititen S mit ihren Ressourcenbedarfen, der verfiigharen Ressourcen
SE und der zu betrachtende Zeithorizont T' bekannt sein. Innerhalb dieses Zeithori-
zonts werden dann die mogliche Platzierungen der Aktivitdten tiber die Hilfsmengen P;
als Entscheidungsvariablen im MIP modelliert und an den Solver ibergeben. Wahrend
die Aktivititen, die verfiigharen und die benotigten Ressourcen direkt in den zu 16-
senden Testinstanzen definiert sind, gilt dies nicht zwingend fiir den zu betrachtenden
Zeithorizont T'. In den Originalinstanzen der PSPLIB ist zwar jeweils ein Zeithorizont
angegeben der sich ggf. auch noch fiir die direkt davon abgeleiteten EP150-Instanzen
verwenden liefle, fiir die zusammengesetzten Multiprojektinstanzen MP50 und MP250
miisste jedoch in jedem Fall ein neuer Zeithorizont bestimmt werden.

Ein trivialer Ansatz zur Bestimmung von 7" wére es, T" auf einen sehr groflen Wert
(z.B. T =1000) zu setzen, der auf jeden Fall ausreichend ist, um giiltige Losungen fiir
das Projekt generieren zu konnen. Es sollte hier jedoch beachtet werden, dass sich bei
einer Erh6hung von T' die Grole des Modells, d.h. die Anzahl an Entscheidungsvaria-
blen und Nebenbedingungen, iiberproportional erhoht. Dies ist dadurch begriindet, da
fiir jede einzelne Aktivitat viele neue mogliche Platzierungen aufgrund ihrer variablen
Dauer hinzukommen. Zur Bestimmung von 7" wird der Projektplan daher unabhéngig
von der tatséchlich zu optimierenden Zielfunktion zunachst einmal mit einer zufallig
sortierten Aktivitatenliste (vgl. Kapitel 3.3.2) aufgebaut, da hierfiir keine Angabe tiber

http:/ /www.nuget.org/packages/Optimization. Framework
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EP150 + ZF1

#A=30-90 #A=30 H#A=60 H#A=90
() Losungszeit 1056,4s 2954 s 1213,0s 1660,8 s
Std.Abweichung Losungszeit 16056 s 974,6 s 1677,4s 17324 s
) Gap 3,8% 2,6% 5,9% 3,1%
() Gap ohne optimale Losungen 262%  42,7%  26,6% 19,6%
# optimale Losung 108 46 34 28
# keine Losung 20 1 5 14

Tabelle 7.1. — Zusammengefasste Ergebnisse: EP150 gelost per MIP unter ZF1, Zeitli-
mit = 1 Stunde

einen Zeithorizont notig ist. Anschliefend wird anhand der dabei bestimmten, giiltigen
Losung T = f, * 1,5 gesetzt, sodass fiir die Optimierung ein 50% langerer Zeithori-
zont zur Verfliigung steht, als fiir die erfolgreiche Platzierung der spétesten Aktivitat
in der heuristischen Losung benotigt wurde. Eigene Tests haben gezeigt, dass diese
zusétzlichen 50% in allen Féllen ausreichend waren und nie vollstandig ausgenutzt
wurden, auch wenn bei der optimalen Losung aufgrund der verwendeten Zielfunktion
die letzte Aktivitat spater endete als bei der heuristisch gefundenen Losung. Dennoch
ist im Fall der EP150-Instanzen der so bestimmte Zeithorizont immer noch teilweise
deutlich kiirzer als der in den zu Grunde liegenden PSPLIB-Instanzen.

Ergebnisse fiir EP150

Die EP150-Instanzen wurden wie am Anfang dieses Abschnitts beschrieben unter der
Zielfunktion ZF1 gelost, dabei wurde die maximale Losungszeit auf eine Stunde be-
schrankt. Die Ergebnisse dieser Optimierung sind im Anhang in Tabelle B.1 aufgefiihrt
und hier in Tabelle 7.1 zusammengefasst.

Uber alle 150 Instanzen aggregiert liegt die durchschnittliche Losungszeit mit knapp
18 Minuten bei einem zunachst akzeptablen, wenn auch fiir einen tatséchlichen Praxi-
seinsatz recht hohen Wert. Besonders auffallig ist hier jedoch die sehr hohe Standard-
abweichung der Losungszeit. Ein Blick in die detaillierten Losungsergebnisse zeigt,
dass flir die meisten Instanzen gilt, dass sie entweder sehr schnell in nur wenigen Se-
kunden optimal gelost werden konnen oder aber die erlaubte Losungszeit von einer
Stunde voll ausgenutzt wurde und in dieser Zeit entweder gar keine giiltige Losung
gefunden wurde oder diese noch weit von ihrem Optimum entfernt war.

Um diese Schwankungen noch genauer zu untersuchen, werden in Tabelle B.1 noch
drei weitere Aggregationen aufgefiihrt, in die jeweils nur alle Instanzen mit 30, mit 60
oder mit 90 Aktivitdten einflieen. Dabei zeigen sich vor allem zwei Effekte:
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1. Die Groe des zu optimierenden Projektplans, d.h. die Anzahl der zu betrach-
tenden Aktivitdten, hat einen deutlichen Einfluss auf die durchschnittliche Lo-
sungszeit. Kleine Plane lassen sich tendenziell besser 16sen als grofie Plane.

2. Die Standardabweichung der Losungszeit ist zwar ebenfalls ansteigend mit stei-
gender Anzahl an Aktivitdten, sie liegt aber auch bei den kleinsten Instanzen
mit 30 Aktivitdten mit einem Wert von etwas iiber 16 Minuten noch immer recht
hoch. Die detaillierten Ergebnisse in Tabelle B.1 bestétigen, dass auch fiir diese
Instanzen gilt, dass sich viele von ihnen sehr schnell l6sen lassen und andere
dafiir die komplette zur Verfiigung stehende Losungszeit benotigen.

Daraus lasst sich ableiten, dass es zwar prinzipiell auch von der Groflie des Plans
abhéngig ist, ob sich dieser gut per MIP und Branch&Bound lsen lisst, es aber
hier auch noch weitere Einflussfaktoren zu geben scheint. Es kann vorkommen, dass
ein Plan mit nur 30 Aktivitidten eine sehr lange Losungszeit benétigt, wahrend ein
anderer Plan mit 90 Aktivitaten in wenigen Sekunden optimal gelost wird. Da an
dieser Stelle in allen Plinen mit vier Ressourcen geplant wird und sich Anzahl und
Art der konstanten und flexibel planbaren Ressourcenbedarfe zwischen den Plédnen
nicht besonders unterscheiden, kommt als solcher Einflussfaktor nur noch die Struktur
des Aktivitatennetzwerks in Frage, d.h. wie die Aktivitdten durch Vorrangbeziehungen
miteinander vernetzt sind.

Ergebnisse fiir MP50

Die MP50-Instanzen wurden wie am Anfang dieses Abschnitts beschrieben unter den
Zielfunktionen ZF2 und ZF3 gelost, dabei wurde die maximale Losungszeit auf eine
Stunde beschrankt. Die Ergebnisse dieser Optimierung sind im Anhang in Tabelle B.2
aufgefithrt und hier in Tabelle 7.2 zusammengefasst.

In der Zusammenfassung wird zum einen iiber alle gelosten Pléne jeweils fiir die
Zielfunktionen ZF2 und ZF3 aggregiert, zusatzlich wurde fiir ZF2 nochmal separat
anhand der Anzahl an Projekten im Plan aggregiert, um zu untersuchen, ob dies einen
Einfluss auf die Losbarkeit hat. Zunédchst kann gesagt werden, dass es zwischen den
Zielfunktionen ZF2 und ZF3 keinen nennenswerten Unterschied gibt. Auch wenn es bei
ZF3 sieben Instanzen gegeniiber drei Instanzen fir ZF2 gibt, fiir die innerhalb einer
Stunde keine giiltige Losung gefunden werden konnte, liegen die durchschnittlichen
Losungszeiten mit etwas iiber 45 Minuten in beiden Féllen auf einem sehr hohen Niveau
und es scheint oft schwierig zu sein, in dieser Zeit iberhaupt giiltige Losungen zu finden
oder zu verbessern. Ein Einsatz solcher Methoden in der Praxis, bei dem mehrmals
hintereinander ein Plan optimiert und verdndert werden soll, erscheint dadurch auflerst
unrealistisch.

Die separaten Aggregationen fiir Plane mit drei, vier oder fiinf Projekten lassen bei
diesen Instanzen, wenn iiberhaupt, nur einen leichten Trend erkennen, dass Plane mit
mehr Projekten tendenziell ldngere Losungszeiten benotigen. Da die Plane mit mehr
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7F2 ZF3

#P=3-5 #P=3 #P=4  #P=5 | #P=3-5
() Losungszeit 2746,8 s 2466,0 s 3176,9s 2710,1s | 2777,0 s
Std.Abweichung Losungszeit 1519,1 s 1653,8 s 1159,5s 1542,2 s | 14729 s
) Gap 44 5% 37,1% 31,5% 20,3% 40,1%
() Gap ohne optimale Losungen 63,5% 54.,6% 65,5% 84,7% 64,6%
# optimale Losung 12 8 2 2 12
# keine Losung 3 0 3 0 7

Tabelle 7.2. — Zusammengefasste Ergebnisse: MP50 gelost per MIP unter ZF2 und
ZF3, Zeitlimit = 1 Stunde

Projekten jedoch in diesem Fall auch immer mehr Aktivitdten haben, unterstiitzt
dies die im vorherigen Abschnitt aufgestellte These, dass nicht allein die Anzahl an
Aktivitdaten im Aktivitdtennetzwerk entscheidend fiir die Losungszeit ist, sondern die
Abhéngigkeiten der Aktivitdten untereinander ebenfalls einen groflen Einfluss haben.

Begriindung: Aus der detaillierten Auflistung der MP50-Testinstanzen (vgl. Tabelle
A.2) ergibt sich, dass jeweils ein einzelnes Projekt in einem solchen Plan im statisti-
schen Durchschnitt 20+4 Aktivitdten hat, unabhdngig davon, ob der gesamte Plan nun
drei, vier oder fiinf Projekte beinhaltet. Die Anzahl der Aktivitaten im gesamten Plan
ergibt sich somit im Wesentlichen dadurch, wie viele Projekte der Plan beinhaltet. Ein
Plan mit fiinf Projekten hat also zwar tendenziell mehr Aktivitdten, diese sind aber
auf die einzelnen Projekte verteilt und damit unabhéngig voneinander (vgl. Abbildung
3.3). Durch diese Unabhangigkeit der Aktivitdten tritt der Effekt der Erhéhung der
Losungszeit bei mehr Aktivitdten, wie bei den EP150-Ergebnissen gemessen, hier we-
sentlich schwéacher auf. Dies ist zwar kein Beweis, aber dennoch ein Indiz dafiir, dass
die Vorrangbeziehungen zwischen den Aktivitdten einen grofien Einfluss auf die beno-
tigte Losungszeit haben. Wesentlich deutlicher lédsst sich dies im néchsten Abschnitt
bei der Analyse der MP250-Instanzen zeigen.

Ergebnisse fiir MP250

Die MP250-Instanzen wurden wie am Anfang dieses Abschnitts beschrieben unter den
Zielfunktionen ZF2 und ZF3 gelost, dabei wurde die maximale Losungszeit auf eine
Stunde beschriankt. Die Ergebnisse dieser Optimierung sind im Anhang in Tabelle
B.4 aufgefithrt und hier in Tabelle 7.3 zusammengefasst. Wie bei der Auswertung
der MP50-Instanzen wurden die Ergebnisse fiir jede Zielfunktion getrennt aggregiert,
auBerdem wurde wieder eine zusétzliche separate Aggregation je Anzahl Projekte im
Plan durchgefiihrt.

Betrachtet man nun zunachst fiir ZF2 nur die Aggregationen iiber alle Instanzen
und vergleicht diese mit den Ergebnissen der MP50-Instanzen, dann féallt auf, dass
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ZF2 7ZF3

#P=3-5 #P=3 #P=4  #P=5 | #P=3-5
() Losungszeit 2873,0 s 2280,7s 2927.8 s 3500,5s | 30734 s
Std.Abweichung Losungszeit 1415,3 s 1703,7s 1355,2s  590,3s | 12328 s
) Gap 44.6% 39,7% 40,7% 55,6% 46,9%
() Gap ohne optimale Losungen 73,8% 724%  65,6%  85,8% 68,1%
# optimale Losung 53 32 19 2 29
# keine Losung 35 0 12 23 33

Tabelle 7.3. — Zusammengefasste Ergebnisse: MP250 gelost per MIP unter ZF2 und
ZF3, Zeitlimit = 1 Stunde

hier bei den meisten Kennzahlen kein grofler Unterschied besteht. Die durchschnitt-
liche Losungszeit und auch die Standardabweichung der Losungszeit sind auf einem
dhnlich hohen Niveau und auch der durchschnittliche Gap ist relativ gleich. Ledig-
lich die Anzahl der Pléne, fiir die innerhalb von einer Stunde gar keine einzige Losung
berechnet werden konnte, ist deutlich iiberproportional angestiegen. Bei genauerer Be-
trachtung der Aufteilung der Aggregation anhand der Anzahl an Projekten in einem
Plan ist zu sehen, dass dieser Anstieg ausschliefilich auf die Plane mit fiinf Projekten
zuriickzufiithren ist, hier konnte bei 23 von 71 solcher Plane mit fiinf Projekten keine
Losung gefunden werden. Bei den MP50-Instanzen konnte dagegen fiir alle 8 Plane
mit 5 Projekten zumindest eine giiltige Losung gefunden werden.

Auch hier wird angenommen, dass dies die These stiitzt, dass sowohl die Anzahl der
Aktivitdten als auch deren Vernetzung durch Vorrangbeziehungen tiber die Schwierig-
keit eines Plans entscheiden. Genau wie bei den MP50-Instanzen besteht auch bei den
MP250-Instanzen ein einzelnes Projekt in einem Plan, unabhéngig von der gesamten
Anzahl an Projekten im Plan, aus durchschnittlich 21+5 Aktivitaten. Die Chance, aus
einer bestimmten Grundmenge von einzelnen Projekten (vgl. Abschnitt 7.1) mindes-
tens ein oder zwei sehr schwierige auszuwahlen, ist damit bei insgesamt fiinf Projekten
im Plan deutlich grofler als bei nur drei Projekten. Es wird also angenommen, dass es
bei der Generierung der MP50-Instanzen einfach aufgrund der wenigen Instanzen mit
fiinf Projekten Zufall war, dass die einzelnen Projekte alle so leicht waren, sodass fiir
alle diese Instanzen in der zur Verfiigung stehenden Losungszeit zumindest eine giiltige
Losung gefunden wurde. Damit erklart sich auch, warum es bei den MP50-Instanzen
einige Instanzen mit vier Projekten gab, die nicht gelost werden konnten. Die Menge
der MP250-Instanzen kann deshalb als représentativer angesehen werden, da mit stei-
gender Anzahl an Projekten auch gleichméflig die durchschnittliche Losungszeit steigt
und die Standardabweichung sinkt, die Anzahl der noch optimal zu lésenden Pléne
sinkt, wihrend die Anzahl der Plidne ohne Losungen ansteigt.
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ZF2 ZF3

#P=3-5 #P=3 #P=4 #P=5 | #P=3-5
() Losungszeit 31622 s 29391s 36786 s 27624 s | 31412 s
Std.Abweichung Losungszeit 18987 s 19969 s 15068 s 20888 s | 19225 s
) Gap 32,7%  227%  27,5%  15,3% 35,1%
() Gap ohne optimale Losungen 482%  355%  52,8%  76,3% 38,2%
# optimale Losung 15 9 3 3 3
# keine Losung 1 0 1 0 1

Tabelle 7.4. — Zusammengefasste Ergebnisse: MP50 gelost per MIP unter ZF2 und
ZF3, Zeitlimit = 12 Stunden

Erhohung der Losungszeit fiir MP50

Gegentiber den Einzelprojektinstanzen EP150 konnte bei den Multiprojektinstanzen
MP50 und MP250 deutlich seltener innerhalb einer Stunde eine gute Losung, d.h. eine
optimale Losung oder zumindest eine giltige Losung mit niedrigem Gap, gefunden
werden. Aus diesem Grund wurden die MP50-Instanzen nochmal mit einer deutlich
erhohten Losungszeit von maximal 12 Stunden gelost. Damit soll einerseits untersucht
werden, wie viel Zeit tatséchlich benotigt wird, um fiir solche Instanzen gute bis opti-
male Ergebnisse zu berechnen und andererseits sollen die so exakt ermittelten, guten
Losungen eine bessere Vergleichsbasis fiir die Losungen des heuristischen Verfahrens
in den néchsten Abschnitten bieten.

Die Ergebnisse dieser langeren Optimierung sind in Tabelle B.3 aufgefiihrt und in
Tabelle 7.4 zusammengefasst. Hier zeigt sich bei einem Vergleich mit den Ergebnissen
nach einer Stunde aus Tabelle 7.2, dass bei einer Erhéhung der erlaubten Losungszeit
um den Faktor 12 auch die tatsachlich benutzte durchschnittliche Losungszeit ziem-
lich genau um diesen Faktor 12 gestiegen ist. Bei den meisten Planen wurde diese
erh6hte maximale Losungszeit also voll ausgenutzt. Auf der anderen Seite konnte der
durchschnittliche Gap zur optimalen Losung zwar etwas gesenkt werden, mit durch-
schnittlich 32,7% fir ZF2 bzw. 35,1% fur ZF3 ist dieser aber immer noch weit vom
tatsiachlichen Optimum entfernt.

Etwas starker als bei den Ergebnissen nach einer Stunde ist hier der Effekt zu er-
kennen, dass die Instanzen mit 4 Projekten mehr Losungszeit benotigen als diejenigen
mit 5 Projekten. Da dies nur bei den MP50-Instanzen zu beobachten ist, jedoch nicht
bei den MP250-Instanzen, wird vermutet, dass die wenigen Instanzen mit 4 Projekten
aus MP50 durchschnittlich schwieriger zu planende Einzelprojekte haben und bei den
MP250-Instanzen die Schwierigkeit der Projekte aufgrund mehr Instanzen homogener
verteilt ist.
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7.3. Evaluation des genetischen Algorithmus

In diesem Abschnitt wird anhand der zuvor vorgestellten Testinstanzen der in Kapi-
tel 6.2 erarbeitete genetische Algorithmus (GA) evaluiert. Da dieser GA verschiedene
Parameter zur Einstellung hat, die ggf. die Losungsqualitat beeinflussen, wird zu-
néchst getestet, welche Parameterwerte sich hierfiir am besten eignen. Nachdem diese
Parameter ermittelt wurden, werden darauf aufbauend die moglichen alternativen Me-
thoden fiir verschiedene Unterprobleme des Algorithmus getestet und bewertet. Sind
im Anschluss daran gute Konfigurationen fiir den GA bekannt, werden damit die
Testinstanzen unter verschiedenen Zielfunktionen gelost und mit den Ergebnissen des
exakten Verfahrens verglichen.

7.3.1. Parameterbestimmung mit SMAC

Der genetische Algorithmus aus Kapitel 6.2 hat zusammen mit dem erweiterten seri-
ellen Einplanungsschema viele Parameter, z.B. die Populationsgrofie oder die Mutati-
onswahrscheinlichkeiten fiir die einzelnen Werte eines Individuums, die nicht iiber die
zu losende Instanz vorgegeben werden, sondern unabhéngig von dieser vor der Op-
timierung festgelegt werden miissen. Je nachdem, auf welche Werte diese Parameter
gesetzt werden, kann sich jedoch das Verhalten der Optimierung &ndern und damit das
Optimierungsergebnis fiir eine einzelne Instanz besser oder schlechter werden. Hinzu
kommt, dass bei den Operatoren des genetischen Algorithmus viele Entscheidungen
zufillig auf Basis von vorgegebenen Wahrscheinlichkeiten getroffen werden. Das be-
deutet, dass der Algorithmus nicht deterministisch arbeitet und deshalb bei mehreren
Optimierungen fiir die selbe Instanz trotz gleicher Einstellungen unterschiedliche Er-
gebnisse liefern konnte. Es stellt sich also die Frage, auf welche Werte diese Parame-
ter gesetzt werden sollen, damit bei vielen Optimierungen unterschiedlicher Plane im
Durchschnitt die besten Ergebnisse erreicht werden.

Die Parameter des genetischen Algorithmus sind mit ihren jeweiligen Werteberei-
chen in Tabelle 7.5 aufgefiihrt. Anhand dieser Wertebereiche lassen sie sich in drei
verschiedene Gruppen einteilen:

1. Parameter mit nur wenigen moglichen diskreten Werten, z.B. ja/nein Entschei-
dungen (K*-Aktualisierung in jeder Iteration) oder der zu benutzende Kreu-
zungsoperator (nur 5 mogliche Werte)

2. Parameter mit diskreten Werten und einem unbeschréankten Wertebereich (hier
nur die Populationsgrofe)

3. Parameter mit kontinuierlichen Werten (z.B. die Mutationswahrscheinlichkeiten)

Fiir die Bestimmung der besten Parameterwerte muss nun noch berticksichtigt wer-
den, dass sich einzelne Parameter prinzipiell gegenseitig beeinflussen konnen, z.B.
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Beschreibung Wertebereich
x®  Reprisentation der Einplanungsreihenfolge der Akti- y® € {1,2}
vitaten 1 = Prioritatswerte
2 = Aktivitatenliste
x¢  Zu verwendender Kreuzungsoperator (vgl. Kapitel x© € {0,...,4}
6.2.3; die Operatoren 2-4 stehen nur bei Y = 1 zur 0 = Zufillige Auswahl
Verfligung) 1 = One Point
2 = Two Point
3 = Uniform
4 = Gewichtung
|P|  GroBe der Population (d.h. Anzahl parallel zu be- [P| € {2,...,00}
trachtender Individuen) im genetischen Algorithmus
p”  Wahrscheinlichkeit fiir den Tausch von zwei Aktivi- p” € [0, 1]
taten in der Aktivitatenliste
p¥  Wahrscheinlichkeit fiir die Zuweisung eines neuen, p" € [0,1]
zufilligen Prioritatswertes v; einer Aktivitat
p®  Wahrscheinlichkeit fiir die Erhohung oder Verringe- p© € [0, 1]
rung des minimalen Offsetwertes d; einer Aktivitat
p%"  Wahrscheinlichkeit fiir die leichte Erhohung des loka-  p®™ € [0, 1]
len Fitnesszielwerts k; einer Aktivitat
p™  Wahrscheinlichkeit fiir den Wechsel des m-Wertes ei- p™ € [0, 1]
nes Individuums
x°  Zu verwendender Algorithmus zur Ressourceneinpla- x* € {1,2}
nung (vgl. Kapitel 6.1 und 6.5) 1 = Greedy
2 = ausgeglichen
XV Generiere in jeder Iteration vor der Anwendung aller Y~ € {0,1}
anderer Operatoren zuféllig einige neue Individuen 0 = Nein
fir die Population 1=Ja
X% Aktualisiere K* nach jeder Iteration (vgl. Kapitel x% € {0,1}
6.2.5) 0 = Nein
1=Ja

Tabelle 7.5. — Parameter fiir den genetischen Algorithmus

dass ein bestimmter Kreuzungsoperator nur dann gut funktioniert, wenn auch eine
bestimmte Populationsgrofie gegeben ist. Ein trivialer Ansatz zum Bestimmen einer
Belegung fiir alle Parameter ware deshalb, alle Kombinationen von moglichen Parame-
terwerten auszuprobieren und dann die beste Kombination davon auszuwahlen. Wéh-
rend eine solche explizite Enumeration fiir einzelne Parameter aus der ersten Gruppe
aufgrund der wenigen moéglichen Werte noch als denkbares Vorgehen erscheint, gibt
es bei der zweiten Gruppe schon deutlich mehr mogliche Belegungen fiir einen Pa-
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rameter. Bei der dritten Gruppe mit kontinuierlichen Werten gibt es theoretisch fiir
jeden Parameter unendlich viele mogliche Werte, sodass man aus praktischer Sicht
dariiber nachdenken miisste, wie man diese kontinuierlichen Parameter sinnvoll dis-
kretisiert und dann testet. Trotzdem wiirde dies dazu fiihren, dass das Kreuzprodukt
aller moglicher Parameterwerte immer noch sehr grof3 wére, sodass man sehr viele
Kombinationen von Parameterbelegungen testen miisste. Dies ist in der Regel auf-
grund von nur beschrankt zur Verfiigung stehenden Rechenkapazitédten und Zeit nicht
umsetzbar. Wiirde man z.B. alle MP50-Testinstanzen aufgrund des nicht determinis-
tischen Verhaltens nur drei Mal mit einer einzigen Parameterbelegung und 5 Minuten
Losungszeit pro Instanz optimieren, wiirde dies bereits 12,5 Stunden dauern.

Andere Forscher haben sich deshalb oft damit beholfen, fiir die kontinuierlichen Pa-
rameter nur sehr wenige mogliche Belegungen zu testen. So probierte z.B. Hartmann
(1998) fir die Mutationswahrscheinlichkeit der Aktivitatenliste die Werte 1%, 5% und
10% aus und kam zu dem Schluss, dass 5% etwas besser funktioniert. Damit ist aller-
dings noch nicht geklart, ob eine Mutationswahrscheinlichkeit von 15% nicht zu noch
besseren Ergebnissen gefiihrt hétte oder ob die Mutationswahrscheinlichkeit von an-
deren Parametern abhingig ist. Auf der anderen Seite muss bedacht werden, dass die
Bestimmung von guten Parameterwerten stets nur auf einer vorgegebenen Menge von
Testpldnen ausgefiihrt wird und der genetische Algorithmus nicht deterministisch ar-
beitet. Es wire daher besonders bei diesen kontinuierlichen Werten ein falscher Ansatz
zu untersuchen, ob nun eine minimale Anderung von z.B. der Mutationswahrschein-
lichkeit von 5% auf 5,5% zu besseren Ergebnissen fiihrt, da dies bei anderen zu losenden
Instanzen oder bei einem weiteren Optimierungslauf nicht zwingend zu der gleichen
Verbesserung fiihrt.

Besonders im Hinblick auf die kontinuierlichen Parameter und auch auf diskrete Pa-
rameter mit einem groffen Wertebereich stellt sich deshalb eher die Frage, in welchem
Bereich diese Parameterwerte liegen miissen. Um dies herauszufinden, wurde in dieser
Arbeit ein etwas anderer Ansatz als bei den zuvor vorgestellten Veroffentlichungen
gewahlt. Wahrend die Parameter mit bindren Werten durch explizite Enumeration al-
ler méglichen Belegungen getestet werden (vgl. Abschnitt 7.3.2), werden die anderen
Parameter mit Hilfe des Parametertuners SMAC bestimmt.

SMAC ist eine Software, die im Rahmen eines Forschungsprojekts an der University
of British Columbia entwickelt wurde (vgl. hier und im Folgenden Hutter u. a. (2010))
und die in der Lage ist, fiir einen beliebigen deterministischen oder nichtdeterministi-
schen Algorithmus A eine gute Parameterbelegung zu bestimmen. Dazu miissen zum
einen diese Parameter mit ihren moglichen Wertebereichen bekannt sein und es muss
eine Menge von Testinstanzen geben, die fiir das Tuning genutzt werden sollen. SMAC
ruft nun A fiir verschiedene Parameterwerte und verschiedene Instanzen auf und ent-
scheidet dann selbststandig anhand des so erreichten Optimierungsergebnisses, welche
Werte auf welchen Instanzen als néchstes getestet werden. Dabei findet jedoch keine
oben beschriebene explizite Enumeration aller Parametereinstellungen statt. Statt-
dessen erzeugt SMAC intern ein selbstlernendes Modell (als response surface model
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bezeichnet), in dem die getesteten Parameterwerte, die getesteten Instanzen und die
damit erzeugten Ergebnisse der Optimierungslédufe verarbeitet werden. Auf Basis die-
ser Informationen schligt das Modell dann gezielt bestimmte Verdnderungen an den
aktuellen Parameterwerten vor und berechnet eine Schéitzung auf Basis der zuvor
gesammelten Daten, um wie viel sich das Ergebnis der Optimierung dadurch auf be-
stimmten Instanzen verbessern miisste. Nach der Optimierung von mehreren Instanzen
mit diesen neuen Parameterwerten wird dann abgeglichen, in wie weit die zuvor ge-
schiitzte Verbesserung tatsichlich eingetreten ist und ob die entsprechende Anderung
der Parameterwerte sinnvoll war. Die Autoren von SMAC geben an, dass so auch fiir
kontinuierliche Parameter effektiv bestimmt werden kann, auf welche Werte diese am
besten gesetzt werden sollten. Fiir eine detailliertere Beschreibung der Funktionsweise
von SMAC wird auf Hutter u.a. (2010) verwiesen.

Die Bestimmung geeigneter Parameter mit SMAC hat den Nachteil, dass der Benut-
zer der Software als Ergebnis zwar die passenden Werte fiir die Parameter angezeigt
bekommt und auch, welche verschiedenen Kombinationen von Parameterwerten vor-
her ausprobiert worden sind, im Anschluss jedoch keine vollstandige Auswertung iiber
alle Testinstanzen gemacht werden kann, da verschiedene Instanzen fiir verschiedene
Parameter unterschiedlich oft mit SMAC optimiert wurden. Fiir kontinuierliche Pa-
rameter wie die Mutationswahrscheinlichkeiten ist so ein einziger Wert als Ergebnis
zufriedenstellend. Fiir die bindren Entscheidungsparameter, wie z.B. die Reprasenta-
tionsform, ware es jedoch interessant zu wissen, wie genau sich das durchschnittliche
Optimierungsergebnis fiir eine Menge von Pldnen édndert, wenn entweder die eine oder
die andere Einstellung gewahlt wurde. Aus diesem Grund wurde die Bestimmung der
Parameter in zwei Abschnitte aufgeteilt. Im ersten Abschnitt wurden fiir die folgenden
vier Kombinationen mit SMAC die besten Parametereinstellungen fiir Y, |P|, p” bzw.

pV,p°, p%" und p™ bestimmt:

1. ZF2 auf den MP50-Instanzen mit x® =1,y = 1,xY = 0,x% =1
2. ZF3 auf den MP50-Instanzen mit y® =1,y =1,x¥N =0,x% =1
3. ZF2 auf den MP50-Instanzen mit y® =2,y = 1,3V =0,x% =1
4. 7ZF3 auf den MP50-Instanzen mit x® =2,y =1,x¥ =0,x¥ =1

Dahinter steckt die schon in Kapitel 6.2.1 diskutierte Annahme, dass die Mutations-
wahrscheinlichkeit p™ bzw. p” und ggf. auch die Wahl des Kreuzungsoperators von der
Wahl der Reprisentationsform abhingen kénnte. Fiir die weiteren Parameter x°, x™¥
und x¥ wird eine solche Abhéingigkeit als unwahrscheinlich betrachtet. Weiterhin soll
damit untersucht werden, ob eventuell die Verwendung einer anderen Zielfunktion
andere Parametereinstellungen erfordert. Nachdem in diesem ersten Schritt die oben
genannten Parameter jeweils fiir diese vier Kombinationen bestimmt wurden, werden
in Abschnitt 7.3.2 die hier noch fixierten Parameter x*, ¥ und x* genauer untersucht.
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xF=1 X% =2

7F2  7ZF3 | 7ZF2  ZF3
P 344 424 435 447
¥C 1 0 0 0
P /p" 0,0366 0,0574 | 0,7348 0,6468
P 0,3828 10,8974 | 0,0777 0,5215
P 0,7412 0,9484 | 0,9227 0,8340
p° 0,2832 0,2190 | 0,1873 0,6318

Tabelle 7.6. — Ergebnisse der Parameterbestimmung mit SMAC

Fiir jede dieser vier Kombinationen wurde SMAC mit einem gesamten Zeitlimit von
15 Tagen und einem Zeitlimit fiir einen einzelnen Optimierungslauf von 2,5 Minuten
aufgerufen. Damit war es SMAC moglich, 8640 einzelne Optimierungslédufe durchzu-
fithren und auszuwerten. Die Lange eines Optimierungslaufs wurde hier auf 2,5 Mi-
nuten gesetzt, weil sich in vorher durchgefithrten Testldufen zeigte, dass in dieser Zeit
zwar schon relativ gute Ergebnisse erzielt werden konnen, aber die Zeit noch nicht zu
lang ist, sodass eine eventuelle Verbesserung der Ergebnisse tatsachlich durch bessere
Parameter und nicht durch viele Iterationen erreicht wird.

Die Ergebnisse dieser vier SMAC-Laufe sind in Tabelle 7.6 dargestellt. Es zeigt
sich zunéchst eine klare Tendenz bei der Populationsgréfle, hier scheinen etwa 400
Individuen ein guter Richtwert zu sein. In drei von vier Féallen wurde ermittelt, dass
eine zufillige Auswahl des Kreuzungsoperators x© zu den besten Ergebnissen fiihrt.
Warum dies bei x® = 1/ZF2 nicht der Fall ist und stattdessen der 1-Punkt-Kreu-
zungsoperator ausgewahlt wurde, wird im néchsten Abschnitt noch genauer unter-
sucht. Hinsichtlich der Mutationswahrscheinlichkeit p¥ bzw. p” fiir die Verdanderung
der Einplanungsreihenfolge der Aktivitdten zeigt sich ein sehr interessantes Ergebnis:
werden als Reprisentationsform die zufélligen Priorititswerte verwendet (y® = 1), so
liegt bei beiden Zielfunktionen die dazugehérige Mutationswahrscheinlichkeit p¥ mit
3%-5% auf einem sehr niedrigen Niveau. Wird dagegen die sortierte Aktivitdtenliste
als Représentationsform verwendet, liegt die ermittelte Mutationswahrscheinlichkeit
p” mit 65%-73% deutlich hoher. Dies wird als erster Hinweis fiir die zuvor aufgestellte
Vermutung angesehen, dass unterschiedliche Reprasentationsformen tatsachlich unter-
schiedliche beste Mutationswahrscheinlichkeiten haben. In wie weit sich das tatsachlich
auf den Zielfunktionswert auswirkt, wird im néchsten Abschnitt genauer untersucht.

Die ermittelten Werte fiir p™, d.h. fiir die Wahrscheinlichkeit zum Wechsel des zu
mutierenden k) -Werts, schwanken erheblich. Hier ist nicht klar, ob dies mit der jewei-
ligen Reprasentationsform zu tun hat oder ob dieser Wert keinen grofien Einfluss auf
das Optimierungsergebnis hat, sodass SMAC hierfiir kein eindeutiges Ergebnis finden
konnte. Bei dem Vergleich zwischen ZF2 und ZF3 der jeweiligen Représentationsfor-
men zeigt sich jedoch klar, dass der Wert bei ZF3 immer deutlich tiber dem Wert fiir
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ZF2 liegt. Da ZF2 und ZF3 auf den selben Planen getestet wurden und bei ZF3 als
zielfunktionsrelevante Aktivitaten ¢ zuséatzlich zu den Aktivitdten mit Fertigstellungs-
termin ZF2 noch die kritischen Aktivitaten mit einem Zeitpufferbedarf hinzukommen
(vgl. Abschnitt 7.1), lasst sich schlussfolgern, dass p™ umso groBer sein sollte, je mehr
Aktivitdten in ¢ enthalten sind.

Fiir p" sieht das Ergebnis nun schon wieder eindeutiger aus, mit Werten zwischen
74%-95% wird ausgesagt, dass fast immer versucht werden soll, den iiber die Variable
m ausgewahlten lokalen Fitnesszielwert £, eines Individuums wahrend der Mutation
zu verbessern. Bei p® zeichnet sich ein nicht ganz so klares Bild, drei von vier Er-
gebnissen weisen ermittelte Werte zwischen 19%-28% auf, lediglich fiir x* = 2/ZF3
wurde ein deutlich hoherer Wert von 63% ermittelt. Es zeigt sich also, dass es prin-
zipiell sinnvoll ist, die minimal erlaubte Dauer der Aktivitdten kiinstlich zu erhéhen
(ansonsten wiren Werte von 0% ermittelt worden). Es ist jedoch aufgrund des einen
stark erhohten Wertes nicht ganz eindeutig, wie oft die d¥-Werte verdndert werden
sollten. Es wird also angenommen, dass der Einfluss der d¢ auf das Optimierungser-
gebnis zwar schon messbar ist, dieser aber wegen des nichtdeterministischen Verhaltens
relativ klein ist.

Fazit

Die Bestimmung der Parameter iiber die SMAC-Software hat gezeigt, dass auch in-
nerhalb von 15 Tagen Laufzeit pro Konfiguration bestenfalls eine Tendenz fiir gute
Parametereinstellungen angegeben werden kann. Dies wird mit dem stark nichtdeter-
ministischen Verhalten des genetischen Algorithmus begriindet, welches auch schon
in einzelnen detaillierten Untersuchungen bei der Implementierung von diesem beob-
achtet wurde. Je nach verwendetem Initialisierungswert fiir den Zufallszahlengenera-
tor wichen die erreichten Optimierungsergebnisse teilweise erheblich voneinander ab.
Dabei war auffallig, dass es aus Sicht des Zielfunktionswerts in vielen Planen an be-
stimmten Stellen Barrieren gibt, die schwierig zu iiberwinden sind. Das bedeutet, dass
mit fortlaufenden Iterationen der beste erreichte Zielfunktionswert zunachst nach und
nach abféllt, bis ein bestimmter Barrierewert erreicht wird. Je nach Initialisierungs-
wert fiir den Zufallszahlengenerator dauert es mal kiirzer und mal langer, bis diese
Barriere durchbrochen wird, manchmal gelingt es auch gar nicht iiber die komplette
Laufzeit. Wird die Barriere jedoch durchbrochen, so féllt anschlieBend der Zielfunkti-
onswert mit den weiteren Iterationen wieder gleichméafliger ab. Es ist nicht klar, welche
Eigenschaften im Plan dieses Verhalten verursachen, es wird jedoch vermutet, dass bei
bestimmten Vernetzungen im Aktivitdtennetzwerk erst eine dazu bestmoglich passen-
de Sortierung fiir einen Teil der Aktivitatenliste gefunden werden muss, bevor weitere
Verbesserungen moglich werden (vgl. Abbildung 3.7).

Eine klare Empfehlung, welche Parametereinstellung jetzt am besten ist, ist an dieser
Stelle noch nicht moglich. SMAC hat zwar fiir alle vier Konfigurationen Einstellungs-
werte ermitteln konnen, jedoch wurden dafiir aufgrund der Arbeitsweise von SMAC
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unterschiedliche Plane von MP50 unterschiedlich oft optimiert. Eine Aussage dariiber,
wie gut nun die einzelnen Konfigurationen aus Sicht des erreichten Zielfunktionswertes
sind und vor allem, welche Konfiguration hier die bessere ist, ist so noch nicht mog-
lich. Um dies sagen zu konnen, werden im nachsten Abschnitt nochmal detailliertere
Testlédufe mit allen vier Konfigurationen und mit den hier noch fixierten Parametern
Y%, xV und x* durchgefithrt und ausgewertet.

7.3.2. Evaluation weiterer Algorithmusvarianten

Im vorherigen Abschnitt 7.3.1 wurden die Parameter x©,|P|,p” bzw. p¥,p%, p& und

p™ fiir die beiden Zielfunktionen ZF2 und ZF3 jeweils fiir y® = 1 und y® = 2 be-
stimmt. Dabei wurden die drei verbliebenen Parameter x° = 1,xV = 0,x% =1
(vgl. Tabelle 7.5) zunéchst entsprechend fixiert. Im Folgenden soll diese Fixierung nun
aufgehoben werden bzw. es soll untersucht werden, wie sich die moglichen Einstel-
lungen dieser drei Parameter auf das Ergebnis der Optimierung auswirken. Da jeder
der Parameter zwei mogliche Werte annehmen kann, ergeben sich 2° = 8 mdgliche
Kombinationen. Diese acht Kombinationen werden nun mit jeder der vier gefundenen
Parameterbelegungen aus Tabelle 7.6 getestet, indem mit jeder der sich so ergebenden
32 Einstellungsvarianten alle MP50-Instanzen drei Mal gelost werden, wobei fiir jeden
einzelnen Optimierungslauf ein Zeitlimit von 5 Minuten gesetzt wird.

Die Ergebnisse dieser Optimierungslaufe sind in den Tabellen in Anhang C.1 aufge-
fithrt und hier in Tabelle 7.7 zusammengefasst. Dabei werden fiir jede sich ergebende
Kombination aus den mit SMAC getesteten Konfigurationen und den acht Belegungs-
moglichkeiten der restlichen Parameter sowohl der Mittelwert des erreichten Zielfunk-
tionswerts iiber alle Instanzen und alle drei einzelnen Optimierungslaufe angegeben,
als auch der Mittelwert iiber alle Instanzen aus dem jeweils besten Zielfunktionswert
iiber die drei Optimierungslaufe pro Instanz. Dadurch wird gezeigt, wie deutlich sich
jeweils das nichtdeterministische Verhalten des Algorithmus auswirkt.

Zu den vier im vorherigen Abschnitt mit SMAC getesteten Konfigurationen wurden
hier noch zwei weitere, mit ! und ? markierte Abwandlungen von x = 1/ZF2 getestet.
Bei ! wurde der Kreuzungsoperator x¢ = 0 gesetzt, dieser war bei dieser Konfigurati-
on im Gegensatz zu allen anderen Konfigurationen von SMAC auf 1 gesetzt worden.
Damit soll {iberpriift werden, ob x¢ = 1 in diesem Fall tatsdchlich zu besseren Er-
gebnissen fithrt oder SMAC hier moéglicherweise nicht die Zeit ausgereicht hat, um
andere Belegungen zu testen. Bei 2 wurde fiir die Reprisentationsform y = 1 die
urspriinglich fiir Y = 2 ermittelte sehr hohe Mutationswahrscheinlichkeit p" = 0,73
gesetzt. Aus Sicht der Literatur ist eine solch hohe Mutationswahrscheinlichkeit unge-
wohnlich, so testete z.B. Hartmann (1998) nur Wahrscheinlichkeiten im Bereich von
1%-10% fur beide Reprasentationsformen. Es soll daher nun gepriift werden, ob sich
eine solch hohe Mutationswahrscheinlichkeit entgegen der SMAC-Ergebnisse auch fiir
Y =1 eignet, oder ob dies tatsichlich nur bei Y = 2 zu besseren Ergebnissen fiihrt.

In jeder Zeile von Tabelle 7.7 wurden die Zellen mit den besten Ergebnisse fett
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YK =0 x*t =1
XN =0 xN =1 XN =0 XN =1
XS:1‘XS:2 XS::[‘XS:Q XS:1‘XS:2 XS:1‘XS:2
‘ 0 Min.‘ 0 Min.‘ 0 Min.‘ 1] Min.‘ 1] Min.‘ 1] Min.‘ 0 Min.‘ ¢ Min.
XR =1,72F2 38,8 37,3| 37,8 36,4|38,9 37,4/37,4 36,0(40,7 38,8|39,2 37,8/40,9 39,0|38,9 37,4
XR =2, 72F2 (36,1 34,9|35,5 34,5|35,9 34,7| 35,7 34,8|38,7 37,2|37,7 36,4|38,2 36,8/37,6 36,0
XR =1,7F2,' [39,4 38,2| 38,3 37,0{39,1 37,9/38,0 36,8|41,9 40,4(39,7 38,3|41,2 39,7|40,4 38,8
T =1,7F2.2 |48,9 48,0|46,2 45,2|49,2 48,1| 46,3 45,3584 57,1|54,4 53,1|56,2 54,8|53,1 51,7
x®=1,7ZF3 39,2 37,6/37,8 36,5|39,1 37,7| 37,9 36,6|/48,8 46,3|47,0 45,0(47,9 45,8|45,3 43,4
x=2,7ZF3 |386 37,1| 38,2 36,9|38,8 37,1/37,7 36,5|50,9 48,5/48,2 46,5(49,1 47,2|47,1 45,1

Tabelle 7.7. — Zusammengefasste Ergebnisse der Algorithmusevaluation, Mittelwert
iiber alle durchschnittlichen und besten Zielfunktionswert je Konfiguration aus den Ta-
bellen C.1-C.6

markiert. Es wird sofort ersichtlich, dass x*~ = 0 eindeutig immer zu besseren Ergeb-
nissen fithrt. Eine Aktualisierung von K* nach jeder Iteration des Algorithmus, wie in
Kapitel 6.2.5 diskutiert, sollte somit nicht durchgefiihrt werden. Weiterhin ist eindeu-
tig zu erkennen, dass die in Kapitel 6.5 vorgestellte alternative Ressourcenallokation
(x® = 2) immer zu besseren Ergebnissen fiihrt als die Greedy-Allokation nach Kolisch
u.a. (2003) (vel. Kapitel 6.1). Die Verbesserung liegt hier, abhangig von der Wahl der
anderen Parameter, zwischen 1,1% und 5,8%. Nicht eindeutig lasst sich dagegen sagen,
ob es sinnvoll ist, in jeder Iteration zufillig neue Individuen zu generieren (x = 1).
Bei drei Konfigurationen fiihrte dies zu leicht besseren Ergebnissen, bei den anderen
drei Konfigurationen war es jeweils besser, auf die fortlaufende Generierung neuer zu-
falliger Individuen zu verzichten. Eine pauschale Aussage kann also nicht getroffen
werden, es hdngt von den restlichen Parametern ab, was hier besser ist.

Unter den getesteten SMAC-Konfigurationen ist bei ZF2 die Représentation als
Aktivititenliste nach Hartmann (1998) (x® = 2) etwas besser als die Repréisentati-
on mit Prioritatswerten. Bei ZF3 ist dagegen fast gar kein Unterschied festzustellen,
bei den aggregierten durchschnittlichen Zielfunktionswerten liegt hier y® = 1 mini-
mal vorne. Die Uberpriifung der zusétzlichen Alternativen ! und ? hat gezeigt, dass
diese bei jeder Parameterbelegung schlechter sind als die Konfiguration y® = 1/ZF2
mit den von SMAC vorgeschlagenen Werten. Wihrend es bei !, d.h. der zufilligen
Auswahl des Kreuzungsoperators, nur zu etwas schlechteren Ergebnisse kommt, sind
die Ergebnisse von 2, d.h. einer deutlich erhohten Mutationswahrscheinlichkeit, we-
sentlich schlechter. Dies wird als Bestatigung angesehen, dass die von SMAC gefunde-
nen Parameterbelegungen zu den vorgegebenen Parametern tatséchlich gut zu passen
scheinen. Da diese aufgrund des im vorherigen Abschnitt diskutierten nichtdetermi-
nistischen Verhaltens jedoch nur als Tendenz angesehen werden kénnen, werden fiir
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alle weiteren Testlaufe die folgenden gerundeten Parametereinstellungen verwendet:

YE=2 |P| = 440 ¢ =0 YK =0

YN =0 X =2 p"=0,7 pK"=0,9

Bei der Optimierung unter einer reguléren Zielfunktion (hier ZF1 oder ZF2) wird

auBerdem p™ = 0, 08 gesetzt und p® = 0,2. Wird dagegen ein Plan unter einer nicht-
reguliren Zielfunktion (hier ZF3 oder ZF4) optimiert, wird p™ = 0,5 und p® = 0,65
gesetzt, da es dann, wie zuvor diskutiert, einerseits mehr zielfunktionsrelevante Ak-
tivitdten ¢ gibt und andererseits die Dauer der Aktivitaten mehr variieren kann, da
nicht immer eine kurze Dauer zu einem guten Zielfunktionswert fithren muss.

7.3.3. Vergleich mit dem exakten Verfahren

Nachdem im vorherigen Abschnitt die besten Parametereinstellungen des in Kapitel 6
entwickelten genetischen Algorithmus anhand vieler Testlaufe ermittelt wurden, wird
der Algorithmus mit diesen Einstellungen jetzt dazu benutzt, die Instanzen aus EP150,
MP50 und MP250 zu optimieren und die dabei erreichten Ergebnisse mit denen des
exakten Losungsverfahrens zu vergleichen. Dabei wird der genetische Algorithmus mit
einer Laufzeit von 5 Minuten jede Testinstanz unter den jeweiligen Zielfunktionen drei
Mal optimieren. Zum Vergleich mit dem exakten Verfahren wird jeweils nur der bes-
te erreichte Zielfunktionswert dieser drei Laufe herangezogen, da davon ausgegangen
wird, dass durch den technischen Fortschritt mittlerweile auch Standard-Mittelklasse
Computer einen Prozessor mit mehreren Kernen haben und es somit auch im Pra-
xiseinsatz ohne Probleme moglich ist, diese drei (oder je nach Hardwareausstattung
sogar mehr) Testlaufe auf einer Instanz parallel auszufiihren und dann insgesamt das
Individuum mit dem besten Zielfunktionswert als Losung auszugeben. Als Vergleichs-
werte werden sowohl der Zielfunktionswert als auch die beste untere Schranke benutzt,
die mit dem MIP innerhalb von einer Stunde Losungszeit ermittelt werden konnten
(vgl. Abschnitt 7.2). Gegen diese Werte wird nicht nur das Ergebnis des genetischen
Algorithmus nach 5 Minuten Laufzeit verglichen, sondern es wurden zusétzlich wéh-
rend der Testlaufe die jeweils besten gefundene Zielfunktionswerte nach einer Sekunde
(= Startlosung des GA), 30 Sekunden, 1 Minute und 3 Minuten gespeichert. Dadurch
wird ersichtlich, wie sich eine Losung im Zeitverlauf verbessert.

Die Ergebnisse dieser Optimierungen sind in den Tabellen in Anhang C.2 aufgefiihrt
und hier in Tabelle 7.8 zusammengefasst. Mit dem Vergleich des Gaps zwischen der
besten GA-Loésung und der Losung des exakten Verfahrens (Zeilen Gap Obj) zeigt
sich, dass im Durchschnitt bei allen Testinstanzen der GA nach 2 Minuten Laufzeit
mindestens das Ergebnis des exakten Verfahrens nach einer Stunde erreichen konnte.
Ebenfalls eindeutig zeigt sich, dass es mit einem heuristischen Ansatz deutlich einfacher
ist, iberhaupt eine Losung zu finden, so konnte die Anzahl der nicht gelosten Pléne
fiir EP150 und MP250 deutlich gesenkt werden.

Der GA verbessert vorhandene giiltige Losungen im Zeitverlauf durch Anwendung
lokaler Operatoren. Dadurch wird ein Individuum der Lésungspopulation nur selten
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EP150/ZF1 MP50/ZF2 MP50/ZF3 MP250/ZF2 MP250/ZF3

LB 56,70 16,54 14,90 16,98 16,21

Obj 58,92 43,40 44,86 100,43 112,45

MIP Gap 3,85% 33,89% 36,58% 56,97% 60,58%
# keine Losung 20 0 0 35 33

# opt. Losung 108 15 11 53 40

GA 1 Sek. Gap LB 9,96% 60,07% 65,49% 70,23% 73,32%
Gap Obj 0,19% 33,45% 36,23% -19,32% -37,55%

GA 30 Sek Gap LB 6,79% 38,52% 44,06% 55,09% 61,62%
' Gap Obj -3,12% -1,19% 8,37% -86,49%  -102,04%

GA 1 Min Gap LB 6,53% 37,23% 43,54% 54,02% 59,31%
’ Gap Obj -3,30% -4,16% 4,43% -96,09%  -116,85%

GA 2 Min Gap LB 6,33% 36,21% 41,98% 53,18% 58,63%
’ Gap Obj -3,47% -6,05% 0,13%  -102,40%  -129,03%

Gap LB 6,13% 35,70% 41,43% 52,56% 58,00%

GA 5 Min. Gap Obj -3,58% -7,54% -2,34%  -108,72%  -141,85%
# keine Losung 0 0 0 16 16

# opt. Losung 89 10 3 42 15

Tabelle 7.8. — Zusammengefasste Ergebnisse des Vergleichs zwischen exaktem und
heuristischem Losungsverfahren aus den Tabellen C.7-C.11

von einer Iteration auf die andere sprunghaft deutlich besser (so wie es teilweise beim
Losen eines MIP-Problems zu beobachten ist), sondern es verbessert sich langsam,
dafiir jedoch im Vergleich zur MIP-Losung eher stetig. Die Auswertung im Zeitverlauf
zeigt deutlich, dass die meisten Verbesserungen in den ersten 30 Sekunden der Laufzeit
gefunden werden. Im weiteren Zeitverlauf werden zwar immer mal wieder bessere
Losungen gefunden, jedoch ldngst nicht mehr so hdufig wie am Anfang. Die Anzahl
der gefundenen optimalen Losungen festigt diesen Eindruck, da in allen Féllen mit
dem exakten Verfahren mehr Instanzen optimal gelost werden konnten.

Bei der Auswertung der Ergebnisse des exakten Verfahrens im vorherigen Abschnitt
hat sich gezeigt, dass unter den MP50-Instanzen im Vergleich mit den MP250-Instan-
zen besonders die Instanzen mit 5 Einzelprojekten tiberdurchschnittlich leicht exakt zu
l6sen sind. Der Gap der GA-Ergebnisse im Vergleich zu den besten MIP-Ergebnissen
zeigt, dass der GA besonders bei solchen schwierig zu 16senden Pléanen vergleichsweise
sehr gute Ergebnisse liefert. Wahrend es bei den MP50-Instanzen trotz eines noch
recht hohen Gaps von 35,7% bzw. 41,4% nur moglich ist die MIP-Ergebnisse knapp zu
verbessern, erreicht der GA bei den schwierigeren MP250-Instanzen mehr als doppelt
so gute Ergebnisse wie das exakte Verfahren.

Zur Erzeugung der bisher prasentierten Ergebnisse wurden die zu optimierenden
Instanzen drei Mal mit je 5 Minuten Laufzeit gelost und anschliefend die besten Er-
gebnisse mit denen des exakten Verfahrens verglichen. Hier stellt sich die Frage, in
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wie weit eine deutliche Erhohung dieser Laufzeit sinnvoll ist. Ist es moglich, in einem
einzigen Optimierungslauf durch mehr Laufzeit entsprechend bessere Ergebnisse zu
erzielen? Und wenn es durch beschrankte Hardware nicht mdoglich ist, mehrere Opti-
mierungslaufe parallel auszufiihren, ist es dann sinnvoller, einen langeren oder mehrere
kiirzere Optimierungslédufe pro Instanz durchzufiihren? Um diese Fragen zu beantwor-
ten, wurden die MP50-Instanzen nochmal mit dem GA mit einer deutlich hoheren
Laufzeit von 30 Minuten gelost, die Ergebnisse sind in den Tabellen C.12 (fiir ZF2)
und C.13 (fir ZF3) aufgefithrt. Es ist erkennbar, dass der GA auch nach langerer
Laufzeit noch in der Lage ist, einzelne gefundene Losungen weiter zu verbessern. Im
Durchschnitt zeigt sich jedoch fiir ZF2, dass die hier in Tabelle 7.8 dargestellten ag-
gregierten Ergebnisse nach dreimal 5 Minuten mit -7,54% im Vergleich zum besten
MIP-Ergebnis immer noch besser sind als der Durchschnitt iiber alle Ergebnisse nach
einmal 30 Minuten mit -6,5%. Bei ZF3 sind dagegen die Ergebnisse der langeren Opti-
mierung etwas besser (-5,1% gegeniiber -2,34%), jedoch deutlich unterproportional zur
zusétzlich eingesetzten Laufzeit unter der Annahme einer zuvor parallelen Ausfithrung.
Insgesamt ist also immer zunéichst eine mehrfache Optimierung einer Erhéhung der
Laufzeit vorzuziehen. Wenn es hardwaretechnisch moglich ist, konnen auch mehrere
parallele Laufe mit langerer Laufzeit durchgefiithrt werden, dies sollte dann die besten
Ergebnisse bringen. Kénnen mehrere Laufe nur sequentiell durchgefiihrt werden, sollte
im Einzelfall eine Abwégung zwischen der Anzahl der durchzufithrenden Optimierun-
gen und der Laufzeit pro Optimierung getroffen werden. Dafiir kann aufgrund der hier
priasentierten Ergebnisse noch keine allgemeine Aussage getroffen werden.

Zusammenfassend lésst sich sagen, dass es mit dem heuristischen Verfahren moglich
ist, innerhalb kurzer Zeit schnell gute Losungen zu finden. Sind die Pléne einfach zu 16-
sen, liegt es hier auf einem dhnlichen Niveau wie das exakte Verfahren, bei schwierigen
Plénen ist es deutlich besser. Dagegen ist das exakte Verfahren dann im Vorteil, wenn
die Losungszeit nur eine untergeordnete Rolle spielt und stattdessen moglichst die
optimale Losung gefunden werden soll. Diese Vor- und Nachteile werden im néchsten
Abschnitt nochmal genauer untersucht.

7.4. Kombination von exaktem und heuristischem Verfahren

Die Abschnitte 7.2 und 7.3 haben die verschiedenen Starken und Schwéchen des ent-
wickelten exakten und des heuristischen Losungsansatzes fiir das FRCPSP gezeigt.
Wahrend es mit dem MIP-Modell und einem Branch&Bound-Solver méglich ist, leichte
Instanzen in kurzer Zeit optimal zu l6sen, findet der GA auch fiir schwierige Instanzen
schnell gute Losungen. Auf der anderen Seite werden mit dem MIP-Modell bei etwas
schwierigeren Instanzen keine oder nur schlechte Losungen nach sehr langer Laufzeit
gefunden, diese sind dann jedoch meistens noch weit von einer moglichen optimalen
Losung entfernt. Nachteil am GA ist, dass er einerseits keine untere Schranke berech-
net und deshalb keine Information dariiber hat, wie gut die aktuelle Losung tatséachlich
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|EP150/ZF1 MP50/ZF2 MP50/ZF3 MP250/ZF2 MP250/ZF3

LB 56,7 16,5 14,9 17,0 16,2

MIP 1L Obj 58,9 43,4 44,9 100,4 112,5
Gap 3,8% 33,9% 36,6% 57,0% 60,6%

# opt. 108 15 11 53 40

Obj 62,5 34,5 36,9 43,2 44,6

GA 5 Min Gap LB 6,1% 35,7% 41,4% 52,6% 58,0%
' Gap Obj -3,6% -7,5% 2,3%  -108,7%  -141.8%

# opt. 89 10 3 42 15

LB 56,3 11,8 11,1 14,8 13,9

Obj 62,6 35,5 36,2 44,7 46,3

GA + MIP 5 Min  Gap LB 6,8% 48,8% 51,0% 53,8% 59,0%
Gap Obj -3,2% -6,9% 6,1%  -106,9%  -129,2%

4 opt. 105 12 11 50 39

Tabelle 7.9. — Zusammengefasste Ergebnisse der Optimierungen mit dem heuristischen
Verfahren als Konstruktionsheuristik fiir das exakte Verfahren aus den Tabellen C.17-
C.21

ist. AuBerdem findet er in deutlich weniger Féllen die optimale Loésung, selbst wenn
schnell viele verbesserte Losungen gefunden werden. Mit steigender Laufzeit wird das
Verhéltnis aus zusédtzlich investierter Laufzeit und damit gewonnener Verbesserung
einer Losung signifikant schlechter.

Es wurde deshalb untersucht, in wie weit es moglich ist, das exakte und das heu-
ristische Verfahren zu kombinieren, um moglichst viele Vorteile dieser Verfahren zu
erhalten und moglichst viele Nachteile zu beseitigen. Dabei wurde der GA benutzt,
um eine Startlosung fiir den MIP-Solver zu berechnen. Eine zu l6sende Instanz wird
nun zunédchst 5 Minuten lang von dem GA gelost. Die beste, dabei gefundene Losung
wird anschliefend als Startlosung an den MIP-Solver tibergeben, damit dieser bereits
eine giiltige ganzzahlige Losung kennt und somit bereits eine (moglichst gute) obere
Schranke fiir den weiteren Losungsprozess hat. Das Zeitlimit zum Loésen des MIP-
Modells wurde nun ebenfalls auf 5 Minuten festgelegt.

Die Ergebnisse dieser Berechnungen sind in den Tabellen in Abschnitt C.4 aufge-
fithrt und hier in Tabelle 7.9 zusammengefasst. Es zeigt sich zunachst, dass die beste
untere Schranke (Zeilen LB) bei der Kombination aus GA und MIP in allen Féllen
teilweise deutlich schlechter ist als bei der alleinigen Losung des MIP-Modells. Dies
ist kein iiberraschendes Ergebnis, da die durch den GA generierte Startlosung nur die
obere, jedoch nicht die untere Schranke verbessert. Durch die deutlich kiirzere Laufzeit
werden fiir das exakte Modell somit auch nicht so gute untere Schranken gefunden.
Die beste gefundene Losung konnte bei der Kombination aus MIP und GA gegeniiber
der Losung nur mit GA nicht signifikant verbessert werden, mal liegen die Ergebnisse
hier etwas tiber denen der reinen GA-Losung, mal etwas darunter. Deutlich erkennbar
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ist jedoch, dass in allen Féllen die Anzahl der optimal gelosten Plane gegeniiber der
reinen GA-Lo6sung deutlich gesteigert werden konnte. Nach insgesamt 10 Minuten GA
und MIP liegt diese nun fast auf dem Niveau, welches das reine MIP erst nach einer
Stunde erreicht hat. Die detaillierten Ergebnisse im Anhang zeigen jedoch, dass dies
nur fir die Plane gilt, die sowieso auch nur mit dem MIP einfach zu lésen waren.
Schwierige Plane erfahren durch das nachgelagerte, kurz laufende MIP dagegen kaum
eine weitere Verbesserung gegeniiber der GA-Losung.

Zusammengefasst kann aus praktischer Sicht eine solche Kombination von MIP und
GA durchaus sinnvoll sein, da so mit moderater Erhohung der Losungszeit von 5 auf
10 Minuten

« fiir einfach zu losende Plane schnell die optimale Losung gefunden wird und

o fiir schwer zu losende Plédne zumindest eine gute giiltige Losung sowie eine untere
Schranke angegeben werden kénnen.

7.5. Vergleich mit anderen Heuristiken

In den vergangenen Abschnitten dieses Kapitels wurde der genetische Algorithmus
fir das FPS|prec|--Problem ausfithrlich anhand von Testinstanzen evaluiert und mit
einem exakten Losungsverfahren verglichen. Letztendlich stellt sich nun noch die Fra-
ge, wie gut diese Heuristik gegeniiber anderen, aus der Literatur bekannten Verfahren
arbeitet. Die Literaturrecherche in Kapitel 3 hat gezeigt, dass es zwar schon ein paar
Ansitze zur Losung des FRCPSP unter reguléren Zielfunktionen gibt, dieses Problem
aber anscheinend noch nie unter nichtregularen Zielfunktionen gelost wurde. Aus die-
sem Grund wird der Vergleich in diesem Abschnitt auf die reguléren Zielfunktionen be-
schrankt, d.h. die EP150-Testinstanzen werden unter ZF1 und die MP50- und MP250-
Testinstanzen unter ZF2 gelost.

Als Losungsverfahren wurden dazu zum einen der Random Sampling-Ansatz von
Kolisch u. a. (2003) implementiert und zum anderen verschiedene Prioritatsregeln von
Fiindeling und Trautmann (2010). Ein Vergleich mit anderen Metaheuristiken ist nicht
moglich, da es zum Zeitpunkt des Erstellens dieser Arbeit noch keine veroffentlichten
Metaheuristiken gab, die das FRCPSP losen konnten.

Bei dem Random Sampling-Verfahren (vgl. Kapitel 3.3.2) werden eine Menge zu-
falliger Aktivitatenlisten generiert und jeweils zu einem Projektablaufplan dekodiert.
Nach einer zuvor definierten Laufzeit oder einer Anzahl an zu erzeugenden Aktivité-
tenlisten wird der Projektablaufplan von der Aktivitatenliste als Losung angenommen,
der den besten Zielfunktionswert erreicht hat.

Bei einer Losung mit Prioritdtsregeln werden bestimmte Metriken auf Basis der zu
optimierenden Instanzen definiert, anhand derer die Einplanungsreihenfolge der Ak-
tivitdten festgelegt wird (vgl. Abbildung 3.6). Eine dariiber erzeugte Aktivitétenliste
ist fiir eine bestimmte Instanz somit immer eindeutig und es wird hier auch immer nur
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genau eine Aktivitatenliste und somit maximal eine Losung erzeugt. Eine Begrenzung
anhand von durchgefiihrten Iterationen oder Laufzeit ist dadurch bei diesem Verfah-
ren tiberfliissig. Wie bei der Literaturrecherche erlautert, wurden von verschiedenen
Forschern sehr viele verschiedene Prioritédtsregeln fiir das RCPSP definiert und getes-
tet, einen guten Uberblick gibt hier z.B. Kolisch (1996a). Da jedoch auch schon fiir
das RCPSP festgestellt wurde, dass Prioritatsregeln in fast allen Fallen Metaheuristi-
ken unterlegen sind, wird hier auf eine umfangreichere Analyse verzichtet. Stattdessen
werden exemplarisch nur die folgenden drei Prioritatsregeln getestet, die auch schon
Fiindeling und Trautmann (2010) fir das FRCPSP vorgeschlagen haben:

LPF (Longest Path Following) Bei mehreren moglichen Aktivitdten zur Einplanung
wird fiir jede dieser Aktivitat zunachst der kiirzeste Pfad an Nachfolgeaktivitaten
bestimmt, mit dem die jeweilige Aktivitdt tiber Vorrangbeziechungen mit dem
Ende des Aktivitdtennetzwerks verbunden ist. Zur Einplanung wird nun die
Aktivitat gewdhlt, die den ldngsten dieser Pfade hat. Die minimale Lénge einer
Aktivitat berechnen Fiindeling und Trautmann (2010) dabei unter Annahme
von nur einem Ressourcenbedarf und keiner Beschrénkung der Dauer iiber den
Ausdruck [w; /7], die gesamte Pfadldnge einer Aktivitat ¢ ergibt sich dann wie
folgt:

LPF — LPF/ -
7 1) = |w; /1| + max m
()= Twi/mi] + _ max w0 (j)

Da es bei dem Modell in dieser Arbeit mehrere Ressourcenbedarfe pro Aktivitat
geben kann und auch eine minimal erlaubte Dauer gesetzt sein kann, wird fiir den
Methodenvergleich die Berechnung der minimalen Léange einer Aktivitat durch
den Ausdruck max {d;, max,ecgx [wi/Tix |} ersetzt.

MTS (Most Total Successors) Bei mehreren moglichen Aktivitdten zur Einplanung
wird die Aktivitdt ausgewéhlt, die die meisten nachfolgenden Aktivitdten hat.
Dadurch sollen die Aktivitaten moglichst frith eingeplant werden, auf deren Ein-
planung sonst viele nachfolgende Aktivitdten warten miissten.

aMTS () = |{j e SN A (i, 5) EA}H— Z MR ()

JjESNA(i,j)€A

MWR (Most Work Content Remaining) Bei mehreren moglichen Aktivitidten zur
Einplanung wird die Aktivitdt ausgewéhlt, fiir welche, zusammen mit ihren
Nachfolgern, insgesamt der grofite Ressourcenbedarf eingeplant werden muss.
Fiindeling und Trautmann (2010) berechnen diese noch zu verplanende Res-
sourcenmenge fiir eine Aktivitiat wie folgt:

WMWR(@') = w; + Z WMWR(j)
JESNA(i,5)€A
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GA GA GA RS LPF MTS MWR

(1Sek) (30 Sek) (5 Min) (5Min) P10 PR PR
EP150 66,5 63,3 62,5 66,2 67,5 70,1 70,1
MP50 56,1 37,3 34,5 56,5 110,2 124,3 130,0
MP250 71,2 47.8 43,2 67,4 1449 152,3 157,3

Tabelle 7.10. — Zusammengefasste Ergebnisse des Vergleichs zwischen GA und weiteren
Heuristiken aus den Tabellen C.14—C.16. Es wird der durchschnittliche Zielfunktionswert
iiber alle Instanzen angegeben.

Da sich auch hier wieder wie bei der LPF-Prioritatsregel das Problem ergibt, dass

es jetzt mehrere Ressourcenbedarfe pro Aktivitat geben kann, wird bei diesem
' _ Wik, falls (i,k) € F'

Vergleich mit dem Ausdruck >, o § ditdy gerechnet.

d
Tik ¥ =5, sonst

Die Ergebnisse dieses Vergleichs sind in den Tabellen C.14-C.16 aufgefithrt und hier
in Tabelle 7.10 zusammengefasst. Es wird pro Instanzmenge und Losungsverfahren der
durchschnittlich erreichte Zielfunktionswert tiber alle Instanzen der jeweiligen Menge
angegeben. Es zeigt sich, dass der GA bereits nach nur 30 Sekunden Laufzeit deutlich
bessere Losungen als alle anderen Verfahren liefern kann. Wahrend der Unterschied
bei den vergleichsweise leichten Einzelprojektplanen noch nicht so grof} ist, schneiden
besonders die Prioritatsregeln bei den komplexeren und damit schwieriger zu lésenden
Multiprojektplanen wesentlich schlechter ab. Interessant zu sehen ist auflerdem, dass
der GA nach einer Sekunde, d.h. mit der initialen Population, und das Random Samp-
ling-Verfahren nach 5 Minuten fast gleichauf liegen. Da die initiale Population des GA
mit dem Random Sampling-Verfahren generiert wurde (vgl. Kapitel 6.2.2) lasst sich
daraus ableiten, dass mit dem Random Sampling-Verfahren auch nach langerer Lauf-
zeit nur selten noch verbesserte Losungen gefunden werden. Das Random Sampling-
Verfahren bietet deshalb insgesamt keinerlei Vorteile gegeniiber dem GA, aufler dass
es in der Lage ist, neue Losungen fiir eine initiale GA-Population zu generieren, die
besser sind als eventuelle Losungen durch Prioritétslisten. Die Prioritatslisten konnen
letztendlich zumindest fiir den Einzelprojektfall als Alternative fiir solche Falle ange-
sehen werden, in denen selbst einige Sekunden Laufzeit aus irgendwelchen Griinden
noch zu lang sind und sofort eine einzige Losung benotigt wird.

7.6. Fazit

In den vorangegangenen Abschnitten dieses Kapitels wurden die zwei entwickelten
Losungsverfahren fiir das F'PS|prec|--Problem ausfithrlich anhand von insgesamt 450
kiinstlichen Testinstanzen evaluiert und mit bekannten Verfahren aus der Literatur

130



7.6. Fazit

verglichen. Dabei zeigte sich zunéchst, dass das mit einem Branch&Bound-Solver ge-
loste MIP-Modell (5.11)—(5.16) zwar in der Lage ist, kleine bis mittelgrole Einzel-
projektinstanzen (30-60 Aktivitdten) oft innerhalb weniger Minuten optimal zu lésen.
Ein weiterer Vorteil dieses Ansatzes ist auch, dass in einem solchen MIP-Modell ver-
gleichsweise einfach andere Zielfunktionen oder auch weitere Restriktionen umgesetzt
werden konnen. Je mehr Aktivitdten jedoch ein Plan enthélt und je komplexer diese
Aktivitdten miteinander vernetzt sind - sei es durch viele Vorrangbeziehungen inner-
halb der Aktivitédten eines Projekts im Plan oder durch die Beriicksichtigung mehrerer
Projekte im Plan - desto schwieriger wird es fiir diesen exakten Ansatz, gute bzw. teil-
weise iiberhaupt giiltige Losungen selbst nach einer Stunde Losungszeit oder mehr zu
finden. Dadurch ist das MIP-Modell als alleiniges Losungsverfahren eher ungeeignet
fiir den praktischen Einsatz, da der Planer, wenn er aufgrund eines einfachen Plans
nicht sehr schnell ein gute Losung geliefert bekommt, nicht weifl; ob und nach welcher
Zeit er iiberhaupt eine Losung bekommt. Dennoch ist dieses Verfahren aus Sicht der
Forschung in dieser Arbeit relevant, da es mit ihm im Gegensatz zu der entwickelten
Heuristik moglich ist, untere Schranken fiir die zu l6senden Instanzen zu berechnen, um
mit diesen bewerten zu konnen, wie gut die mit der Heuristik berechneten Losungen
tatsachlich sind.

Es wurde gezeigt, dass der entwickelte genetische Algorithmus (GA) in der Lage
ist, das F'PS|prec|--Problem unter verschiedenen zeitbasierten Zielfunktionen zu 16-
sen. Wahrend der GA bei leicht zu l6senden Pldnen unabhéngig von der Losungszeit
im Vergleich zum MIP-Modell nur selten die optimale Losung findet, sind dessen Lo-
sungen unabhéngig vom zu optimierenden Plan jedoch in den allermeisten Féllen auf
einem konstant guten Niveau. Das fithrt dazu, dass der GA besonders bei schwierigen
Plianen deutlich bessere Losungen in wesentlich kiirzerer Zeit findet, als es mit dem
MIP-Modell méglich ist. Innerhalb von einigen Sekunden sind hier bereits erste gute
Losungen gefunden, nach nur 1-2 Minuten Laufzeit wurden die Ergebnisse der ein-
stiindigen Optimierung mit dem MIP-Modell spatestens erreicht und in den meisten
Fallen sogar deutlich unterboten. Dadurch ist der GA sehr gut fiir einen Einsatz in der
Praxis geeignet, da es dort nicht zwingend auf optimale Losungen ankommt, sondern
auf gute Losungen innerhalb kurzer Zeit unabhéngig von der Gréfle und Schwierig-
keit des zu losenden Plans (vgl. Kapitel 2.3). Fiir den Fall, dass in moglichst kurzer
Losungszeit soweit es geht auch optimale Losungen gefunden werden sollen, konnte
gezeigt werden, dass es sinnvoll ist, den GA zur Generierung einer guten Startlosung
fiir den Branch&Bound-Algorithmus zu benutzen. Dieser versucht anschlieBend mit ei-
nem geringen Zeitlimit von wenigen Minuten nochmal diese vorhandene Losung durch
Losung des MIP-Modells zu verbessern oder deren Optimalitat zu beweisen.

Ein Vergleich mit anderen, aus der Literatur bekannten Verfahren fiir das F PS|prec|--
Problem war aufgrund von deren Beschrankung nur fiir regulare Zielfunktionen mog-
lich. Hier zeigte sich, dass der GA in allen Féllen deutlich iiberlegen ist. Aus Sicht der
Forschung lasst sich festhalten, dass es mit dem GA nun auch fiir das FRCPSP eine
Metaheuristik gibt, die in der Lage ist, sehr gute Losungen in kurzer Zeit zu berechnen.
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Eine solche Metaheuristik wurde zuvor nur fiir das RCPSP mit konstanten Ressour-
cenbedarfen entwickelt. Da bei der Modellformulierung in Kapitel 5.1 darauf geachtet
wurde, dass das PS|prec|--Problem vollstdndig in F PS|prec|- enthalten ist, ist der
entwicklte GA auch in der Lage, klassische RCPSP-Instanzen mit rein konstanten
Ressourcenbedarfen unter beliebigen zeitbasierten Zielfunktionen zu losen.
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unterirdische Gas- und Olspeicher

In den vorangegangenen Kapiteln wurde ein exaktes und ein heuristisches Losungs-
verfahren fiir das F'PS|prec|--Problem entwickelt, welches aufgrund seiner Flexibili-
tat unterschiedliche Planungsaspekte in Form von anpassbaren Zielfunktionen sowie
verschiedene konstante und flexible Ressourcenmodelle unterstiitzt. Nachdem diese
Verfahren anschliefend mit synthetischen Projektplanungsinstanzen erfolgreich evalu-
iert wurden, soll in diesem Kapitel gezeigt werden, dass damit auch konkrete prak-
tische Planungsprobleme gelost werden konnen. Dazu wird im Folgenden das bereits
in Kapitel 2.3.4 vorgestellte Multiprojektplanungsbeispiel aus der Praxis in ein Opti-
mierungsmodell iberfithrt und anschlieBend mit den beiden Loésungsverfahren gelost.
Es werden weiterhin die Besonderheiten dieses Anwendungsfalls im Vergleich zu den
synthetischen Testinstanzen diskutiert, die sich dann auch in den hier erreichten Er-
gebnissen widerspiegeln.

8.1. Aufbau des Multiprojektplans

In Kapitel 2.3.4 wurden die praktischen Aspekte einer Projektplanung zum Bau un-
terirdischer Erdol- und Erdgasspeicher erlautert, die sich so im Rahmen eines Bera-
tungsprojekts ergeben haben. An dieser Stelle wird nun gezeigt, wie diese Planung
in dem Modell (5.1)—(5.9) abgebildet werden kann. Zeitlich und aus Sicht der einge-
setzten Ressourcen findet diese Planung auf strategischer Ebene statt. Das bedeutet,
dass eine Zeitperiode im Modell einem Monat in der Wirklichkeit entspricht, der be-
trachtete Planungshorizont entspricht knapp 15 Jahre oder genauer gesagt T' = 176
Zeitperioden (ST = {0,...,176}. Dabei wird eine rollierende Planung angenommen.
Das bedeutet, dass die fiinf in Abschnitt 8.2 optimierten Projektpline die selbe Pla-
nung zu unterschiedlichen Startzeitpunkten darstellen. Dadurch sind einzelne Projekte
des Plans in den verschiedenen Pldnen unterschiedlich weit fortgeschritten, wodurch
bestimmte Aktivitdten der Projekte gar nicht mehr geplant werden miissen, da sie
aus Sicht des Planungszeitraums in der Vergangenheit liegen oder wodurch andere
Aktivitdaten einen gewiinschten Ausfiihrungszeitraum haben, der bereits in vorherigen
Planungsiterationen festgelegt wurde.

Weiterhin impliziert diese strategische Planung, dass dabei nur die Ressourcen ge-
plant werden miissen, die auf dieser Ebene tatsiachlich von Bedeutung sind. So wird
es im Folgenden einige Aktivitaten pro Projekt geben, die lediglich eine Dauer ha-
ben, jedoch keine Ressourcenbedarfe. Diese sind dann als Platzhalter oder Hinweis
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fiir die nachgelagerte taktische und operative Planung zu verstehen, dass in diesen
Zeitrdumen zu gegebener Zeit bestimmte Arbeiten eingeplant werden miissen, damit
spatere Aktivitdten piinktlich starten konnen. Die Dauer dieser Aktivitdten wird dann
von der zustdndigen Planungsabteilung i.d.R. so grofiziigig gewéhlt, dass dadurch kei-
ne Ressourcenkonflikte auf den detaillierteren Planungsebenen entstehen. Trotzdem
miussen diese Aktivitdten aber schon an dieser Stelle eingeplant werden, da sie einer-
seits Zeit benotigen und andererseits an Termine gebunden sein konnen, sodass sie die
Platzierung nachfolgender oder vorangehender Aktivitdten beeinflussen kénnen.

Die beschréinkende Ressource bei der strategischen Planung ist aufgrund von Um-
weltauflagen die Menge des Wassers, welches zur Ausspiilung des Hohlraums benutzt
wird. Aus diesem Grund werden Bedarfe von dieser Ressource als flexibel planbare Be-
darfe sehr genau angegeben. Insgesamt ergeben sich so fiir die Menge S¥ des Modells
die folgenden vier Ressourcen aus der betrachteten Planung:

R1 Beschreibt die mogliche Anzahl an Bohrungen in den Untergrund, die aufgrund
von nur beschrankt zur Verfiigung stehender Baumaschinen zur Bohrung parallel
in einer Zeitperiode durchgefithrt werden konnen.

R2 Beschreibt die mogliche Anzahl an Untergrundspeichern, die aufgrund von tech-
nischen Griinden parallel in einer Zeitperiode ausgespiilt werden kénnen.

R3 Beschreibt die Gesamtmenge an Wasser, welche aufgrund von Umweltauflagen
maximal pro Zeitperiode zur Ausspiilung der Hohlrdume genutzt werden darf.

R4 Beschreibt die mogliche Anzahl an Untergrundspeichern, die nach ihrer erfolgten
Ausspiilung aufgrund von nur beschrankt zur Verfiigung stehender Baumaschi-
nen parallel in einer Zeitperiode fiir die spatere Verwendung fertiggestellt werden
koénnen.

Es fallt sofort auf, dass die Beschreibung der Ressourcen R1, R2 und R4 impliziert,
dass es sich hier um diskrete Ressourceneinheiten handelt. Dies steht zunéchst im
Widerspruch dazu, dass in dem in dieser Arbeit aufgestellten Planungsmodell jedoch
nur kontinuierliche Ressourcenverfiigharkeiten und -bedarfe abgebildet werden kénnen.
Dies ist in diesem Fall jedoch kein Problem, da die Bedarfe an diesen Ressourcen immer
konstant und ganzzahlig sind. Somit ergeben sich bei der spateren Optimierung auch
immer nur ganzzahlige Zuweisungen, ohne dass es dafiir eine spezielle Restriktion zur
Sicherstellung dieser Ganzzahligkeit gibt.

Den Ressourcenverfiigharkeiten sind die Aktivitaten mit ihren Ressourcenbedarfen
gegeniibergestellt, die zur erfolgreichen Umsetzung der Projekte durchgefithrt werden
miissen. Jeder einzelne dieser unterirdischen Speicher wird als einzelnes Bauprojekt
betrachtet und damit auch im hier aufgestellten Projektplan als einzelnes Projekt
geplant. Zur Abbildung eines solchen Projekts werden in der hier betrachteten strate-
gischen Planung die folgenden acht Aktivitdten definiert:
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A1l Der erste Schritt ist die Vorplanung des Speicherbaus. Diese Aktivitdt hat nur
eine festgelegte Dauer und wird auf strategischer Ebene ohne Ressourcenbedarf
geplant. Im Ausfiihrungszeitraum dieser Aktivitat werden in detaillierteren Pla-
nungsstufen administrative und organisatorische Tétigkeiten eingeplant, die fiir
den operativen Baubeginn des Speichers erforderlich sind.

A2 Nach der Vorplanung findet der Grunderwerb statt. Auch diese Aktivitat braucht
auf dieser Planungsebene keine Ressourcen und wird nur durch eine fixierte Dau-
er reprasentiert. Im Zeitraum der Ausfithrung dieser Aktivitdt miissen spéter die
Rechte an dem Stiick Land erworben werden, unter dem der Untergrundspeicher
gebaut werden soll.

A3 Zu Beginn der eigentlichen Bauphase des Speichers muss ein entsprechender Bau-
platz errichtet werden. Die bendtigte Zeit fiir die dabei anfallenden Arbeiten
wird durch die Aktivitdt A3 ohne Ressourcen abgebildet.

A4 Auf dem Bauplatz wird anschlieSend ein mehrere hundert Meter tiefes Loch in den
Erdboden gebohrt, bis eine Salzschicht zur anschlieBenden Ausspiilung erreicht
ist. Da die notigen Baumaschinen fiir diese Bohrung sehr teuer sind und deshalb
nur sehr wenige davon zur Verfiigung stehen, miissen hier schon auf strategischer
Ebene Ressourcen verplant werden. In jeder Zeitperiode dieser Aktivitit wird
deshalb genau eine Einheit von Ressource R1 benotigt.

A5 Wihrend der Medienanbindung wird fiir die anschlieBende Ausspiilung des Hohl-
raums das Bohrloch verrohrt und die Rohre werden an der Erdoberfliche an
die Pumpen angeschlossen, die im weiteren Verlauf das Wasser in das Rohrloch

pumpen sollen. Es wird eine feste Dauer vorgegeben, jedoch kein Ressourcenbe-
darf.

A6 Bei der Ausspiilung wird kontinuierlich Wasser unter Druck durch das gebohrte
Loch in den Erdboden bis in die Salzschicht gepresst, sodass dieses Salz dort
im Wasser gelost wird. Uber ein zweites Rohr wird gleichzeitig dieses mit Salz
angereicherte Wasser zuriick an die Erdoberfliche gedriickt. Dieser Prozess wird
so lange ohne Unterbrechung fortgesetzt, bis ein zuvor festgelegter Hohlraum
in der Salzschicht ausgespiilt wurde. Diese zu erreichende Groflie des Hohlraums
wird von den Planern im Vorfeld festgelegt. Weiterhin ist relativ genau bekannt,
wie das Verhéltnis zwischen einer eingepumpten Menge Wasser und der daraus
resultierenden Menge an gelostem Salz, d.h. dem hinzugewonnen Hohlraumvo-
lumen, ist. Dadurch wird bei der Planung fiir diese Aktivitdat nicht direkt mit
dem Hohlraum, sondern mit der insgesamt benotigten Menge an Wasser gerech-
net, um diesen Hohlraum zu erreichen (im Modell tiber w;k abgebildet). Diese
Wassermenge steht in Form der Ressource R3 fiir alle Bauprojekte in jeder Zeit-
periode in einer bestimmten Hohe zur Verfiigung und es kann fiir die Aktivitat
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A6 in jedem einzelnen Projekt pro Zeitperiode entschieden werden, wie viel Was-
ser jeweils zur Generierung von weiterem Hohlraum verwendet wird. Dabei ist
durch den Planer eine Untergrenze und eine Obergrenze pro Zeitperiode vorge-
geben (im Modell iiber r;; und 73 abgebildet), zwischen denen diese zugewiesene
Menge an Wasser pro Zeitperiode liegen darf. Wie in Kapitel 2.3.4 angesprochen
liegt die Untergrenze 7, hier bei etwa % der Obergrenze 7, wodurch der Opti-
mierung ziemlich viel Freiraum gelassen wird. Damit dieser grofle Freiraum nicht
zu einer zu langen oder kurzen Ausspiilphase fiihrt, wird weiterhin die minima-
le und maximale Dauer von A6 auf einen individuellen Zeitraum begrenzt, der
meistens irgendwo zwischen 12 und 36 Zeitperioden liegt (d; und d;). Zuletzt
konnen aufgrund technischer Vorgaben insgesamt nur eine bestimme maximale
Anzahl von Ausspiilungen parallel durchgefithrt werden, deshalb benétigt A6 in
jeder Zeitperiode seiner Ausfithrung noch konstant eine Einheit von Ressource

R2.

A7 Nach der Ausspiilung finden eine Reihe von weiteren technischen Mafinahmen
statt, um den Untergrundspeicher fiir die spétere Verwendung fertigzustellen.
Diese Fertigstellung wird mit einer fixierten Dauer angegeben. Da pro Zeitperi-
ode immer nur eine begrenzte Anzahl an Speichern fertiggestellt werden kénnen,
wird konstant pro Zeitperiode eine Einheit von Ressource R4 benotigt.

A8 Nachdem der Untergrundspeicher fertiggestellt wurde, kann er an den spéateren
Nutzer (z.B. grofle Energieunternehmen) iibergeben werden. Zu diesem Zeit-
punkt ist der Speicher allerdings noch von der Ausspiilung voller Wasser, da
man aufgrund des Hohen- und Druckunterschieds ein Medium in dieser Tiefe
nur nach oben beférdern kann, indem man es durch ein anderes Medium ver-
dréangt. Wenn der Nutzer den Speicher zum ersten Mal mit Erdol oder Erdgas
befiillt, kommt dabei nochmal genau die dem Hohlraum entsprechende Menge
an Wasser an die Oberflache. Da dieses Wasser auch mit Salz angereichert ist,
mindert es, genauso wie die Ausspiilung bei Aktivitat A6, die verfiighare Menge
der Ressource R3. Die in jeder Zeitperiode ausgepumpte Menge Wasser kann
durch die Optimierung in vorgegebenen Grenzen entschieden werden. Im Ge-
gensatz zur Aktivitdt A6 ist bei Aktivitdt A8 jedoch eine feste Dauer von meist
6 Zeitperioden vorgegeben (d; = d; = 6).

Neben diesen Aktivitdten, die bei jedem Speicherbauprojekt durchgefithrt werden
miissen und somit nur dann nicht anfallen, wenn sie aufgrund des Beginns des Pla-
nungshorizonts schon in der Vergangenheit liegen, haben die Planer die Moglichkeit,
pro Projekt weitere Pufferaktivitaten zu definieren. Diese belegen wie die Aktivitdten
A1, A2, A3 und A5 keine Ressourcen und dienen dazu, projektspezifisch erforderliche
Arbeitsschritte auch schon zeitlich in dieser Phase der Planung mit beriicksichtigen zu
konnen. Ein beispielhafter Ausschnitt aus einem moglichen Projektstrukturplan, der
sich aus diesen Aktivitdten und Ressourcen ergibt, wird in Abbildung 8.1 gezeigt.
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Abbildung 8.1. — Ausschnitt aus einem moglichen Aktivitdtennetzwerk der Fallstudie
fiir zwei Projekte. Die genauen Ressourcenmengen der Ressource R3 diirfen in dieser
Arbeit nicht angegeben werden.

Ziel dieser Planung ist es, die gesetzten Start- und Fertigstellungstermine aller Ak-
tivitdten so gut wie moglich einzuhalten. Dafiir wird die in Kapitel 7.1 vorgestellte
Zielfunktion ZF4 verwendet, bei der sowohl Verfrithungen als auch Verspatungen vom
gewlinschten Starttermin bestraft werden, bei gesetzten Fertigstellungsterminen je-
doch nur eine Verspatung bestraft wird. Die Gewichtung ist dabei so gewéhlt, dass
die Verspatung eines Fertigstellungstermins um eine Zeitperiode 10x hoher gewichtet
wird als eine Abweichung vom gewiinschten Starttermin um eine Zeitperiode.

In der Planung haben zunéchst automatisch diejenigen Aktivitdten einen Startter-
min in der Zeitperiode 0, die aufgrund des rollierenden Planungshorizonts bereits vor
Beginn des Planungszeitraums ausgefithrt wurden und deshalb nur noch mit ihrer
verbleibenden Dauer in den jeweiligen Plan mit aufgenommen wurden. Diese sollten
sofort zu Beginn des Planungszeitraums fortgesetzt werden. Weiterhin wird oft fiir die
Aktivitdt A4 vom Planer ein Starttermin gesetzt, da fiir die Bohrung lange Zeit im
Voraus die bendtigten Maschinen bei Subunternehmen reserviert werden miissen. Wur-
de mit dem spéateren Nutzer eines solchen Untergrundspeichers ein Termin vereinbart,
zu dem der Speicher an ihn fiir die erste Befiillung tibergeben wird, ist dieser Termin
aus vertraglichen Griinden, wenn es irgendwie moglich ist, einzuhalten. Das bedeutet,
dass die jeweilige Aktivitiat A8 genau zu diesem Termin starten muss. Da jedoch durch
die Zielfunktion Abweichungen von einem gesetzten Starttermin sehr niedrig gewichtet
werden, wird fiir solche A8 mit Ubergabetermin in der Planung zusétzlich ein Fertig-
stellungstermin gesetzt, der entsprechend der Dauer der jeweiligen A8 genau so viele
Zeitperioden hinter dem Starttermin liegt. Da mit jedem fortschreitenden Monat von
der Planungsabteilung nicht nur ein neuer Plan berechnet wird, sondern die Planer das
Optimierungsergebnis immer wieder neu bewerten, ggf. Aktivitdten verschieben oder
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an bestimmte Zeitpunkte fixieren wollen und dann eine weitere Optimierung ausfiih-
ren wollen, kénnen auch alle anderen Aktivitdten je nach konkretem Plan einen Start-
oder Fertigstellungstermin haben.

8.2. Optimierungsergebnisse

Im Rahmen dieser Fallstudie konnten die entwickelten Losungsverfahren anhand von
fiinf Projektablaufplanen aus der Praxis getestet und verglichen werden. Soweit es im
Rahmen dieser Veroffentlichung moglich ist, werden in Tabelle 8.1 die wesentlichen
Kennzahlen dieser Plane aufgefithrt und die Optimierungsergebnisse dargestellt.

Jeder dieser Pléne ist dabei von der Struktur her so aufgebaut wie im letzten Ab-
schnitt erklart und in Abbildung 8.1 dargestellt. Es wurde bereits erkléart, dass die
Planung iterativ ablauft, d.h. es wird eine Optimierung durchgefiihrt und das Ergeb-
nis wird anschlieBend von der Planungsabteilung und weiteren Experten bewertet.
Im Rahmen dieser Bewertung werden eventuell einzelne Aktivitdten verschoben oder
iiber einen Starttermin auf einen bestimmten Zeitpunkt fixiert, anschliefend wird eine
erneute Optimierung gestartet. Die Zeile It. gibt an, in der wievielten Planungsitera-
tion sich die jeweilige Instanz befunden hat. #P und #A beschreiben die Anzahl an
Projekten und Aktivitdten in der Instanz, wobei die Blindaktivitidten am Anfang und
am Ende jedes Projekts hier nicht mitgezahlt wurden. Wéhrend die Struktur eines
einzelnen Projekts durch eine rein serielle Anordnung der Aktivitaten bei diesen In-
stanzen deutlich weniger komplex ist als es bei den PSPLIB-Instanzen und damit auch
bei den betrachteten Testinstanzen in Kapitel 7 der Fall ist, ist die zu bewaltigende
Menge an Aktivitdten und Projekten hier um ein vielfaches grofler. Die Zeile #FB
gibt an, wie viele flexibel planbare Ressourcenbedarfe in der jeweiligen Instanz vor-
handen sind. Auch diese liegen mit 83-90 Bedarfen etwas iiber der Anzahl an flexibel
planbaren Bedarfen, die in den MP50- und MP250-Instanzen betrachtet wurden (vgl.
Tabelle A.2 und A.3). Die Zeile #S gibt an, fir wie viele der Aktivitdten ein Start-
termin gesetzt war und in #7 wird die Anzahl der Aktivitdten mit einem gesetzten
Fertigstellungstermin genannt.

Im néchsten Abschnitt der Tabelle werden dann die Ergebnisse der Optimierung mit
dem exakten Losungsverfahren gezeigt. Dazu wurde jede der Instanzen mit dem MIP-
Modell aus Kapitel 5.2 mit Hilfe von Gurobi 5.6 gelost. Als Hardware wurde ein Intel
Core i7-3770 Prozessor mit 32 GB Arbeitsspeicher verwendet und das Zeitlimit wurde
auf 5 Stunden gesetzt. Zunéachst wird die Initialisierungszeit angegeben, also die Zeit,
die benétigt wurde, um das Modell aus der Software heraus an Gurobi zu iibergeben.
Waiéhrend diese Zeit bei den vorherigen Testlaufen im letzten Kapitel vernachlassigbar
gering war und deshalb nicht separat aufgefiihrt wurde, liegt sie hier aufgrund der
Grofle der Pléane zwischen 3:30 Minuten und 6:04 Minuten und sollte daher mit be-
riicksichtigt werden, um die benotigte Losungszeit zu bewerten. In der nachsten Zeile
wird die Zeit angegeben, die tatsichlich fiir die Optimierung der jeweiligen Instanz
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Name ‘ C1 C2 C3 C4 Ch

< It. 4 3 1 11 9
2 #P 96 96 101 101 101
g #A 760 862 888 893 893
a #FB 83 84 87 90 90
#S 68 70 78 80 80

#T 131 139 158 172 172
Initialisierungszeit | 0:03:28  0:03:44  0:05:51  0:06:03  0:06:04
Optimierungszeit | 00:33:21 00:31:05 01:05:54 01:47:01 01:18:22

o () Abweichung S 0,00 0,00 0,00 0,00 0,00
E () Abweichung T 0,00 0,00 0,00 0,00 0,00
Zeilen | 144.540 147.502 194.880 201.394 201.358

Spalten | 308.461 336.520 472.918 478.378  477.640
Arbeitsspeicher | 10,2 GB 11,8 GB 17,3 GB 20,1 GB 18,3 GB
Optimierungszeit | 0:15:00  0:15:00  0:15:00  0:15:00  0:15:00

() Abweichung S 1,09 0,73 0,87 1,45 1,05

() Abweichung T 0,02 0,00 0,06 0,09 0,06

Tabelle 8.1. — Instanzen und Optimierungsergebnisse der Fallstudie

benotigt wurde. Addiert man die Initialisierungszeit und die Optimierungszeit, so er-
gibt sich eine Spanne von knapp 35 Minuten als kiirzeste Losungszeit bei Instanz C2
und etwas unter 2 Stunden als langste Losungszeit bei C4. In diesem Praxisfall wére
das aus Sicht der Planer definitiv zu lange gewesen, da so aus organisatorischer Sicht
der Planungsabteilung kaum noch eine fliissige iterative Planung moglich ware.

In den néchsten beiden Zeilen wird das eigentliche Optimierungsergebnis darge-
stellt. Es wird die durchschnittliche Abweichung einer Aktivitdt von ihrem gesetzten
Starttermin und die durchschnittliche Abweichung einer Aktivitat von ihrem gesetz-
ten Fertigstellungstermin angegeben. Erfreulich zu sehen ist, dass hier alle 5 Instanzen
optimal gelost werden konnten. Dies wirft aufgrund der genannten Anforderungen in
Kapitel 2.3.4 die berechtigte Frage auf, ob hier nicht ein etwas erhéhtes relatives Gap
als Abbruchkriterium eine kiirzere Losungszeit ermoglicht hétte, um hier eine nicht
optimale aber zumindest sehr gute Losung zu finden. Dies wurde auch getestet, fiihrte
jedoch bei allen 5 Instanzen leider nicht zum Erfolg. Beim Losen dieser Instanzen ver-
hielt sich der MIP-Solver immer so, dass sehr lange gar keine Losung gefunden wurde,
dann jedoch oft innerhalb einer vergleichsweise kurzen Zeitspanne einige Losungen bis
hin zur optimalen Losung gefunden wurden. Dies ware ein weiterer Nachteil bei ei-
nem Einsatz in der Praxis, da es so fiir eine lange Zeit keinerlei Fortschrittsmeldungen
vom Solver gibt und der Benutzer teilweise nach einer halben oder ganzen Stunde
nicht weif}, ob die Optimierung gleich abgeschlossen ist oder ob er noch eine weitere
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Stunde warten muss. In den weiteren drei Zeilen werden die Dimensionen des MIP-
Modells und der Bedarf an Arbeitsspeicher wihrend der Optimierung aufgefiihrt. Hier
zeigt sich, dass die oben genannte leistungsstarke Hardware tatsachlich notig ist, um
Modelle dieser GroBenordnung zu 16sen.

Im Vergleich dazu werden in den letzten drei Zeilen der Tabelle die Optimierungs-
ergebnisse des genetischen Algorithmus aus Kapitel 6 angegeben. Dieser hat jede der
Instanzen drei Mal parallel fiir 15 Minuten optimiert und es werden, wie auch in Kapi-
tel 7.3, die Ergebnisse des besten dieser drei Laufe angegeben. Da es sich bei der hier
benutzten Zielfunktion ZF4 um eine nichtregulare Zielfunktion handelt, wurden wei-
testgehend die in Kapitel 7.3.2 bestimmten Einstellungen der ebenfalls nichtreguléren
Zielfunktion ZF3 verwendet. Lediglich die PopulationsgroBe |P| wurde auf 50 Indi-
viduen herabgesetzt. Dies war notig geworden, da sich gezeigt hat, dass die Laufzeit
fiir eine Iteration des GA aufgrund der hier stark gesteigerten Anzahl an Aktivitdten
pro Testinstanz deutlich angestiegen war. Dadurch konnten innerhalb des gesetzten
Zeitlimits nicht mehr genug Iterationen durchgefithrt werden, um gute Losungen zu
generieren. Es sind jedoch besonders bei so vielen Aktivitaten und damit sehr langen
Aktivitdtenlisten mindestens einige tausend Iterationen notig, um gute Losungen zu
finden. Dies konnte durch die Absenkung von |P| erreicht werden, da so die langere
Laufzeit fir ein Individuum durch eine geringere Anzahl an Individuen kompensiert
wird.

Es zeigt sich, dass hier mit teilweise deutlich weniger Losungszeit sehr gute, jedoch
nicht optimale Losungen gefunden werden konnten. Die in der Zielfunktion weniger
stark gewichteten Starttermine der Aktivitdten konnten im Durchschnitt bis auf ei-
ne Zeitperiode genau eingehalten werden, die gesetzten Fertigstellungstermine konnten
dagegen fast immer komplett eingehalten werden. Vergleicht man diese Durchschnitts-
werte mit der absoluten Anzahl an Aktivitaten mit Fertigstellungstermin (Zeile #7')
zeigt sich, dass es hier nur sehr wenige Aktivitdten gibt, die tiberhaupt um eine Zeit-
periode verspatet waren.

Damit wurde gezeigt, dass es auch mit solchen allgemein einsetzbaren Verfahren,
wie dem in dieser Arbeit entwickelten genetischen Algorithmus, moglich ist, solche
speziellen Probleme der ressourcenbeschrinkten Projektablaufplanung in kurzer Zeit
sehr gut zu losen. Gegeniiber dem exakten Ansatz kommen folgende weitere Vorteile
hinzu:

o Esist in fast allen Féllen garantiert, dass schon bei der Initialisierung des Algo-
rithmus oder wéahrend der ersten Sekunden der Laufzeit erste gute Losungen fiir
das Problem vorliegen.

e Der Benutzer kann im Zeitverlauf sehen, wie der Algorithmus die Losungen
schrittweise weiter verbessert und jederzeit die Optimierung abbrechen, wenn
eine seiner Meinung nach ausreichend gute Losungsqualitat erreicht wurde.
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o Esist keine Lizenz fiir einen MIP-Solver nétig, die i.d.R. mit hohen Investitions-
kosten verbunden ist.

o Es ist deutlich weniger leistungsfahige Hardware notig. Der Arbeitsspeicherbe-
darf beim Losen mit dem GA lag in allen Féllen bei wenigen hundert MB und
wére damit problemlos auf jedem aktuellen Standardcomputer moglich. Auf ei-
ne separate Auflistung des Verbrauchs wurde deshalb bei den GA-Ergebnissen
verzichtet. Der Arbeitsspeicherbedarf zur Losung des MIP-Modells lag mit bis
zu 20 GB pro Instanz signifikant hoher, sodass bei aktuellem Stand der Technik
speziell aufgeriistete Hardware notig ist, um diese Modelle 16sen zu kénnen.

Der entwickelte GA kann somit als Standardlosungsverfahren fiir Einzel- und Mul-
tiprojektpldne mit konstanten oder flexibel planbaren Ressourcenbedarfen im breiten
Praxiseinsatz empfohlen werden, da er in der Lage ist, in kurzer Zeit mit geringen
Ressourcen sehr gute Optimierungsergebnisse unter verschiedenen Zielsetzungen der
Planung zu berechnen.
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9. Zusammenfassung und Ausblick

In dieser Arbeit wurde das ressourcenbeschrankte Projektplanungsproblem mit fle-
xiblen und konstanten Ressourcenbedarfen betrachtet und mit neu entwickelten Lo-
sungsmethoden unter verschiedenen Zielfunktionen gelost. Durch diese neuen Losungs-
methoden ist es jetzt moglich, unterschiedliche Projektplanungsprobleme mit verschie-
denen Anforderungen einheitlich in einem Modell abzubilden und zu l6sen, ohne dass
eine Anpassung der Losungsmethode notig ist. Im Folgenden sollen nun noch einmal
die Ergebnisse und Erkenntnisse der einzelnen Kapitel der Arbeit zusammengefasst
werden. Anschliefend wird ein Ausblick auf mogliche weitere Forschung gegeben, die
aus Sicht des Autors auf Basis dieser erreichten Ergebnisse fiir sinnvoll erachtet wird.

9.1. Kritische Wiirdigung der Ergebnisse

Die vorliegende Arbeit teilt sich in neun Kapitel auf. Zunichst bekam der Leser in
Kapitel 1 eine Ubersicht iiber die Inhalte der einzelnen Kapitel und die betrachtete
Problemstellung der Arbeit. Es wurde aufgezeigt, dass trotz umfangreicher Forschung
im Bereich der ressourcenbeschrankten Projektablaufplanung noch immer sehr viele
Projekte in der Praxis aufgrund von unzureichender Planung nicht erfolgreich durch-
gefithrt werden.

Um mogliche Griinde fiir diese Diskrepanz herauszufinden, wurden in Kapitel 2 die
Anforderungen der Praxis bei einer solchen ressourcenbeschrénkten Projektablauf-
planung erlautert. Dazu wurden zunéchst die wesentlichen Begriffe und Abldufe aus
dem Projektmanagement und der Projektablaufplanung erlautert. Im weiteren Ver-
lauf wurden dann die Ergebnisse verschiedener Studien zusammengefasst, die gezeigt
haben, dass es offensichtlich eine zunehmende Liicke zwischen den immer komplexer
werdenden Anforderungen aus der Praxis und den entwickelten Losungsmethoden und
Modellen aus der Forschung gibt. Wahrend in der Forschung héufig Projektplane mit
nur einem einzelnen Projekt und einem relativ starren Ressourcenmodell mit dem Ziel
der Minimierung der Durchlaufzeit optimiert werden, erfordert die Praxis oft die Be-
trachtung von mehreren Projekten bei einem flexibel anpassbaren Ressourcenmodell
zur Losung unter unterschiedlichen individuellen Planungszielen. Es zeigte sich au-
Berdem, dass es auch hinsichtlich der Anwendung der Optimierungsmethoden Unter-
schiede gegeniiber anderen Anwendungsbereichen der Operations Research-Forschung
gibt: Viele andere OR-Themen, wie z.B. die Umlaufplanung von Flugzeugen, Schiffen
oder Bussen, die Planung von Trinkwassernetzen oder das Layout von Lagern, sind
wichtige und hochkomplexe, aber nur vergleichsweise selten durchgefiihrte Planungs-
aufgaben. Diese werden deshalb oft auch von Personen mit entsprechendem Wissen
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iiber mathematische Optimierung durchgefiihrt, eine Verbesserung der gefundenen
Losung um einige Prozent kann dabei bedeuten, dass in der Praxis deutliche Einspa-
rungen moglich sind. Dem gegeniiber steht die Projektablaufplanung als Teilgebiet des
Projektmanagements. Hier werden in den meisten Féllen nur die Losungsmethoden,
die in kommerzielle Planungssoftware implementiert wurden, von Projektmanagern
eingesetzt. Diese kennen zwar sehr gut das fachliche Umfeld des Projekts, sind aber
i.d.R. keine OR-Experten und stehen dann vor der Herausforderung die gesammelten
Informationen des Projektumfeldes in Parameter fiir sehr restriktive Optimierungs-
modelle zu tberfithren. Hinzu kommt, dass selten tatsdchlich eine optimale Losung
gefordert ist, da es in einem Projekt meistens viele weitere Einflussfaktoren auf die
Losung gibt, die so bei der Optimierung gar nicht berticksichtigt wurden. Stattdessen
sollte es moglich sein, moglichst flexibel viele Aspekte einer Planung beriicksichtigen
zu kénnen, um damit in kurzer Zeit gute Losungen zu erzeugen, die dann weiter von
den Projektmanagern und Fachabteilungen verfeinert werden.

Wird nun ein beliebiges praktisches Planungsproblem aus wissenschaftlicher Sicht
untersucht, kommt es oft dazu, dass bestimmte problemspezifische Annahmen getrof-
fen werden und es im Nachhinein schwierig oder gar unmoglich ist, die entwickelten
Losungsmethoden auf ahnliche, jedoch in einigen Punkten unterschiedliche Probleme
zu Ubertragen. So hat auch die in Kapitel 3 prasentierte Literaturrecherche fiir das
Problem der ressourcenbeschrankten Projektablaufplanung gezeigt, dass zwar Aspek-
te wie flexible Ressourcenbedarfe oder insbesondere die Beriicksichtigung bestimmter
Ziele bei der Planung schon einzeln untersucht wurden, die speziell dafiir entwickelten
heuristischen Losungsverfahren jedoch nicht einfach auf andere Planungsprobleme der
Projektablaufplanung anwendbar sind. Weiterhin deutete sich durch die betrachteten
Veroffentlichungen zu exakten Losungsverfahren bereits an diesem Punkt der Arbeit
an, dass solche exakten Verfahren zwar prinzipiell in der Lage sein sollten, alle ge-
forderten Aspekte einer Planung gemeinsam zu betrachten und zu losen, dies aber
wahrscheinlich trotz hoher Rechenkapazitiaten nur fiir vergleichsweise kleine Projekt-
strukturplidne moglich sein wird.

Aus diesen Erkenntnissen, bestehend aus den zusammengefassten und abstrahierten
praktischen Anforderungen auf der einen Seite und den bisherigen wissenschaftlichen
Losungsmethoden auf der anderen Seite, wurden in Kapitel 4 die Ziele dieser Arbeit
abgeleitet. Es wurde als Ziel gesetzt, das RCPSP-Modell zur ressourcenbeschrénkten
Projektablaufplanung so zu erweitern, dass es neben den bisherigen konstanten Res-
sourcenbedarfen jetzt auch beliebig viele flexibel planbare Bedarfe unterstiitzen soll.
Fir dieses Modell sollte im Anschluss eine Losungsmethode entwickelt werden, die
in der Lage ist, in kurzer Zeit, d.h. wenigen Minuten, gute, jedoch nicht zwingend
optimale Losungen zu berechnen.

Zum FErreichen dieser Ziele wurde zunachst in Kapitel 5 das Flexible Resource
Constrained Project Scheduling Problem (FRCPSP) als Erweiterung zum bekannten
RCPSP vorgestellt. Es gab in der Vergangenheit zwar schon ein paar Veroffentlichun-
gen, die veranderte RCPSP-Modelle mit flexibel planbaren Ressourcenbedarfen vorge-
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stellt hatten. Das hier entwickelte neue Modell scheint jedoch das erste zu sein, welches
durch eine beliebige Anzahl von konstanten und/oder flexibel planbaren Ressourcen-
bedarfen pro Aktivitat und flexiblen, jedoch einschrinkbaren Dauern fiir Aktivitdten
auf der einen Seite grofle Freiheiten bei der Modellierung von Projektplanungsproble-
men bietet und trotzdem vollstindig kompatibel zum klassischen RCPSP-Modell ist.
Im weiteren Verlauf des Kapitels wurde fiir spéatere Vergleiche ein MIP-Modell aufge-
stellt, in welches man das zuvor prasentierte konzeptionelle FRCPSP-Modell iiberfiih-
ren kann, um es so mit einem Standard MIP-Solver zu losen.

Da erste, hier nicht veroffentlichte Tests mit dem MIP-Modell die Vermutungen
der Literaturrecherche bestétigten, dass mit einem exakten Verfahren, besonders bei
der Betrachtung von mehreren Projekten in einem Plan, selbst nach einer Stunde
Laufzeit keine oder nur sehr schlechte Losungen gefunden werden kénnen, wurde die
Entwicklung eines heuristischen Losungsverfahrens angestrebt und die Ergebnisse die-
ser Entwicklung wurden in Kapitel 6 prasentiert. Die geschaffene Heuristik basiert im
Kern auf Ideen aus drei Veroffentlichungen, die jedoch fiir diesen Einsatzzweck jeweils
stark weiterentwickelt wurden. So wurde die Erweiterung des seriellen Einplanungs-
schemas von Kolisch u. a. (2003) zur Unterstiitzung von flexibel planbaren Ressourcen-
bedarfen als Grundlage fiir die Einplanungsalgorithmen 1 und 3 genommen, die nun
im Gegensatz zum Verfahren von Kolisch u.a. (2003) mit mehreren konstanten und
flexibel planbaren Ressourcenbedarfen und Einschrankungen hinsichtlich der Dauer
von Aktivitdten umgehen kénnen. Die Idee von Neumann u.a. (2003) zur Priorisie-
rung von moglichen Positionen der Aktivitdten zur Unterstiitzung von nichtreguléren
Zielfunktionen wurde angepasst und in Form von Algorithmus 2 mit dem neuen se-
riellen Einplanungsschema verbunden. Als dritte Komponente wurde der genetische
Algorithmus von Hartmann (1998) als Metaheuristik zur Verédnderung einer Losungs-
reprasentation des Einplanungsschemas verwendet und stark erweitert, sodass dieser
nun auch die zuvor erweiterte Losungsreprésentation unterstiitzt. So ist dieser nun in
der Lage, fiir eine zu l6sende Instanz anhand einer beliebigen zeitbasierten Zielfunktion
gute Losungen zu finden.

Damit stehen nun ein exaktes und ein heuristisches Losungsverfahren fir das zu-
vor aufgestellte FRCPSP-Modell zur Verfiigung. In wie weit sich diese Verfahren tat-
séchlich eignen, um dieses Modell zu lésen, wurde in Kapitel 7 evaluiert. Dafiir war
es zunachst notig entsprechende Testinstanzen zu generieren, da es keine bekannten
verfiigharen Instanzen gab, in denen sowohl konstante als auch flexibel planbare Res-
sourcenbedarfe abgebildet sind und die gleichzeitig mehrere Projekte mit weiteren
Informationen, wie z.B. Fertigstellungstermine fiir Aktivitaten, enthalten, damit man
diese Plane unter verschiedenen Zielfunktionen optimieren konnte. Bei der Erzeugung
dieser Instanzen dienten die in der Forschung sehr bekannten PSPLIB-Instanzen als
Grundlage, die dann entsprechend kombiniert und um die entsprechenden Aspekte er-
weitert wurden. Die Bestimmung der Gréfle und der genauen Auspriagung der Aspekte
dieser Instanzen orientierte sich an den Erkenntnissen aus der Recherche von Kapi-
tel 2.2 und 2.3. Im weiteren Verlauf wurden diese Instanzen mit dem MIP-Modell
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gelost. Dabei bestatigte sich die Vermutung, dass es mit diesem exakten Verfahren
nicht moglich ist, groflere Testinstanzen zu losen. Teilweise wurde selbst nach mehre-
ren Stunden noch keine giiltige Losung gefunden. Es zeigte sich aulerdem, dass nicht
nur die Gréfle des Plans, d.h. die Anzahl an Aktivitdten, iiber die Schwierigkeit ihn zu
l6sen entscheidet, sondern auch, wie stark diese Aktivitdten durch Vorrangbeziehun-
gen miteinander verkntipft sind. Dadurch ist es kaum moglich eine Aussage dartiber zu
treffen, bis zu welcher Grofle tiberhaupt solche exakten Verfahren sinnvoll einsetzbar
sind. Anschlieflend wurde der entwickelte genetische Algorithmus (GA) als heuristi-
sches Losungsverfahren getestet. Dazu wurden zunéchst die Parameter bestimmt, z.B.
verschiedene Mutationswahrscheinlichkeiten oder die Groflie der betrachteten Popu-
lation, die der GA zum Losen eines Plans benotigt. Wéhrend einige Parameter mit
bindren Werten iiber das Durchprobieren aller méglichen Belegungen im Rahmen von
vielen Optimierungslaufen bestimmt wurden, wurde besonders zur Bestimmung der
Parameter mit kontinuierlichen Werten die Software SMAC eingesetzt, die im Rahmen
eines Forschungsprojekts an einer anderen Universitat entstanden ist. Unter Einsatz
der so gefundenen besten Parameterbelegungen wurden dann die generierten Testin-
stanzen unter verschiedenen Zielfunktionen optimiert und die so gewonnenen Ergeb-
nisse mit denen des exakten Verfahrens verglichen. Dabei zeigte sich, dass das exakte
Verfahren zwar besonders héufig bei leicht zu lésenden Plénen schnell die optimale
Losung findet, der GA jedoch schon bei etwas schwierigeren Instanzen im Vorteil ist
und so insgesamt die durchschnittlich besseren, wenn auch weniger haufig optimalen
Losungen liefert. Dieser Vergleich zeigte auflerdem, dass der GA auch grundsétzlich
in der Lage ist, Projektablaufpléne unter zeitbasierten, nichtreguléren Zielfunktionen
zu optimieren. Ein anschlieBender Vergleich mit bekannten Losungsmethoden fiir das
FRCPSP unter regularen Zielfunktionen zeigte, dass der GA hier allen bisher einge-
setzten Heuristiken fiir dieses Problem tiberlegen ist. In einem weiteren Versuch wurde
der GA als Konstruktionsheuristik fiir das MIP-Modell benutzt, welches jedoch nur
ein sehr geringes Zeitlimit zum Losen bekam. Dadurch konnten vergleichsweise leichte
Pléane deutlich 6fter optimal gelost werden, als wenn sie nur mit dem GA gelost worden
waren. Fiir schwierige Plane wurden zunachst mit dem GA gute Losungen gefunden
und dann mit dem MIP eine untere Schranke berechnet. Insgesamt zeigte sich, dass
der GA besonders bei grofien, schwierig zu 16senden Planen gute Ergebnisse liefert,
er dabei jedoch ein sehr stark nichtdeterministisches Verhalten zeigt. Oft ist es zum
Finden besserer Losungen daher sinnvoll, zusatzliche Rechenkapazitat in die parallele
oder serielle Ausfithrung mehrerer kiirzerer Optimierungen auf derselben Instanz zu
investieren, anstatt mit dieser Kapazitit die Losungszeit einer einzigen Optimierung
zu erhohen.

Nachdem bisher zur Evaluierung der beiden Losungsverfahren nur synthetische Tes-
tinstanzen verwendet wurden, wurde diese Evaluation in Kapitel 8 im Rahmen einer
Fallstudie mit Projektablaufplanen aus einem Praxisprojekt fortgesetzt. Dabei lag die
Herausforderung in der, im Vergleich zu den synthetischen Instanzen, enorm gestei-
gerten Grofe eines Plans von teilweise iiber 100 Projekten und etwa 900 Aktivitéten.
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Auch wenn es aufgrund der hier sehr einfachen Projektstrukturen moglich war, al-
le betrachteten Instanzen optimal mit dem MIP-Modell zu lésen, so war dafiir doch
einerseits teilweise eine sehr lange Losungszeit von bis zu zwei Stunden noétig und
andererseits musste auch die eingesetzte Hardware aufgrund eines Speicherverbrauchs
von bis zu 20 GB Arbeitsspeicher sehr leistungsfihig sein. Die Losung mit dem GA
zeigte auch hier deutliche Vorteile. Innerhalb von konstant 15 Minuten Laufzeit und
einem deutlich geringeren Ressourcenverbrauch konnten alle Instanzen immer nahe an
ihrem moglichen optimalen Ergebnis gelost werden. Damit entspricht der GA somit
deutlich genauer den Anforderungen an eine Losungsmethode fiir den Praxiseinsatz,
wie sie zu Beginn der Arbeit definiert wurden.

Im Rahmen der zwei Evaluationskapitel konnte gezeigt werden, dass die gesetzten
Ziele der Arbeit vollstéandig erreicht wurden. Mit dem entwickelten GA wurde eine sehr
konkurrenzfiahige Losungsheuristik fiir das FRCPSP unter verschiedenen zeitbasierten
Zielfunktionen fiir die Einzel- und Multiprojektplanung geschaffen. Ideen fiir darauf
aufbauende Schritte und weitere Forschung werden im folgenden Abschnitt aufgezeigt.

9.2. Ausblick auf weitere Forschung

Im Rahmen dieser Arbeit wurden die Moglichkeiten der ressourcenbeschrankten Pro-
jektablaufplanung sowohl durch eine Modellerweiterung, als auch durch neue Losungs-
methoden fiir dieses Modell an vielen Stellen erweitert. Dadurch wurde ein gréflerer
Schritt hinsichtlich bisher nicht erforschter Aspekte bei dieser Planung gemacht, wes-
halb der Fokus weiterer Forschung zunéchst darauf liegen sollte, die hier gewonnenen
Erkenntnisse und Ergebnisse zu verifizieren und abzusichern.

Der in Kapitel 6 entwickelte genetische Algorithmus als heuristisches Losungsver-
fahren wurde mit dem Anspruch entwickelt, einen Projektablaufplan unter beliebigen
zeitbasierten Zielfunktionen optimieren zu konnen, weil sich bei der Literaturrecherche
in Kapitel 3.5.2 gezeigt hat, dass in der Vergangenheit so gut wie immer beim Einsatz
einer nichtregularen Zielfunktion ein speziell fiir die jeweilige Zielfunktion angepasstes
Losungsverfahren zum Einsatz kam. In Kapitel 7.5 wurde gezeigt, dass der entwickelte
GA fiir regulére Zielfunktionen tatsachlich bessere Ergebnisse liefert, als zuvor bekann-
te Verfahren aus der Literatur. Ein Vergleich mit nichtreguldren Zielfunktionen schien
jedoch in dieser Arbeit nicht sinnvoll moglich, da der Fokus zusétzlich noch auf flexi-
bel planbaren Ressourcenbedarfen lag und es in der Literatur noch keine bekannten
Heuristiken gibt, die Pline mit solchen Bedarfen unter nichtreguléren Zielfunktionen
berechnen koénnen. Ein Ansatz flir weitere Forschung kénnte demnach sein, den hier
entwickelten GA auf Planen mit nur konstanten Ressourcenbedarfen zu testen und
so zu vergleichen, ob z.B. fiir den Einbau von Zeitpuffern oder fiir das Einhalten von
Zeitfenstern dieses Verfahren oder eine speziell auf diese Zielfunktionen angepasste
Heuristik aus der Literatur bessere Ergebnisse liefert. Weiterhin erscheint es sinnvoll,
den GA auch noch mit deutlich mehr als den hier getesteten vier Zielfunktionen zu
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evaluieren, wie z.B. durch eine Optimierung des Kapitalwerts oder der Projektkosten
(vgl. Kapitel 3.5.1).

In Kapitel 6.4 wurde ein mogliches Konzept vorgestellt, wie mit dem GA ein Pro-
jektablaufplan auch unter nicht zeitbasierten Zielfunktionen optimiert werden kénnte,
z.B. mit dem Ziel der gleichméfiigen Ausnutzung der Ressourcen. Durch die Abgren-
zung auf zeitbasierte Zielfunktionen fand dazu jedoch keine Evaluierung in dieser Ar-
beit statt, weshalb es interessant ware, in einem weiteren Forschungsprojekt zu priifen,
ob es mit dem hier vorgestellten Konzept oder mit anderen Ansitzen moglich ist, nicht
zeitbasierte Zielfunktionen mit dem hier entwickelten GA zu benutzen.

Bei der Durchfithrung solcher Vergleiche stellt sich immer die Frage, auf welcher
Basis verglichen wird, d.h. welche Testinstanzen dafiir benutzt werden. Fiir diese Ar-
beit standen keine frei verfiigbaren Testinstanzen zur Verfiigung, in denen die jetzt
moglichen Aspekte des in Kapitel 5.1 aufgestellten FRCPSP-Modells abgebildet wa-
ren. Aus diesem Grund wurden, wie in Kapitel 7.1 beschrieben, eigene Testinstanzen
auf Basis der PSPLIB-Instanzen entwickelt und verwendet. Diese neuen Einzel- und
Multiprojektinstanzen sollen im Anschluss an diese Arbeit frei zur Verfiigung gestellt
werden, sodass sie entweder zur Uberpriifung der hier erzielten Ergebnisse oder fiir
weitere Vergleiche, wie z.B. die eben vorgeschlagenen, verwendet werden konnen.

Neben diesen ganzen Vergleichen mit anderen Verfahren oder unter anderen Zie-
len stellt sich auch die Frage, in wie weit es moglich ist, das entwickelte heuristische
Losungsverfahren weiter zu verbessern. Dazu werden die folgenden drei Anséitze vor-
geschlagen:

Zunachst konnte evaluiert werden, ob es moglich ist, durch weiteres Parameter-
tuning noch bessere Optimierungsergebnisse zu erzielen. In Kapitel 7.3.1 wurde die
Bestimmung der Parameter auf einer relativ begrenzten Menge von Plianen durchge-
fithrt, wodurch es natiirlich fraglich ist, in wie weit die gefundenen Parameterwerte
iibertragbar sind. Dies konnte durch den Einsatz der vorgestellten SMAC-Software
zur erneuten Bestimmung der Parameter auf einer deutlich grofieren Menge von Pla-
nen gepriift werden, z.B. den EP250-Instanzen und zusétzlich den EP150-Instanzen.
Ebenso ware es besonders aufgrund des starken nichtdeterministischen Verhaltens der
Optimierung und der vielen moglichen Plane denkbar, eine Online-Parameterbestim-
mung durchzufithren. Das bedeutet, dass geeignete Parameter auf einer vergleichsweise
kleinen Menge an Planen bestimmt werden und dann immer neue Pléane zur Verifi-
zierung oder Veranderung der gefundenen Werte hinzukommen. Je mehr Plane so zur
Parameterbestimmung betrachtet werden, desto weniger wiirden die gefundenen Para-
meterwerte verdndert, falls sie auf einem einzigen neuen Plan nicht gut funktionieren.

Als zweiter Ansatz zur Verbesserung der Losungsheuristik wird vorgeschlagen die
verschiedenen Erweiterungen der letzten Jahre fiir das serielle Einplanungsschema des
RCPSP zu untersuchen und zu schauen, in wie weit sich diese auch auf das hier ent-
wickelte erweiterte Einplanungsschema fiir beliebige zeitbasierte Zielfunktionen an-
wenden lassen. So wurde in Kapitel 3.3.3 angesprochen, dass Hartmann und Kolisch
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(2000) einige grundlegende Metaheuristiken evaluiert haben und mehrere Jahre spéa-
ter in der Veroffentlichung von Kolisch und Hartmann (2006) dann unter anderem
einige Erweiterungen, wie z.B. Forward-backward improvement, bei der Einplanung
betrachtet wurden, die zum Teil zu besseren Losungen fithrten. Als dritter Ansatz zur
Verbesserung wird vorgeschlagen, anstatt des genetischen Algorithmus als eingesetzte
Metaheuristik auszuprobieren, in wie weit sich ein Simulated Annealing-Algorithmus
hier eignen wiirde. Dieser wurde ebenfalls von den beiden eben angegebenen Quellen
als sehr konkurrenzfahig getestet. Es wéare deshalb interessant zu probieren, in wie
weit sich solch ein SA eignet, die lokale Suche auf der in Kapitel 6.1 aufgestellten
(1,0, K*)-Repréasentation zu steuern.

Nach den moglichen Vergleichen und Verbesserungen ware es zuletzt noch inter-
essant weiter zu evaluieren, in wie weit der hier entwickelte genetische Algorithmus
tatsachlich dem Anspruch gerecht wird, fiir viele verschiedene praxisrelevante Varian-
ten des (F)RCPSP ein effektives und effizientes Losungsverfahren zu sein. In dieser
Arbeit wurde bereits anhand eines Praxisbeispiels in Kapitel 8 gezeigt, dass der GA
sich dazu eignet, ein von der Struktur und den Mengen der Entitdten her eher un-
gewoOhnliches Problem der Projektablaufplanung ebenfalls gut zu l6sen. Es sollte nun
mit weiteren praxisnahen Beispielen getestet werden, ob der GA auch fiir diese oh-
ne groffere Anpassungen geeignet ist und es somit tatsédchlich sinnvoll wére, ihn fiir
einen breiten Praxiseinsatz als Losungsverfahren ohne vorherige Kenntnis des genauen
Projektplanungsproblems in Erwégung zu ziehen.
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Anhang A.

Instanzen fiir numerische Testlaufe

A.1. Erldauterungen

In den folgenden Abschnitten werden anhand verschiedener Kennzahlen die Test-
instanzen vorgestellt, die fiir die numerischen Testldufe zur Evaluation der Losungs-
verfahren in Kapitel 7 verwendet wurden. AnschlieBend werden in Anhang B die de-
taillierten Optimierungsergebnisse dieser Testinstanzen aufgefithrt. Dabei werden in
den Spaltentiberschriften die folgenden Abkiirzungen verwendet:

#R Anzahl der unterschiedlichen Ressourcen in einem Plan.
#P Anzahl der Projekte in einem Plan.

#A Anzahl der Aktivitdten ohne Blindaktivititen, je nach Kontext in einem Projekt
oder im gesamten Plan.

S Schwierigkeit des Plans anhand der bendtigten Losungszeit mit dem exakten Lo-
sungsverfahren (vgl. Kapitel 7.2). Die Schwierigkeit ist dabei in die folgenden 4
Stufen unterteilt:

o 1 = Benotigte Losungszeit < 1 Minute

o 2 = Benotigte Losungszeit 1-5 Minuten
o 3 = Benotigte Losungszeit 5-50 Minuten
» 4 = Benotigte Losungszeit > 50 Minuten

#KB Anzahl der konstanten Bedarfe fiir alle Aktivitaten eines Projekts.
#FB Anzahl der flexibel planbaren Bedarfe fiir alle Aktivitdten eines Projekts.

LB Die Lower Bound (untere Schranke), d.h. die beste gefundene Losung der LP-
Relaxation eines Problems, die jedoch nicht zwingend ganzzahlig und damit
gliltig sein muss.

Obj. Der Zielfunktionswert der besten gefundenen ganzzahligen Losung (Objective,
obere Schranke)
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Gap Der relative Abstand zwischen unterer und oberer Schranke als Mafl dafiir, wie

162

nah die beste gefundene ganzzahlige Losung an einer moglichen optimalen Lo-
sung liegt. Bei einem Gap von 0% gilt untere Schranke = obere Schranke, die
obere Schranke ist damit bewiesenermafien eine optimale Losung und es ist keine
weitere Verbesserung des Optimierungsergebnisses moglich. Bei der Optimierung
iiber eine Heuristik wird der Gap in dieser Arbeit dazu benutzt, den Abstand der
besten heuristischen Losung entweder zur besten oberen oder zur besten unteren
Schranke der MIP-Loésung anzugeben. Der Gap wird dabei wie folgt berechnet:

5% _ |IP — LB|
 IP+e¢

Hier bezeichnet LB die untere Schranke, zu der der Abstand berechnet werden
soll und IP die beste gefundene ganzzahlige Losung.



A.2. Testinstanzenmenge EP150

A.2. Testinstanzenmenge EP150

Gesamter Plan Projekt 1 Gesamter Plan Projekt 1
Name PSPLIB #R #P #A S|#A #KB #FB Name PSPLIB #R #P #A S|#A #KB #FB
EP150/1  j3012_10 4 1 321| 30 119 9 EP150/76 j603_4 4 1 62 1| 60 205 43
EP150/2  j3017_10 4 1 321| 30 119 9 EP150/77 j6015_3 4 1 62 1] 60 203 45
EP150/3 j3019_8 4 1 321 30 119 9 EP150/78 j6030_1 4 1 622 60 201 47
EP150/4  j3035_2 4 1 321| 30 119 9 EP150/79 j6031_10 4 1 621 60 199 49
EP150/5 j304_1 4 1 321 30 119 9 EP150/80 j605_6 4 1 62 4| 60 198 50
EP150/6  j301_3 4 1 32130 118 10 EP150/81 j6032_10 4 1 621 60 194 54
EP150/7 j3033_7 4 1 321| 30 118 10 EP150/82 j607_6 4 1 621 60 194 54
EP150/8  j308_9 4 1 321 30 117 11 EP150/83 j608_2 4 1 621 60 191 57
EP150/9  j3020_9 4 1 32130 116 12 EP150/84 j6013_1 4 1 62 4| 60 185 63
EP150/10 j3036_9 4 1 321 30 116 12 EP150/85 j6021_10 4 1 62 4| 60 18 63
EP150/11 j3043_7 4 1 32130 116 12 EP150/86 j6021_3 4 1 62 4| 60 185 63
EP150/12 j3035_2 4 1 321| 30 114 14 EP150/87 j6026_3 4 1 62 4| 60 18 63
EP150/13 j3020_9 4 1 321| 30 113 15 EP150/88 j606_6 4 1 622 60 185 63
EP150/14 j3036_9 4 1 321 30 113 15 EP150/89 j6028_3 4 1 62 1| 60 184 64
EP150/15 j3039_8 4 1 321| 30 113 15 EP150/90 j605_10 4 1 62 4| 60 182 66
EP150/16 j3014_8 4 1 32130 112 16 EP150/91 j6032_10 4 1 621 60 178 70
EP150/17 j3017_10 4 1 321| 30 112 16 EP150/92 j6012_8 4 1 621| 60 175 73
EP150/18 j3023_10 4 1 321 30 112 16 EP150/93 j6010_1 4 1 62 4| 60 171 7
EP150/19 j3042_1 4 1 321| 30 112 16 EP150/94 j6016_9 4 1 621| 60 171 77
EP150/20 j3045_8 4 1 32430 112 16 EP150/95 j6013_1 4 1 62 4| 60 167 81
EP150/21 j3010_10 4 1 321 30 111 17 EP150/96 j6030_1 4 1 62 4] 60 166 82
EP150/22 j3010_8 4 1 32130 111 17 EP150/97 j6031_10 4 1 621 60 166 82
EP150/23 j304_1 4 1 32130 111 17 EP150/98 j6027_3 4 1 623| 60 163 85
EP150/24 j3033_7 4 1 321 30 110 18 EP150/99 j6010_8 4 1 62 4| 60 154 94
EP150/25 j3038_3 4 1 321| 30 110 18 EP150/100 j6015_3 4 1 621 60 146 102
EP150/26 j3022_6 4 1 321 30 109 19 EP150/101 j9034_3 4 1 921 90 345 23
EP150/27 j307_4 4 1 32130 109 19 EP150/102 j9039_7 4 1 921 90 344 24
EP150/28 j308_9 4 1 321| 30 109 19 EP150/103 j906_3 4 1 92490 337 31
EP150/29 j301_3 4 1 32130 107 21 EP150/104 j9021_1 4 1 92 4| 90 336 32
EP150/30 j3019_8 4 1 321 30 107 21 EP150/105 j9018_4 4 1 921 90 331 37
EP150/31 j3038_3 4 1 321| 30 106 22 EP150/106 j9036_1 4 1 921 90 331 37
EP150/32 j3031_3 4 1 321 30 105 23 EP150/107 j9022_10 4 1 92 4| 90 328 40
EP150/33 j3029_3 4 1 324|300 102 26 EP150/108 j9047_5 4 1 921| 90 328 40
EP150/34 j307_4 4 1 321 30 102 26 EP150/109 j9033_6 4 1 921 90 327 41
EP150/35 j3027_10 4 1 321| 30 101 27 EP150/110 j9018_4 4 1 921| 90 322 46
EP150/36 j3016_10 4 1 321 30 100 28 EP150/111 j9034_3 4 1 921 90 319 49
EP150/37 j3010_8 4 1 321| 30 98 30 EP150/112 j9033_6 4 1 922 90 317 51
EP150/38 j3022_6 4 1 32130 97 31 EP150/113 j9043_9 4 1 921 90 314 54
EP150/39 j3023_10 4 1 321 30 97 31 EP150/114 j9038_8 4 1 923| 90 310 58
EP150/40 j3012_10 4 1 32130 96 32 EP150/115 j9036_1 4 1 921 90 308 60
EP150/41 j3027_10 4 1 32130 9 33 EP150/116 j9037_1 4 1 92 4| 90 307 61
EP150/42 j3039_8 4 1 32130 95 33 EP150/117 j9042_2 4 1 92 4| 90 302 66
EP150/43 j3010_10 4 1 321| 30 94 34 EP150/118 j9025_8 4 1 92 4| 90 300 68
EP150/44 j3043_7 4 1 32130 92 36 EP150/119 j9037_1 4 1 92 4| 90 300 68
EP150/45 j3042_1 4 1 32130 91 37 EP150/120 j9032_2 4 1 92190 297 71
EP150/46 j3029_3 4 1 32430 89 39 EP150/121 j9041_5 4 1 92490 296 72
EP150/47 j3031_3 4 1 321| 30 86 42 EP150/122 j9021_1 4 1 92 4| 90 294 74
EP150/48 j3014_8 4 1 32130 85 43 EP150/123 j9028_7 4 1 921| 90 294 74
EP150/49 j3045_8 4 1 324| 30 85 43 EP150/124 j9046_3 4 1 92 4| 90 294 74
EP150/50 j3016_10 4 1 32130 72 56 EP150/125 j9022_10 4 1 923/ 90 290 78
EP150/51 j601_3 4 1 621| 60 234 14 EP150/126 j9024_9 4 1 921| 90 289 79
EP150/52 j6018_3 4 1 621 60 233 15 EP150/127 j9024_9 4 1 921 90 286 82
EP150/53 j607_6 4 1 621| 60 231 17 EP150/128 j9029_8 4 1 92 4| 90 285 83
EP150/54 j605_6 4 1 62 4| 60 227 21 EP150/129 j9038_8 4 1 924 90 28 83
EP150/55 j6021_10 4 1 624 60 225 23 EP150/130 j9010_10 4 1 922| 90 282 86
EP150/56 j608_2 4 1 621 60 225 23 EP150/131 j9039_7 4 1 921] 90 282 86

Fortsetzung auf nichster Seite. ..
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Anhang A. Instanzen fiir numerische Testlaufe

... fortgesetzte Tabelle von vorheriger Seite

Gesamter Plan Projekt 1 Gesamter Plan Projekt 1
Name PSPLIB #R #P #A S| #A #KB #FB Name PSPLIB #R #P #A S|#A #KB #FB
EP150/57 j605_10 4 1 62 4| 60 224 24 EP150/132 j9027_10 4 1 921| 90 281 87
EP150/58 j6012_8 4 1 621 60 223 25 EP150/133 j9016_5 4 1 92190 277 91
EP150/59 j6019_4 4 1 621 60 223 25 EP150/134 j9048_9 4 1 921| 90 265 103
EP150/60 j6024_10 4 1 621 60 223 25 EP150/135 j9016_5 4 1 921 90 264 104
EP150/61 j606_6 4 1 621 60 223 25 EP150/136 j906_3 4 1 92 4| 90 262 106
EP150/62 j603_4 4 1 62 1] 60 222 26 EP150/137 j9048_9 4 1 921 90 261 107
EP150/63 j604_5 4 1 621 60 222 26 EP150/138 j9030_5 4 1 92 4| 90 258 110
EP150/64 j6010_1 4 1 621 60 219 29 EP150/139 j9042_2 4 1 92 4| 90 258 110
EP150/65 j601_3 4 1 621 60 218 30 EP150/140 j9047_5 4 1 923| 90 250 118
EP150/66 j6019_4 4 1 621 60 213 35 EP150/141 j9010_10 4 1 923| 90 249 119
EP150/67 j6028_3 4 1 621 60 213 35 EP150/142 j9025_8 4 1 92 4| 90 246 122
EP150/68 j604_5 4 1 621 60 213 35 EP150/143 j9032_2 4 1 921 90 239 129
EP150/69 j6016_9 4 1 621 60 210 38 EP150/144 j9041_5 4 1 92 4| 90 236 132
EP150/70 j6027_3 4 1 621 60 209 39 EP150,/145 j9028_7 4 1 921| 90 235 133
EP150/71 j6021_3 4 1 62 4| 60 207 41 EP150/146 j9029_8 4 1 92 4| 90 233 135
EP150/72 j6024_10 4 1 621 60 207 41 EP150/147 j9043_9 4 1 92 4] 90 232 136
EP150/73 j6010_8 4 1 621 60 206 42 EP150/148 j9046_3 4 1 92 4| 90 223 145
EP150/74 j6018_3 4 1 621 60 206 42 EP150/149 j9027_10 4 1 921 90 222 146
EP150/75 j6026_3 4 1 62 4| 60 205 43 EP150/150 j9030_5 4 1 92 4| 90 205 163

Tabelle A.1. — Testinstanzenmenge EP150 fiir die Einzelprojektplanung

164



A.3. Testinstanzenmenge MP50

A.3. Testinstanzenmenge MP50

Gesamter Plan Projekt 1 Projekt 2 Projekt 3 Projekt 4 Projekt 5

Name #R #P #A S|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB
MP50/1 4 3 501 21 60 24| 10 36 4/ 19 70 6

MP50/2 4 3 501 21 63 21| 10 38 21 19 61 15

MP50/3 4 3 571 18 66 6| 18 58 14| 21 80 4

MP50/4 4 3 574 18 63 9| 18 67 521 72 12

MP50/5 4 3 57 4| 18 68 4/ 16 54 10| 23 81 11

MP50/6 4 3 57 4| 18 65 7| 16 60 4/ 23 77 15

MP50/7 4 3 58324 80 16/ 23 82 10| 11 42 2

MP50/8 4 3 58 1| 23 74 18| 12 42 6| 23 77 15

MP50/9 4 3 594 19 69 70 20 57 23] 20 75 5

MP50/10 4 3 594,19 59 17/ 20 59 2120 70 10

MP50/11 4 3 61 4| 12 41 70 25 92 8/ 24 66 30

MP50/12 4 3 61 4] 12 41 7| 25 87 13| 24 82 14

MP50/13 4 3 61123 76 16/ 19 67 9/ 19 54 22

MP50/14 4 3 634,24 75 2120 71 9] 19 71 5

MP50/15 4 3 64 4| 18 67 5| 22 68 20| 24 81 15

MP50/16 4 3 66 4| 22 57 31| 24 89 7/ 20 52 28

MP50/17 4 3 66 4| 22 72 16/ 24 90 6| 20 73 7

MP50/18 4 3 67 4| 19 64 12| 19 57 19| 29 111 5

MP50/19 4 3 67 4/ 29 90 26 20 73 70 18 46 26

MP50/20 4 3 67 4|29 92 24| 20 77 3] 18 50 22

MP50/21 4 3 691 15 56 4| 29 110 6/ 25 90 10

MP50/22 4 3 69 2| 15 57 3129 94 22,25 81 19

MP50/23 4 3 712 27 100 8/ 25 65 35/ 19 70 6

MP50/24 4 3 72 4| 23 63 29| 20 76 4| 29 96 20

MP50/25 4 3 72423 77 15/ 20 75 5/ 29 103 13

MP50/26 4 4 71 4] 10 38 2| 18 56 16| 24 76 20| 19 68 8

MP50/27 4 4 71 4| 10 37 3| 18 57 15| 24 85 11| 19 72 4

MP50/28 4 4 722|122 77 11} 24 91 5/ 10 36 41 16 61 3

MP50/29 4 4 72 4|22 71 17| 24 87 9| 10 32 8| 16 59 5

MP50/30 4 4 76 4| 17 54 14| 18 62 10| 21 80 41 20 75 5

MP50/31 4 4 76 4| 17 61 7| 18 60 12| 21 78 6| 20 67 13

MP50/32 4 4 77 4|22 57 3119 59 17|19 65 11| 17 63 5

MP50/33 4 4 77 4] 26 83 21| 17 59 9/ 19 64 12| 15 54 6

MP50/34 4 4 77 4|26 8 19| 17 59 9/ 19 63 13| 15 49 11

MP50/35 4 4 77 1] 19 73 321 74 10| 18 69 3] 19 70 6

MP50/36 4 4 77119 71 5/ 21 73 11| 18 68 4/ 19 59 17

MP50/37 4 4 78 4|28 75 37| 16 62 2| 15 56 4 19 66 10

MP50/38 4 4 78 4|28 77 35/ 16 56 8| 15 55 5/ 19 67 9

MP50/39 4 4 804 19 59 17| 21 50 34| 11 42 2/ 29 94 22

MP50/40 4 4 81 4|27 92 16| 19 72 41 23 82 10| 12 44 4

MP50/41 4 4 85 4| 28 103 9] 20 64 16| 26 77 27| 11 38 6

MP50/42 4 4 8384 20 72 8/ 26 81 23] 20 75 5/ 22 69 19

MP50/43 4 5 934 11 39 5/ 29 105 11| 20 75 5/ 14 37 19| 19 67 9
MP50/44 4 5 95223 78 14| 19 72 4| 13 47 5/ 22 68 20| 18 61 11
MP50/45 4 5104 4 15 42 18| 30 84 36| 22 83 5/ 18 63 9/ 19 57 19
MP50/46 4 5104 4/ 15 46 14| 30 84 36| 22 80 8| 18 64 8/ 19 65 11
MP50/47 4 5105 1| 22 80 8/ 21 53 31| 25 88 12| 18 63 9/ 19 56 20
MP50/48 4 5105122 69 19/ 21 56 28/ 25 8 15| 18 69 3] 19 66 10
MP50/49 4 5111 4| 20 77 31 24 72 24| 26 98 6| 20 72 8/ 21 59 25
MP50/50 4 5117 4| 21 78 6| 25 85 15| 25 87 13| 21 73 11| 25 95 5

Tabelle A.2. — Testinstanzenmenge MP50 fiir die Multiprojektplanung
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Anhang A. Instanzen fiir numerische Testlaufe

A.4. Testinstanzenmenge MP250

Gesamter Plan Projekt 1 Projekt 2 Projekt 3 Projekt 4 Projekt 5
Name #R #P #A S|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB
MP250/1 4 3 47 1| 18 59 13| 11 42 2| 18 50 22
MP250/2 4 3 47 1| 18 65 70 11 41 3] 18 59 13
MP250/3 4 3 501 10 39 1/ 21 72 12| 19 69 7
MP250/4 4 3 521| 10 34 6| 24 72 24] 18 56 16
MP250/5 4 3 531 18 65 7| 24 87 9| 11 40 4
MP250/6 4 3 551| 18 51 21| 18 49 23| 19 54 22
MP250/7 4 3 55218 55 17| 18 65 719 60 16
MP250/8 4 3 56415 40 20| 19 68 8 22 60 28
MP250/9 4 3 564 15 51 9/ 19 59 17| 22 80 8
MP250/10 4 3 562 17 63 5/ 13 50 2026 91 13
MP250/11 4 3 56 2| 17 62 6| 13 47 526 91 13
MP250/12 4 3 564 20 75 5/ 19 58 18| 17 56 12
MP250/13 4 3 564 20 68 12| 19 69 7| 17 62 6
MP250/14 4 3 57120 63 17| 19 70 6| 18 68 4
MP250/15 4 3 571 20 70 10|/ 19 60 16| 18 56 16
MP250/16 4 3 584 24 90 6| 23 86 6| 11 41 3
MP250/17 4 3 581 20 67 13| 26 82 22| 12 46 2
MP250/18 4 3 581|265 88 12| 12 43 5/ 21 71 13
MP250/19 4 3 581|265 92 8| 12 44 4 21 61 23
MP250/20 4 3 58422 67 21| 18 63 9/ 18 54 18
MP250/21 4 3 58422 71 17| 18 64 8 18 54 18
MP250/22 4 3 58419 58 18| 19 68 8/ 20 62 18
MP250/23 4 3 58118 59 13| 22 78 10| 18 66 6
MP250/24 4 3 614/ 19 66 10| 18 57 15| 24 77 19
MP250/25 4 3 614 19 70 6| 18 63 91 24 85 11
MP250/26 4 3 61 4] 12 42 6| 22 76 12| 27 68 40
MP250/27 4 3 61 4| 12 45 3] 22 75 13| 27 80 28
MP250/28 4 3 614 20 72 8| 15 52 8/ 26 90 14
MP250/29 4 3 614/ 20 51 29 23 74 18| 18 56 16
MP250/30 4 3 614 20 56 24| 23 74 18| 18 63 9
MP250/31 4 3 61 2] 23 85 7| 19 68 8| 19 67 9
MP250/32 4 3 62419 64 12| 24 73 23] 19 68 8
MP250/33 4 3 624 20 67 13| 22 78 10| 20 69 11
MP250/34 4 3 624/ 20 70 10| 22 83 5/ 20 67 13
MP250/35 4 3 62221 57 27|18 51 21| 23 78 14
MP250/36 4 3 63125 81 19/ 20 69 11| 18 54 18
MP250/37 4 3 631/ 25 90 10|/ 20 61 19| 18 60 12
MP250/38 4 3 63120 71 921 72 12} 22 77 11
MP250/39 4 3 634/ 24 65 31| 20 73 71 19 70 6
MP250/40 4 3 64424 73 23] 18 67 5/ 22 77 11
MP250/41 4 3 644 18 58 14 21 63 21|25 81 19
MP250/42 4 3 644 18 66 6| 21 60 24| 25 79 21
MP250/43 4 3 64424 70 26/ 19 66 10| 21 77 7
MP250/44 4 3 64 3| 18 67 5/ 23 71 21| 23 66 26
MP250/45 4 3 64 4| 18 67 5/ 22 68 20| 24 71 25
MP250/46 4 3 654 14 45 11| 23 65 27| 28 97 15
MP250/47 4 3 654 14 51 5/ 23 75 17| 28 99 13
MP250/48 4 3 654 19 72 4,19 64 12| 27 87 21
MP250/49 4 3 654/ 19 711 5/ 19 63 13| 27 98 10
MP250/50 4 3 65124 8 11| 18 69 3] 23 74 18
MP250/51 4 3 651 18 68 423 76 16| 24 92 4
MP250/52 4 3 651 18 65 70 23 69 23] 24 87 9
MP250/53 4 3 664 19 63 13| 18 53 19| 29 87 29
MP250/54 4 3 664 19 65 11| 18 65 7| 29 107 9
MP250/55 4 3 661 16 59 5/ 25 85 15| 25 89 11
MP250/56 4 3 661 16 59 5/ 25 94 6| 25 76 24
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A.4. Testinstanzenmenge MP250

... fortgesetzte Tabelle von vorheriger Seite

Gesamter Plan Projekt 1 Projekt 2 Projekt 3 Projekt 4 Projekt 5

Name #R #P #A S|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB
MP250/57 4 3 664 23 70 22/ 19 69 70 24 75 21

MP250/58 4 3 662 23 85 70 19 68 8 24 86 10

MP250/59 4 3 67 4/ 28 86 26| 15 40 20 24 73 23

MP250/60 4 3 67 4| 28 88 24| 15 48 12) 24 86 10

MP250/61 4 3 67 4/ 28 93 19/ 19 60 16| 20 76 4

MP250/62 4 3 67 4 19 66 10| 19 69 7|1 29 105 11

MP250/63 4 3 684|256 73 27|28 92 20 15 54 6

MP250/64 4 3 68422 70 18] 20 57 23126 89 15

MP250/65 4 3 684 22 68 20| 20 62 18 26 78 26

MP250/66 4 3 68423 79 13| 20 76 4/ 25 88 12

MP250/67 4 3 68423 77 15 20 73 7/ 26 79 21

MP250/68 4 3 694 22 77 11} 19 58 18| 28 105 7

MP250/69 4 3 694 22 80 8 19 68 8/ 28 98 14

MP250/70 4 3 70423 77 15| 24 84 12123 73 19

MP250/71 4 3 70423 81 11| 24 76 20 23 84 8

MP250/72 4 3 70419 49 2726 67 37/ 25 90 10

MP250/73 4 3 714 18 67 5/ 24 78 18 29 92 24

MP250/74 4 3 711 27 103 5/ 25 82 18 19 61 15

MP250/75 4 3 71 4] 24 81 15| 22 84 4| 25 92 8

MP250/76 4 3 724,26 8 18 27 89 19 19 60 16

MP250/77 4 3 721 30 108 12| 24 76 20| 18 64 8

MP250/78 4 3 72426 99 5/ 20 50 30| 26 100 4

MP250/79 4 3 731 27 101 7| 24 75 21| 22 58 30

MP250/80 4 3 74123 76 16| 22 80 8/ 29 93 23

MP250/81 4 3 744 28 8 31123 80 12| 23 81 11

MP250/82 4 3 76 4|28 99 13| 18 67 5/ 30 107 13

MP250/83 4 3 794 26 99 5/ 25 76 24| 28 82 30

MP250/84 4 3 82/ 21 51 33129 9 20 30 109 11

MP250/85 4 4 604 18 61 11| 11 40 4| 12 43 5/ 19 60 16
MP250/86 4 4 64 4|14 37 19| 18 57 15/ 20 67 13| 12 40 8
MP250/87 4 4 64 4| 14 43 13] 18 61 11| 20 62 18| 12 46 2
MP250/88 4 4 654 10 34 6| 10 38 2 19 69 70 26 91 13
MP250/89 4 4 654 10 38 2| 10 39 1/ 19 66 10| 26 100 4
MP250,/90 4 4 69 4| 12 45 3] 19 72 4/ 18 68 4/ 20 65 15
MP250/91 4 4 69 4| 20 76 4/ 21 50 34| 18 54 18| 10 33 7
MP250/92 4 4 704/ 20 70 105 10 36 4,20 71 9/ 20 65 15
MP250/93 4 4 70 4] 11 42 2119 59 17| 22 74 14| 18 65 7
MP250/94 4 4 721 19 58 18] 18 66 6| 24 78 18| 11 42 2
MP250/95 4 4 721 19 71 5/ 18 69 3] 24 88 8 11 39 5)
MP250,/96 4 4 733 10 39 1125 89 11| 22 70 18 16 45 19
MP250/97 4 4 73 3] 10 34 6| 25 93 7022 66 22| 16 59 5
MP250,/98 4 4 73224 84 12| 13 49 3| 12 40 8| 24 86 10
MP250,/99 4 4 73324 76 20 13 48 4| 12 45 3| 24 89 7
MP250/100 4 4 73 4| 27 101 7| 15 54 6| 21 79 5/ 10 37 3
MP250,/101 4 4 74419 56 20 23 84 8| 20 77 3] 12 45 3
MP250/102 4 4 74419 61 15/ 23 80 12| 20 66 14| 12 45 3
MP250/103 4 4 75 4| 13 43 9/ 19 59 17| 19 59 17| 24 86 10
MP250/104 4 4 75419 63 13| 14 54 2| 18 65 7| 24 91 5
MP250,/105 4 4 75419 65 11| 14 51 5/ 18 59 13| 24 86 10
MP250,/106 4 4 75120 70 10 22 79 9/ 11 38 6| 22 79 9
MP250/107 4 4 751 20 73 7/ 22 76 12| 11 40 4, 22 76 12
MP250,/108 4 4 76321 55 29| 21 80 4/ 21 69 15| 13 43 9
MP250/109 4 4 76321 74 10/ 21 72 12] 21 70 14| 13 46 6
MP250/110 4 4 77127 92 16| 12 43 5/ 19 69 70 19 72 4
MP250/111 4 4 77 1| 27 98 10 12 43 5/ 19 66 10| 19 67 9
MP250/112 4 4 77 421 77 7/ 28 83 24| 10 36 4/ 18 65 7
MP250/113 4 4 77 4/ 21 74 10/ 28 98 14| 10 36 4/ 18 57 15
MP250/114 4 4 77 4] 22 78 10/ 19 62 14| 19 69 7 17 52 16
MP250/115 4 4 77 4] 20 74 6/ 26 93 11| 11 41 3] 20 52 28

Fortsetzung auf nichster Seite. . .
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Anhang A. Instanzen fiir numerische Testlaufe

... fortgesetzte Tabelle von vorheriger Seite

Gesamter Plan Projekt 1 Projekt 2 Projekt 3 Projekt 4 Projekt 5
Name #R #P #A S|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB
MP250/116 4 4 77420 69 11| 26 80 24| 11 41 3] 20 68 12
MP250/117 4 4 78 4| 20 71 9/ 24 83 13| 16 52 12| 18 49 23
MP250/118 4 4 79421 74 10/ 26 91 13| 20 67 13| 12 35 13
MP250/119 4 4 794/ 21 61 23/ 26 69 35 20 63 17| 12 38 10
MP250/120 4 4 79 4| 23 83 9/ 23 82 10| 12 39 9/ 21 67 17
MP250/121 4 4 793 14 40 16| 22 79 9/ 18 60 12| 25 70 30
MP250/122 4 4 79 4| 10 37 3| 18 58 14| 28 106 6| 23 80 12
MP250/123 4 4 79 4] 10 36 4| 18 64 8/ 28 91 21| 23 86 6
MP250/124 4 4 80 4| 11 42 2120 69 11 20 69 11| 29 93 23
MP250/125 4 4 804 28 8 27|21 67 17| 19 68 8| 12 45 3
MP250/126 4 4 80 4| 28 100 12} 21 74 10| 19 67 9| 12 45 3
MP250/127 4 4 804 19 60 16| 21 59 25| 11 39 5129 97 19
MP250/128 4 4 814 27r 8 23|19 72 41 23 82 10| 12 43 5
MP250/129 4 4 811| 24 85 11| 18 67 5/ 21 79 5/ 18 58 14
MP250/130 4 4 81124 79 17| 18 64 8| 21 76 8 18 61 11
MP250/131 4 4 81 4| 26 77 27| 18 63 9/ 19 61 15| 18 62 10
MP250/132 4 4 81426 92 12| 18 64 8 19 70 6| 18 65 7
MP250/133 4 4 82 4| 24 87 9/ 18 60 12/ 21 58 26| 19 60 16
MP250/134 4 4 82 4| 24 84 12) 18 46 26| 21 78 6| 19 45 31
MP250/135 4 4 82 4| 12 41 7| 24 84 12| 24 91 5/ 22 80 8
MP250/136 4 4 82 4| 12 43 5/ 24 69 27| 24 90 6| 22 80 8
MP250/137 4 4 83 4| 17 65 3] 29 95 21| 20 68 12| 17 52 16
MP250/138 4 4 834 17 60 8/ 29 105 11| 20 55 25| 17 47 21
MP250/139 4 4 834 22 82 6| 13 49 3] 19 56 20| 29 106 10
MP250/140 4 4 83 4|22 76 12| 13 46 6| 19 54 22| 29 104 12
MP250/141 4 4 84 4|22 77 11| 25 90 10| 18 51 21| 19 70 6
MP250/142 4 4 84 4|22 64 24| 25 81 19| 18 51 21| 19 68 8
MP250/143 4 4 844 19 62 14| 23 66 26/ 22 78 10| 20 65 15
MP250/144 4 4 844,19 64 12| 23 81 11|22 78 10| 20 72 8
MP250/145 4 4 85 4| 19 69 7| 25 94 6| 19 66 10| 22 66 22
MP250/146 4 4 854|288 100 12| 20 69 11| 26 86 18| 11 40 4
MP250/147 4 4 854| 16 49 15/ 26 90 14| 22 68 20| 21 78 6
MP250/148 4 4 85416 52 12| 26 95 9/ 22 76 12) 21 80 4
MP250/149 4 4 8 4|29 89 27| 22 71 17| 23 83 9 12 41 7
MP250/150 4 4 8r 1|21 72 12121 61 23] 22 70 18} 23 64 28
MP250/151 4 4 87 4| 20 74 6/ 20 61 19/ 30 81 39| 17 65 3
MP250/152 4 4 87 4| 20 73 7/ 20 68 12 30 101 19| 17 54 14
MP250/153 4 4 83420 66 14| 17 59 9] 25 84 16| 26 86 18
MP250/154 4 4 88 4| 20 74 6| 17 51 17 25 89 11| 26 98 6
MP250/155 4 4 834 19 67 9/ 18 53 19/ 25 81 19| 26 89 15
MP250/156 4 4 884 19 68 8| 18 58 14| 25 76 24| 26 97 7
MP250/157 4 4 834 20 68 12 26 76 28| 20 65 15| 22 74 14
MP250/158 4 4 90 4] 23 83 9] 25 92 8/ 18 60 12| 24 63 33
MP250/159 4 4 91 4| 28 93 19| 22 81 7|19 55 21122 78 10
MP250/160 4 4 914/ 21 63 21| 30 80 40| 20 73 71 20 68 12
MP250/161 4 4 914 21 74 10|/ 30 85 35/ 20 73 7/ 20 60 20
MP250/162 4 4 911 25 91 9| 14 46 10| 30 86 34| 22 83 5
MP250/163 4 4 91 4|22 77 11| 20 74 6/ 22 75 13| 27 83 20
MP250/164 4 4 91422 69 19| 20 77 31 22 75 13] 27 88 20
MP250/165 4 4 92 1| 23 86 6| 21 72 12/ 29 106 10| 19 63 13
MP250/166 4 4 921|233 81 11|21 75 9,29 91 25/ 19 65 11
MP250/167 4 4 944 19 65 11| 20 77 3/ 28 97 15| 27 95 13
MP250/168 4 4 94 4| 24 82 14| 23 66 26|23 76 16| 24 74 22
MP250/169 4 4 954123 69 23] 25 86 14| 28 103 9| 19 67 9
MP250/170 4 4 96 4| 23 76 16| 18 68 4,27 72 36| 28 101 11
MP250/171 4 4 96422 61 27|19 71 5/ 26 90 14| 29 99 17
MP250/172 4 4 96 4| 22 55 33| 19 72 426 91 13| 29 101 15
MP250/173 4 4 97 4|/ 30 95 25/ 21 74 10| 24 85 11| 22 54 34
MP250/174 4 4 97 4| 30 105 15/ 21 64 20| 24 76 20 22 70 18
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A.4. Testinstanzenmenge MP250

... fortgesetzte Tabelle von vorheriger Seite

Gesamter Plan Projekt 1 Projekt 2 Projekt 3 Projekt 4 Projekt 5

Name #R #P #A S|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB
MP250/175 4 4 97 4| 22 67 21| 24 87 9/ 23 83 9/ 28 100 12

MP250/176 4 4 97 4,22 75 13|24 79 17 23 81 11| 28 77 35

MP250/177 4 4 99 4| 22 64 24 25 87 13| 23 78 14| 29 107 9

MP250/178 4 4100 4| 25 8 15| 24 73 23] 31 116 8| 20 76 4

MP250/179 4 41024 25 8 11} 22 75 13| 26 90 14 29 90 26

MP250/180 4 5 79 4| 23 84 8/ 10 36 4| 12 45 3] 14 42 14 20 63 17
MP250/181 4 5 854 20 48 32| 11 40 4/ 10 39 1/ 21 64 20| 23 66 26
MP250,/182 4 5 8 4|20 61 19| 11 40 4/ 10 37 3] 21 76 8/ 23 67 25
MP250/183 4 5 86 4 18 49 23] 28 76 36 10 33 7/ 20 67 13| 10 39 1
MP250/184 4 5 884 12 39 9| 18 68 4/ 18 54 18| 22 68 20| 18 60 12
MP250/185 4 5 84/ 20 61 19, 19 64 12| 19 69 7| 12 43 5/ 18 65 7
MP250,/186 4 5 884 20 73 7019 54 22/ 19 71 5 12 42 6| 18 63 9
MP250/187 4 5 89422 76 12| 14 52 4| 18 57 15| 15 50 10| 20 72 8
MP250/188 4 5 911 10 31 9/ 19 71 5/ 20 75 5/ 24 91 5/ 18 66 6
MP250/189 4 5 92 4| 13 47 5/ 12 43 5/ 21 77 70 21 79 5/ 25 61 39
MP250/190 4 5 934 11 39 5/ 29 99 17| 20 65 15| 14 45 11} 19 61 15
MP250,/191 4 5 944 11 36 8/ 21 75 9| 17 53 15| 24 88 8/ 21 71 13
MP250,/192 4 5 95123 79 13119 66 10/ 13 37 15 22 70 18| 18 66 6
MP250/193 4 5 96422 71 1719 62 14 15 53 7| 23 83 9/ 17 55 13
MP250/194 4 5 96 4|22 68 20 19 69 7| 15 53 7023 8 12| 17 55 13
MP250/195 4 5 97 4/ 20 65 15| 10 38 2/ 21 65 19| 28 103 9/ 18 55 17
MP250,/196 4 5 97 4|20 67 13| 10 35 5/ 21 65 19| 28 107 5/ 18 59 13
MP250/197 4 5 97 4| 18 65 7| 19 68 8/ 20 61 19/ 19 54 22| 21 66 18
MP250,/198 4 5 97 4| 18 63 9/ 19 62 14, 20 58 22/ 19 53 23|21 67 17
MP250,/199 4 5101 4 25 75 25/ 24 66 30 19 66 10| 10 38 2| 23 84 8
MP250,/200 4 5101 4] 25 95 5/ 24 77 19, 19 54 22| 10 34 6| 23 81 11
MP250,/201 4 5104 3] 26 95 9/ 21 72 12| 16 58 6| 20 74 6| 21 77 7
MP250/202 4 5104 4/ 18 54 18 19 69 70 20 72 8/ 24 8 10| 23 77 15
MP250/203 4 5104 4/ 23 62 30| 28 92 20| 23 66 26/ 20 56 24 10 38 2
MP250/204 4 5104 4 23 68 24| 28 78 3423 60 3220 63 17| 10 33 7
MP250/205 4 5105 4| 28 105 7025 89 11| 16 46 18| 18 56 16| 18 67 5
MP250/206 4 5105 4| 28 98 14| 25 95 5/ 16 52 12] 18 61 11| 18 65 7
MP250/207 4 51054 20 71 9/ 29 97 19/ 21 74 10| 14 46 10| 21 63 21
MP250/208 4 51054/ 20 69 11| 29 97 19 21 70 14| 14 43 13} 21 61 23
MP250/209 4 5105 4| 24 83 13| 22 76 12| 22 81 7019 73 3] 18 53 19
MP250/210 4 51054 24 68 28 22 78 10| 22 77 11| 19 64 12| 18 54 18
MP250/211 4 5106 4| 21 52 32| 12 45 3] 27 9 18| 18 62 10| 28 92 20
MP250/212 4 5106 4/ 21 72 12| 12 38 10| 27 83 25| 18 63 9/ 28 90 22
MP250/213 4 5106 4] 18 68 4/ 30 86 34| 19 70 6/ 19 71 5/ 20 65 15
MP250/214 4 5106 4| 21 78 6/ 11 39 5/ 23 70 22|29 75 41| 22 84 4
MP250/215 4 5106 4| 21 70 14 11 42 2123 78 14| 29 82 34| 22 77 11
MP250/216 4 5106 4/ 24 85 11| 19 69 70 22 65 23| 18 57 15 23 82 10
MP250/217 4 5106 4| 24 89 7| 19 67 9/ 22 68 20| 18 54 18| 23 80 12
MP250/218 4 5107 4/ 21 72 12| 18 52 20| 20 71 9/ 27 76 32| 21 62 22
MP250/219 4 5107 4 24 88 8/ 20 63 17| 11 43 1/ 31 99 25| 21 78 6
MP250/220 4 5107 4/ 24 73 23 20 55 25| 11 36 8/ 31 109 15| 21 74 10
MP250/221 4 5107 4/ 23 63 29 25 8 15| 25 83 17| 10 37 3] 24 70 26
MP250/222 4 5107 4/ 23 69 23 25 8 14| 25 87 13| 10 33 70 24 81 15
MP250/223 4 5108 4 21 78 6| 24 90 6| 23 82 10| 22 80 8/ 18 51 21
MP250/224 4 5108 4] 21 81 3] 18 57 15| 25 82 18] 22 81 722 79 9
MP250/225 4 5108 4/ 25 82 18| 24 90 6| 19 59 17| 22 75 13| 18 53 19
MP250/226 4 5108 4/ 25 90 10| 24 83 13| 19 69 7022 75 13| 18 55 17
MP250/227 4 5109 4 26 71 33] 20 61 19 25 96 4,19 61 15| 19 67 9
MP250,/228 4 5110 4| 27 86 22| 17 64 4 24 73 23| 14 47 9/ 28 70 42
MP250/229 4 5110 4| 27 79 29| 17 56 12| 24 64 32| 14 46 10| 28 96 16
MP250/230 4 5110 4] 26 96 8| 11 42 2022 72 16| 27 71 37| 24 89 7
MP250/231 4 5110 4] 26 99 5/ 11 40 4 22 68 20| 27 75 33| 24 91 5)
MP250/232 4 5111 4] 20 77 3124 65 31|26 94 10| 20 75 5/ 21 78 6
MP250/233 4 5111 4] 26 96 8/ 19 57 19 21 72 12|21 73 11| 24 89 7

Fortsetzung auf nichster Seite. . .
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Anhang A. Instanzen fiir numerische Testlaufe

... fortgesetzte Tabelle von vorheriger Seite

Gesamter Plan Projekt 1 Projekt 2 Projekt 3 Projekt 4 Projekt 5
Name #R #P #A S|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB|#A #KB #FB
MP250/234 4 5111 4 26 93 11| 19 65 11| 21 81 3] 21 74 10 24 81 15
MP250/235 4 5112 4| 30 103 17| 26 88 16| 22 70 18| 18 67 5/ 16 43 21
MP250/236 4 5112 4| 30 105 15| 26 82 22| 22 79 9| 18 65 7/ 16 54 10
MP250/237 4 5113 4| 22 65 23] 25 8 14| 20 77 3] 21 78 6| 25 94 6
MP250/238 4 5113 4| 30 112 8/ 20 71 9/ 25 75 25/ 19 70 6| 19 70 6
MP250/239 4 5114 4] 26 95 9 21 78 6| 24 88 8| 23 83 9| 20 74 6
MP250/240 4 5114 4| 22 80 8/ 20 51 29/ 23 79 13| 29 102 14| 20 65 15
MP250/241 4 5115 4| 19 68 8/ 28 99 13| 20 55 25| 25 76 24|23 71 21
MP250/242 4 5115 4| 19 66 10| 28 101 11| 20 65 15| 25 76 24| 23 80 12
MP250/243 4 5116 4| 31 115 9 22 63 25/ 22 66 22| 22 80 8/ 19 62 14
MP250/244 4 5116 4| 31 114 10f 22 57 31| 22 50 38| 22 83 519 53 23
MP250/245 4 5117 4| 21 79 5/ 25 89 11| 25 89 11| 21 74 10| 25 80 20
MP250/246 4 5118 4|/ 29 74 42| 23 82 10| 22 66 22| 19 70 6/ 25 81 19
MP250/247 4 5119 4| 21 80 4| 27 103 5/ 19 70 6| 28 93 19| 24 8 11
MP250/248 4 5119 4] 21 79 5| 27 100 8| 19 69 7|0 28 98 14| 24 82 14
MP250/249 4 5126 4| 31 98 26| 28 96 16/ 20 69 11| 22 83 5 25 67 33
MP250/250 4 5126 4] 23 86 6| 23 80 12| 26 89 15| 30 104 16| 24 72 24

Tabelle A.3. — Testinstanzenmenge MP250 fiir die Multiprojektplanung
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Anhang B.

Ergebnisse numerischer Testlaufe - exakte
Losungsverfahren

B.1. Testinstanzenmenge EP150

Gesamter Plan Loésung Gesamter Plan Lésung
Name #R #P  #A| Sek. LB Obj. Gap Name #R #P  #A| Sek. LB Obj. Gap
EP150/1 4 1 32 0 53 53 0,0% EP150/76 4 1 62| 37 54 54 0,0%
EP150/2 4 1 32 0 66 66 0,0% EP150/77 4 1 62 3 66 66 0,0%
EP150/3 4 1 32 0 51 51 0,0% EP150/78 4 1 62| 88 62 62 0,0%
EP150/4 4 1 32 0 45 45 0,0% EP150/79 4 1 62 6 50 50 0,0%
EP150/5 4 1 32 0 41 41 0,0% EP150/80 4 1 623600 53 72 26,4%
EP150/6 4 1 32 3 38 38 0,0% EP150/81 4 1 62 4 52 52 0,0%
EP150/7 4 1 32 1 58 58 0,0% EP150/82 4 1 62| 13 49 49 0,0%
EP150/8 4 1 32 0 35 35 0,0% EP150/83 4 1 62 9 37 37 0,0%
EP150/9 4 1 32 0 34 34 0,0% EP150/84 4 1 623600 61 n.v. n.v.
EP150/10 4 1 32 0 50 50 0,0% EP150/85 4 1 623600 50 102 51,0%
EP150/11 4 1 32 0 52 52 0,0% EP150/86 4 1 623600 50 n.v. n.v.
EP150/12 4 1 32 2 40 40 0,0% EP150/87 4 1 623600 46 65 29,2%
EP150/13 4 1 32 0 37 37 0,0% EP150/88 4 1 62(2622 42 42 0,0%
EP150/14 4 1 32 0 51 51 0,0% EP150/89 4 1 62 5 51 51 0,0%
EP150/15 4 1 32 0 55 55 0,0% EP150/90 4 1 623600 50 n.v. n.v.
EP150/16 4 1 32 152 52 0,0% EP150/91 4 1 62| 12 56 56 0,0%
EP150/17 4 1 32 4 55 55 0,0% EP150/92 4 1 62 8 37 37 0,0%
EP150/18 4 1 32 2 50 50 0,0% EP150/93 4 1 623600 50 63 20,6%
EP150/19 4 1 32| 25 47 47 0,0% EP150/94 4 1 62 6 46 46 0,0%
EP150/20 4 1 32|3600 76 n.v. n.v. EP150/95 4 1 62/3600 59 n.v. n.v.
EP150/21 4 1 32| 19 38 38 0,0% EP150/96 4 1 623600 50 74 32,4%
EP150/22 4 1 32| 18 50 50 0,0% EP150/97 4 1 62| 18 45 45 0,0%
EP150/23 4 1 32 0 42 42 0,0% EP150/98 4 1 623600 49 74 33,8%
EP150/24 4 1 32 4 47 47 0,0% EP150/99 4 1 62|3600 46 49 6,1%
EP150/25 4 1 32| 25 44 44 0,0% EP150/100 4 1 62| 23 48 48 0,0%
EP150/26 4 1 32 6 44 44 0,0% EP150/101 4 1 92 4 81 81 0,0%
EP150/27 4 1 32 1 35 35 0,0% EP150/102 4 1 92 2 79 79 0,0%
EP150/28 4 1 32 0 37 37 0,0% EP150/103 4 1 923600 67 89 24,7%
EP150/29 4 1 32| 10 34 34 0,0% EP150/104 4 1 9213600 72 n.v. n.v.
EP150/30 4 1 32 2 36 36 0,0% EP150/105 4 1 92 25 72 72 0,0%
EP150/31 4 1 32 6 48 48 0,0% EP150/106 4 1 92 6 72 72 0,0%
EP150/32 4 1 32 2 49 49 0,0% EP150/107 4 1 923600 65 77 15,6%
EP150/33 4 1 323600 57 76 25,0% EP150/108 4 1 92| 14 93 93 0,0%
EP150/34 4 1 32 535 35 0,0% EP150/109 4 1 92| 139 76 76 0,0%
EP150/35 4 1 32 1 48 48 0,0% EP150/110 4 1 92| 31 65 65 0,0%
EP150/36 4 1 32 1 50 50 0,0% EP150/111 4 1 92| 213 64 64 0,0%
EP150/37 4 1 32 32 45 45 0,0% EP150/112 4 1 923600 71 109 34,9%
EP150/38 4 1 32| 25 40 40 0,0% EP150/113 4 1 92| 18 74 74 0,0%
EP150/39 4 1 32 4 44 44 0,0% EP150/114 4 1 92| 534 78 78 0,0%
EP150/40 4 1 32 1 46 46 0,0% EP150/115 4 1 92| 50 66 66 0,0%
EP150/41 4 1 32 1 46 46 0,0% EP150/116 4 1 92(3600 70 n.v. n.v.

Fortsetzung auf nachster Seite. . .
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Anhang B. Ergebnisse numerischer Testldufe - exakte Losungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Gesamter Plan Lésung Gesamter Plan Lésung
Name #R #P  #A| Sek. LB Obj. Gap Name #R #P  #A| Sek. LB Obj. Gap
EP150/42 4 1 32| 17 48 48 0,0% EP150/117 4 1 92|3600 81 119 31,9%
EP150/43 4 1 32| 35 32 32 0,0% EP150/118 4 1 92|3601 83 n.v. n.v.
EP150/44 4 1 32 14 36 36 0,0% EP150/119 4 1 9213601 72 n.v. n.v.
EP150/45 4 1 32| 70 39 39 0,0% EP150/120 4 1 92 6 66 66 0,0%
EP150/46 4 1 323600 45 96 53,1% EP150/121 4 1 9213600 69 n.v. n.v.
EP150/47 4 1 32 3 47 47 0,0% EP150/122 4 1 92|3600 72 n.v. n.v.
EP150/48 4 1 32| 30 42 42 0,0% EP150/123 4 1 92 5 77 77 0,0%
EP150/49 4 1 32/3600 54 108 50,0% EP150/124 4 1 92|3600 102 106 3,8%
EP150/50 4 1 32 1 40 40 0,0% EP150/125 4 1 92|1355 63 63 0,0%
EP150/51 4 1 62| 11 64 64 0,0% EP150/126 4 1 92 9 64 64 0,0%
EP150/52 4 1 62 175 75 0,0% EP150/127 4 1 92 3 64 64 0,0%
EP150/53 4 1 62 1 59 59 0,0% EP150/128 4 1 9213601 86 n.v. n.v.
EP150/54 4 1 62[3600 61 69 11,6% EP150/129 4 1 92|3600 56 69 18,8%
EP150/55 4 1 623600 65 n.v. n.v. EP150,/130 4 1 92| 111 64 64 0,0%
EP150/56 4 1 62 0 54 54 0,0% EP150/131 4 1 92| 59 59 59 0,0%
EP150/57 4 1 62[3600 69 86 19,8% EP150/132 4 1 92| 26 81 81 0,0%
EP150/58 4 1 62 0 51 51 0,0% EP150/133 4 1 92 9 56 56 0,0%
EP150/59 4 1 62 5 55 55 0,0% EP150/134 4 1 92 9 73 73 0,0%
EP150/60 4 1 62 3 57 57 0,0% EP150/135 4 1 92 2 52 52 0,0%
EP150/61 4 1 62| 11 48 48 0,0% EP150/136 4 1 92|3600 48 64 25,0%
EP150/62 4 1 62 175 75 0,0% EP150/137 4 1 92 11 64 64 0,0%
EP150/63 4 1 62 6 66 66 0,0% EP150/138 4 1 92|3600 61 n.v. n.v.
EP150/64 4 1 62| 15 80 80 0,0% EP150/139 4 1 92|3600 71 n.v. n.v.
EP150/65 4 1 62| 21 53 53 0,0% EP150/140 4 1 92| 544 70 70 0,0%
EP150/66 4 1 62| 12 58 58 0,0% EP150/141 4 1 92| 539 61 61 0,0%
EP150/67 4 1 62 2 63 63 0,0% EP150/142 4 1 92|13601 68 n.v. n.v.
EP150/68 4 1 62 9 51 51 0,0% EP150/143 4 1 92| 13 56 56 0,0%
EP150/69 4 1 62 0 44 44 0,0% EP150/144 4 1 92|13601 67 n.v. n.v.
EP150/70 4 1 62| 13 66 66 0,0% EP150/145 4 1 92| 13 60 60 0,0%
EP150/71 4 1 623600 68 113 39,8% EP150/146 4 1 92|13601 84 n.v. n.v.
EP150/72 4 1 62 3 50 50 0,0% EP150/147 4 1 92|3600 55 56 1,8%
EP150/73 4 1 62| 26 56 56 0,0% EP150/148 4 1 92|3600 75 n.v. n.v.
EP150/74 4 1 62| 57 56 56 0,0% EP150/149 4 1 92| 82 63 63 0,0%
EP150/75 4 1 62[3600 64 82 22,0% EP150/150 4 1 92|3600 46 n.v. n.v.

Tabelle B.1. — EP150 gelost per MIP unter ZF1, Zeitlimit = 1 Stunde
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B.2. Testinstanzenmenge MP50

B.2. Testinstanzenmenge MP50

Gesamter Plan ZF2 ZF3

Name #R #P #A Sek. LB Obj. Gap Sek. LB Obj. Gap
MP50/1 4 3 50 7 10 10 0,0% 19 9,28 9,28 0,0%
MP50/2 4 3 50 23 4 4 0,0% 316 3,53 3,53 0,0%
MP50/3 4 3 57 13 9 9 0,0% 59 8,69 8,69 0,0%
MP50/4 4 3 57 3600 1 3 66,7% 3600 0,64 2,55  74,9%
MP50/5 4 3 57 3600 10 25 60,0% 3600 6,82 247 72,4%
MP50/6 4 3 57 3600 19 26  26,9% 3600 17,41 2534 31,3%
MP50/7 4 3 58 3600 22 24 8.3% 3600 21,21 22,09 4,0%
MP50/8 4 3 58 5 5 5 0,0% 25 4,21 4,21 0,0%
MP50/9 4 3 59 3600 37 118 68,6% 3600 38,07 1093 65,2%
MP50/10 4 3 59 3600 21 52 59,6% 3600 20,96 94,47 77,8%
MP50/11 4 3 61 3600 5 6 16,7% 3600 4,57 6,71 31,9%
MP50/12 4 3 61 3600 9 14 35,7% 3600 6,78 15,75 57,0%
MP50/13 4 3 61 13 11 11 0,0% 29 10,47 10,47 0,0%
MP50/14 4 3 63 3600 13 30 56,7% 3600 11,54 30,75 62,5%
MP50/15 4 3 64 3600 7 34 79,4% 3600 548 86,83 93,7%
MP50/16 4 3 66 3600 5 13 61,5% 3600 2,63 9,35 71,9%
MP50/17 4 3 66 3600 13 20 35,0% 3600 12,83 18,41 30,3%
MP50/18 4 3 67 3600 16 24 33,3% 3600 14,73 2566 42,6%
MP50/19 4 3 67 3600 12 86 86,1% 3600 10,69 93,43 88,6%
MP50/20 4 3 67 3600 23 53  56,6% 3600 19,82 113,46 82,5%
MP50/21 4 3 69 40 6 6 0,0% 3600 5,03 5,04 0.2%
MP50/22 4 3 69 72 10 10 0,0% 151 8,82 8,82 0,0%
MP50/23 4 3 71 277 0 0 0,0% 1112 -0,95 -0,95 0,0%
MP50/24 4 3 72 3601 10 111 91,0% 3601 9,08 150,12 94,0%
MP50/25 4 3 72 3600 10 72 86,1% 3600 931 n.v. n.v.

MP50/26 4 4 71 3600 17 58 70,7% 3600 14,37 83,06 82,7%
MP50/27 4 4 71 3600 26 43 39,5% 3600 24,89 47,23 47,3%
MP50/28 4 4 72 3600 15 28  46,4% 3600 12,22 24,73 50,6%
MP50/29 4 4 72 3600 12 26 53,9% 3600 12,1 34,9 653%
MP50/30 4 4 76 3600 16 185 91,4% 3600 15,38 127,16 87,9%
MP50/31 4 4 76 3600 16 135 88,2% 3608 15,58 n.v. n.v.

MP50/32 4 4 7 3601 3 186 98,4% 3601 2,85 257,1 98,9%
MP50/33 4 4 77 3601 23 231  90,0% 3600 22,49 n.v. n.v.

MP50/34 4 4 77 3600 38 181  79,0% 3600 38,44 219,31 82,5%
MP50/35 4 4 77 1 10 10 0,0% 6 9,67 9,67 0.0%
MP50/36 4 4 7 2 1 1 0,0% 6 0,8 0,8 0,0%
MP50/37 4 4 78 3601 14 n.v. n.v. 3601 12,98 136,74 90,5%
MP50/38 4 4 78 3601 22 nv. n.v. 3601 21,33 n.v. n.v.

MP50/39 4 4 80 3601 19 n.v. n.v. 3601 18,7 n.v. n.v.

MP50/40 4 4 81 3600 20 22 9,1% 3600 18,74 22,82 17,9%
MP50/41 4 4 85 3600 7 15 53,3% 3600 456 20,54 77,8%
MP50/42 4 4 88 3600 17 51  66,7% 3601 16,13 28,25 42,9%
MP50/43 4 5 93 3601 16 131 87,8% 3602 15,52 202,97 92,4%
MP50/44 4 5 95 3600 10 19 47,4% 264 9,3 9,3 0,0%
MP50/45 4 5 104 3600 4 81 951% 3600 3,12  n.v. n.v.

MP50/46 4 5 104 3600 5 41  87,8% 3600 3,84 54,01 92,9%
MP50/47 4 5 105 17 5 5 0,0% 19 4.4 4.4 0,0%
MP50/48 4 5 105 61 13 13 0,0% 23 12,18 12,18 0,0%
MP50/49 4 5 111 3601 16 196 91,8% 3602 15,36 228,13 93,3%
MP50/50 4 5 117 3601 10 564  98,2% 3601 7,94  n.v. n.v.

Tabelle B.2. — MP50 gelost per MIP unter ZF2 und ZF3, Zeitlimit = 1 Stunde
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Anhang B. Ergebnisse numerischer Testldufe - exakte Losungsverfahren

Gesamter Plan ZF2 ZF3

Name #R #P #A Sek. LB Obj. Gap Sek. LB Obj. Gap
MP50/1 4 3 50 600 10 10 0,0% 610 9,27 9,31 0,4%
MP50/2 4 3 50 617 4 4 0,0% 639 3,5 3,53 0,9%
MP50/3 4 3 57 615 9 9 0,0% 628 8,62 8,69 0,8%
MP50/4 4 3 57| 43800 2 3 33,3%| 28631 2,52 2,54 0,8%
MP50/5 4 3 57| 43798 13 19 31,6%| 43798 10,45 22,23 53,0%
MP50/6 4 3 57| 29451 24 24 0,0%| 43798 22,45 24,46 8,2%
MP50/7 4 3 58| 43798 22 24 8,3% 1877 22,04 22,09 0,2%
MP50/8 4 3 58 601 5 5 0,0% 606 4,2 4,24 0,9%
MP50/9 4 3 59| 43816 44 69 36,2%| 43800 43,46 70,48 38,3%
MP50/10 4 3 59| 43799 27 44  38,6%| 43799 26,07 50,35 48,2%
MP50/11 4 3 61| 43799 5 6 16,7%| 43799 4,69 572 18,0%
MP50/12 4 3 61| 43800 12 13 7,7%| 43800 11,82 13,62 13,2%
MP50/13 4 3 61 601 11 11 0,0% 612 10,47 10,5 0,3%
MP50/14 4 3 63| 43798 19 31 38,7%| 43798 16,72 30,7 455%
MP50/15 4 3 64| 43799 8 32 75,0%| 43799 7,33 24,06 69,5%
MP50/16 4 3 66| 43803 7 12 41,7%| 43801 6,37 9,35 31,9%
MP50/17 4 3 66| 43798 17 20 15,0%| 43798 1559 17,48 10,8%
MP50/18 4 3 67| 43799 19 20 50%| 43799 16,88 20,86 19,1%
MP50/19 4 3 67| 43799 16 31 48,4%| 43799 1453 29,08 50,0%
MP50/20 4 3 67| 43801 31 39 20,5%| 43801 28,17 45,92 38,7%
MP50/21 4 3 69 660 6 6 0,0% 850 5,03 5,04 0,2%
MP50/22 4 3 69 603 10 10 0,0% 660 8,8 8,83 0,3%
MP50/23 4 3 71 232 0 0 0,0% 711 -0,95 -0,95 0,0%
MP50/24 4 3 72| 43801 12 54 77,8%| 43802 10,08 48,98 79,4%
MP50/25 4 3 72| 43799 15 58 74,1%| 43799 11,95 52,41 77,2%
MP50/26 4 4 71| 43799 22 37 40,5%| 43799 19,19 43,45 55,8%
MP50/27 4 4 71| 43798 30 47 36,2%| 43798 29,65 4538 34,7%
MP50/28 4 4 72| 12771 21 21 0,0%| 43798 18,18 21,93 17,1%
MP50/29 4 4 72| 43798 21 25 16,0%| 43798 18,79 23,89 21,4%
MP50/30 4 4 76| 43199 27 112 75,9%| 43198 25,15 92,45 72,8%
MP50/31 4 4 76| 43201 26 116  77,6%| 43201 26,43 14427 81,7%
MP50/32 4 4 77| 43799 13 52 75,0%| 43800 6,3 73,78 91,5%
MP50/33 4 4 77| 43801 35 94 62,8%| 43801 25,03 91,43 72,6%
MP50/34 4 4 77| 43799 45 109 58,7%| 43799 4589 117,43 60,9%
MP50/35 4 4 7 600 10 10 0,0% 601 9,64 9,68 0,4%
MP50/36 4 4 7 600 1 1 0,0% 602 0,8 0,8 0,0%
MP50/37 4 4 78| 43799 21 56 62,5%| 43800 16,2 67,21 75,9%
MP50/38 4 4 78| 43802 26 57 54,4%| 43802 25,69 53,3 51,8%
MP50/39 4 4 80| 43201 20 n.v. n.v. 43201 21,03 n.v. n.v.

MP50/40 4 4 81| 43798 21 22 4,6%| 43798 20,74 21,7 4,4%
MP50/41 4 4 85| 43799 6 25 76,0%| 43799 575 28,45 79,8%
MP50/42 4 4 88| 43799 17 32 46,9%| 43800 16,13 24,3  33,6%
MP50/43 4 5 93| 43802 19 80 76,3%| 43801 19,69 94,15 79,1%
MP50/44 4 5 95 708 10 10 0,0% 1152 9,3 9,34 0,4%
MP50/45 4 5 104| 43800 10 48 79,2%| 43800 10,94 36,51 70,0%
MP50/46 4 5 104| 43799 12 46 73,9%| 43799 10,72 36,31 70,5%
MP50/47 4 5 105 630 5 5 0,0% 618 4,4 4,41 0,2%
MP50/48 4 5 105 636 13 13 0,0% 621 12,18 12,18 0,0%
MP50/49 4 5 111| 43817 26 82 68,3%| 43801 18,01 89,22 79,8%
MP50/50 4 5 117| 43802 21 132 84,1%| 43802 8,7 178,53 95,1%

Tabelle B.3. — MP50 gelost per MIP unter ZF2 und ZF3, Zeitlimit = 12 Stunden
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B.3. Testinstanzenmenge MP250

B.3. Testinstanzenmenge MP250

Gesamter Plan ZF2 ZF3
Name #R #P #A Sek. LB Ob;j. Gap Sek. LB Obj. Gap
MP250/1 4 3 47 6 9 9 0,0% 4 8,5 8,5 0,0%
MP250/2 4 3 47 3 10 10 0,0% 2 9,6 9,6 0,0%
MP250/3 4 3 50 2 4 4 0,0% 1 3,79 3,79 0,0%
MP250/4 4 3 52 53 0 0 0,0% 39 -0,48 -0,48 0,0%
MP250/5 4 3 53 3 9 9 0,0% 6 8,7 8,7 0,0%
MP250/6 4 3 55 32 8 8 0,0% 139 7,72 7,72 0,0%
MP250/7 4 3 55 180 8 3 0,0% 3600 7,7 7,75 0,7%
MP250/8 4 3 56 3600 14 29 51,7% 3600 12,62 39,59 68,1%
MP250/9 4 3 56 3600 19 42 54,8% 3600 18,43 41,6 55,7%
MP250/10 4 3 56 102 22 22 0,0% 3600 21,59 21,65 0,3%
MP250/11 4 3 56 203 13 13 0,0% 1507 12,73 12,73 0,0%
MP250/12 4 3 56 3600 14 78 82,1% 3600 14,19 73,14 80,6%
MP250/13 4 3 56 3600 21 64 67,2% 3601 20,92 73,47 715%
MP250/14 4 3 57 4 13 13 0,0% 3 12,78 12,78 0,0%
MP250/15 4 3 57 9 15 15 0,0% 7 1472 1472 0,0%
MP250/16 4 3 58 3600 25 26 3,9% 3600 24,31 25,16 3,4%
MP250/17 4 3 58 5 8 8 0,0% 3 7,87 7,87 0,0%
MP250/18 4 3 58 5 3 3 0,0% 21 2,12 2,12 0,0%
MP250/19 4 3 58 18 7 7 0,0% 1180 6 6 0,0%
MP250/20 4 3 58 3600 18 40 55,0% 3600 16,64 42,35 60,7%
MP250/21 4 3 58 3600 9 32 71,9% 3600 7,85 4441 82,3%
MP250/22 4 3 58 3600 14 142 90,1% 3602 13,33 149,36 91,1%
MP250/23 4 3 58 7 10 10 0,0% 6 9,47 9,47 0,0%
MP250/24 4 3 61 3601 9 67 86,6% 3601 8,45 58,09 855%
MP250/25 4 3 61 3600 23 43 46,5% 3600 18,3 121,63 85,0%
MP250/26 4 3 61 3601 0 69 100,0% 3601 -1,15 150,59 100,8%
MP250/27 4 3 61 3601 0 51 100,0% 3602 -1,17 463,75 100,3%
MP250/28 4 3 61 3600 16 41  61,0% 3601 14,85 47,08 68,5%
MP250/29 4 3 61 3601 14 129 89,2% 3601 13,83 146,74 90,6%
MP250/30 4 3 61 3600 17 90 81,1% 3600 1554 9534 83,7%
MP250/31 4 3 61 113 6 6 0,0% 3600 5,64 57 1,1%
MP250/32 4 3 62 3601 7 96 92,7% 3601 7,07 193,51 96,4%
MP250/33 4 3 62 3600 5 86 94,2% 3600 -0,59 127,02 100,5%
MP250/34 4 3 62 3600 6 64 90,6% 3601 3,62 119,66 97,0%
MP250/35 4 3 62 220 0 0 0,0% 621 -0,43 -0,43 0,0%
MP250/36 4 3 63 19 2 2 0,0% 36 1,55 1,55 0,0%
MP250/37 4 3 63 54 1 1 0,0% 85 0,56 0,56 0,0%
MP250/38 4 3 63 8 5 5 0,0% 30 4,82 4,82 0,0%
MP250/39 4 3 63 3600 22 30 26,7% 3600 18,74 3552 47,2%
MP250/40 4 3 64 3600 12 13 7.7% 3600 11,01 13,82 20,3%
MP250/41 4 3 64 3601 8 113 92,9% 3601 7,57 126,33 94,0%
MP250/42 4 3 64 3601 17 84 79,8% 3601 17,02 210,26 91,9%
MP250/43 4 3 64 3600 3 16 81,3% 3600 1,21 37,06 96,7%
MP250/44 4 3 64 2539 13 13 0,0% 3600 9,79 25,09 61,0%
MP250/45 4 3 64 3600 8 33 75,8% 3600 7,24 41,8 82,7%
MP250/46 4 3 65 3601 0 20 100,0% 3601 -0,79 18,42 104,3%
MP250/47 4 3 65 3601 0 20 100,0% 3601 -0,8 14,04 105,7%
MP250/48 4 3 65 3600 16 32 50,0% 3600 12,68 3543 64,2%
MP250/49 4 3 65 3600 16 40 60,0% 3600 14,46 42,4  65,9%
MP250/50 4 3 65 1 8 8 0,00% 1 7,85 7,85 0,00%
MP250/51 4 3 65 4 8 8 0,00% 3 7,51 7,51 0,00%
MP250/52 4 3 65 4 5 5 0,00% 10 4,51 4,51 0,00%
MP250/53 4 3 66 3600 6 21 71,43% 3600 4,38 20,64 78,78%
MP250/54 4 3 66 3600 20 48 58,33% 3600 18,88 46,47 59,37%
MP250/55 4 3 66 40 3 3  0,00% 3600 2,42 2,45 1,22%
MP250/56 4 3 66 54 8 8 0,00% 3600 7,24 7,25 0,14%
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Anhang B. Ergebnisse numerischer Testldufe - exakte Losungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Gesamter Plan ZF2 ZF3
Name #R #P #A Sek. LB Obj. Gap Sek. LB Obj. Gap
MP250/57 4 3 66 3600 5 8 37,50% 3600 5,48 7,54 27,32%
MP250/58 4 3 66 116 13 13 0,00% 2356 12,75 12,75 0,00%
MP250/59 4 3 67 3601 1 46 97,83% 3601 0,01 161,54 100,00%
MP250/60 4 3 67 3600 6 67 91,04% 3600 518 51,75 89,99%
MP250/61 4 3 67 3600 13 44 70,45% 3600 13,55 26,33 48,54%
MP250/62 4 3 67 3600 15 32 53,12% 3600 15,78 34,49 54,25%
MP250/63 4 3 68 3600 4 64 93,75% 3600 3,36 81,58 95,88%
MP250/64 4 3 68 3601 3 40 92,50% 3600 2,43 72,7 96,66%
MP250/65 4 3 68 3601 0 38 100,00% 3601 -0,54 77,81 100,69%
MP250/66 4 3 68 3601 8 98 91,84% 3601 7,35 105,33 93,02%
MP250/67 4 3 68 3601 5 33 84,85% 3601 4,19 71,48 94,14%
MP250/68 4 3 69 3600 11 15 26,67% 3600 10,66 18,38 42,00%
MP250/69 4 3 69 3600 9 60 85,00% 3600 9,48 28,47 66,70%
MP250/70 4 3 70 3601 12 200 94,00% 3601 12,45 186,93 93,34%
MP250/71 4 3 70 3601 11 233 95,28% 3601 10,36 193,01 94,63%
MP250/72 4 3 70 3601 7 89 92,13% 3602 6,09 104,52 94,17%
MP250/73 4 3 71 3600 7 127 94,49% 3601 3,93 123,49 96,82%
MP250/74 4 3 71 181 0 0 0,00% 3600 -0,76 -0,75 -1,33%
MP250/75 4 3 71 3600 9 58 84,48% 3600 9,58 37,14 74,21%
MP250/76 4 3 72 3601 27 313 91,37% 3602 25,32 307,92 91,78%
MP250/77 4 3 72 48 23 23 0,00% 72 22,38 22,38 0,00%
MP250/78 4 3 72 3600 0 9 100,00%, 3601 -0,95 18,44 105,15%
MP250/79 4 3 73 24 10 10 0,00% 26 9,62 9,62 0,00%
MP250/80 4 3 74 54 6 6 0,00% 3600 5,33 534 0,19%
MP250/81 4 3 74 3600 3 24 87,50% 3601 -0,18 84,91 100,21%
MP250/82 4 3 76 3601 14 37 62,16% 3600 13,22 28,67 53,89%
MP250/83 4 3 79 3600 9 52 82,69% 3601 8,65 31,44 72,81%
MP250/84 4 3 80 251 13 13 0,00% 3600 12,67 12,68 0,08%
MP250/85 4 4 60 3600 42 64 34,37% 3600 44,17 54,46 18,89%
MP250/86 4 4 64 3600 25 33 24,24% 3600 25,32 30,76 17,69%
MP250/87 4 4 64 3600 25 31 19,35% 3600 20,47 31,76 35,55%
MP250/88 4 4 65 3600 3 4 25,00% 3600 2,78 3,71 25,07%
MP250/89 4 4 65 3600 2 5 60,00% 3600 2,14 6,68 67,96%
MP250/90 4 4 69 3600 19 56 66,07% 3600 15,18 64,17 76,34%
MP250/91 4 4 69 3602 19 107 82,24% 3602 18,7 112,02 83,31%
MP250/92 4 4 70 3600 12 41 70,73% 3600 11,42 49,87 77,10%
MP250/93 4 4 70 3600 6 7 14,29% 3600 3,56 20,62 82,74%
MP250/94 4 4 72 14 9 9 0,00% 71 8,45 8,45 0,00%
MP250/95 4 4 72 9 9 9 0,00% 53 8,53 8,53 0,00%
MP250/96 4 4 73 1406 2 2 0,00% 3600 1,21 1,22  0,82%
MP250/97 4 4 73 448 0 0 0,00% 3600 -0,76 -0,74 -2,70%
MP250/98 4 4 73 235 6 6 0,00% 1803 57 57 0,00%
MP250/99 4 4 73 393 20 20 0,00% 3600 19,72 20,68 4,64%
MP250/100 4 4 73 3602 14 55 74,55% 3600 13 54,3 76,06%
MP250/101 4 4 74 3600 3 65 95,38% 3600 1,17 54,54 97,85%
MP250/102 4 4 74 3600 3 40 92,50% 3600 3,23 26,66 87,88%
MP250/103 4 4 75 3601 31 451 93,13% 3601 29,4 353,49 91,68%
MP250/104 4 4 75 3600 19 71 73,24% 3600 20,39 1255 83,75%
MP250/105 4 4 75 3600 15 95 84,21% 3600 14,38 141,25 89,82%
MP250/106 4 4 75 2 1 1 0,00% 4 0,43 0,43 0,00%
MP250/107 4 4 75 4 4 4 0,00% 3 3,24 3,24 0,00%
MP250/108 4 4 76 340 2 2 0,00% 676 1,88 1,88 0,00%
MP250/109 4 4 76 356 10 10 0,00% 557 9,79 9,79 0,00%
MP250/110 4 4 77 38 2 2 0,00% 74 1,48 1,48 0,00%
MP250/111 4 4 77 18 0 0 0,00% 20 -0,64 -0,64 0,00%
MP250/112 4 4 77 3600 0 14 100,00% 3600 -0,51 4,48 111,38%
MP250/113 4 4 7 3600 18 32 43,75% 3600 16,59 23,36 28,98%
MP250/114 4 4 7 3601 11 177 93,79% 3600 8,69 175 95,03%
MP250/115 4 4 77 3601 35 202 82,67% 3601 34,23 296,41 88,45%
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B.3. Testinstanzenmenge MP250

... fortgesetzte Tabelle von vorheriger Seite

Gesamter Plan ZF2 ZF3

Name #R #P #A Sek. LB Ob;j. Gap Sek. LB Obj. Gap
MP250/116 4 4 77 3601 38 284 86,62% 3601 35,48 219,36 83,83%
MP250/117 4 4 78 3601 31 490 93,67% 3610 31,87 377,83 91,56%
MP250/118 4 4 79 3600 31 95 67,37% 3600 30,35 86,88 65,07%
MP250/119 4 4 79 3600 14 93 84,95% 3601 12,22 165,71 92,63%
MP250/120 4 4 79 3601 2 124 98,39% 3601 0,49 108,93 99,55%
MP250/121 4 4 79 939 5 5 0,00% 3601 3,36 92,45 96,37%
MP250/122 4 4 79 3600 29 30 3,33% 3601 27,81 34,81 20,11%
MP250/123 4 4 79 3600 27 28 3,57% 3600 26 27,84 6,61%
MP250/124 4 4 80 3600 23 24 4,17% 3600 21,96 24,18 9,18%
MP250/125 4 4 80 3600 13 14 7,14% 3600 11,55 14,58 20,78%
MP250/126 4 4 80 3600 15 19 21,05% 3600 13,43 17,31 22,41%
MP250/127 4 4 80 3604 18 n.v. n.v. 3601 17,61 n.v. n.v.

MP250/128 4 4 81 3600 19 25 24,00% 3600 19,07 24,61 22,51%
MP250/129 4 4 81 44 17 17 0,00% 155 16,66 16,66 0,00%
MP250/130 4 4 81 6 20 20 0,00% 14 19,57 19,57 0,00%
MP250/131 4 4 81 3600 10 38 73,68% 3600 9,98 14,87 32,89%
MP250,/132 4 4 81 3600 24 25  4,00% 3600 24,59 2555 3,76%
MP250/133 4 4 82 3600 83 n.v. n.v. 3601 84,18 n.v. n.v.

MP250/134 4 4 82 3601 55 n.v. n.v. 3601 53,18 n.v. n.v.

MP250/135 4 4 82 3600 2 54 96,30% 3600 0,5 32,37 98,46%
MP250/136 4 4 82 3600 0 34 100,00% 3600 -0,12 32,53 100,37%
MP250/137 4 4 83 3601 13 200 93,50% 3601 10,93 124,5 91,22%
MP250/138 4 4 83 3602 14 183 92,35% 3602 12,25 149,31 91,80%
MP250/139 4 4 83 3600 10 35 71,43% 3600 9,91 64,93 84,74%
MP250/140 4 4 83 3600 9 72 87,50% 3600 8,75 28,29 69,07%
MP250/141 4 4 84 3601 45 175 74,29% 3600 45,73 n.v. n.v.

MP250/142 4 4 84 3600 33 264 87,50% 3601 32,22 343,31 90,61%
MP250/143 4 4 84 3600 18 31 41,94% 3600 16,51 32,15 48,65%
MP250/144 4 4 84 3600 13 37 64,86% 3600 12,85 30,26 57,53%
MP250/145 4 4 85 3600 37 49 24,49% 3600 30,95 55,17 43,90%
MP250/146 4 4 85 3600 9 19 52,63% 3600 7,27 22,55 67,76%
MP250/147 4 4 85 3600 15 n.v. n.v. 3601 14,44 347,93 95,85%
MP250/148 4 4 85 3600 20 351 94,30% 3601 18,72 340,62 94,50%
MP250/149 4 4 86 3600 2 42 95,24% 3600 0,67 59,81 98,88%
MP250/150 4 4 87 23 0 0 0,00% 82 -0,57 -0,57 0,00%
MP250/151 4 4 87 3601 10 11 9,09% 3601 9,19 27,09 66,08%
MP250/152 4 4 87 3600 3 41 92,68% 3600 2,33 86,49 97,31%
MP250/153 4 4 88 3601 20 325 93,85% 3601 19,1 306,2 93,76%
MP250/154 4 4 88 3608 23 187 87,70% 3602 22,36 265,62 91,58%
MP250/155 4 4 88 3600 25  n.v. n.v. 3601 24,81 n.v. n.v.

MP250/156 4 4 38 3601 28  n.v. n.v. 3600 24,92  n.v. n.v.

MP250/157 4 4 88 3601 19 31 38,71% 3601 18,29 31,48 41,90%
MP250/158 4 4 90 3601 52  n.v. n.v. 3601 51,68 n.v. n.v.

MP250/159 4 4 91 3601 10 332 96,99% 3601 9,22 318,55 97,11%
MP250/160 4 4 91 3601 11 455 97,58% 3603 10,15 196,13 94,82%
MP250/161 4 4 91 3601 5 123 95,93% 3601 3,15 2151 98,54%
MP250/162 4 4 91 52 17 17 0,00% 85 16,21 16,21 0,00%
MP250/163 4 4 91 3601 0 95 100,00% 3602 -0,98 151,33 100,65%
MP250/164 4 4 91 3601 0 82 100,00% 3600 -1,2 130,01 100,92%
MP250/165 4 4 92 119 1 1 0,00% 3600 0,08 0,11 27,27%
MP250/166 4 4 92 49 5 5 0,00% 147 3,98 3,98 0,00%
MP250/167 4 4 94 3600 23 47 51,06% 3600 19,39 67,93 71,46%
MP250/168 4 4 94 3601 17 395 95,70% 3601 14,32 341,89 95,81%
MP250/169 4 4 95 3600 6 63 90,48% 3600 562 90,48 93,79%
MP250/170 4 4 96 3601 23 n.v. n.v. 3602 20,34 n.v. n.v.

MP250/171 4 4 96 3600 3 8 62,50% 3600 2,57 5,96 56,88%
MP250/172 4 4 96 3600 0 13 100,00% 3600 3,2 10,86 70,53%
MP250/173 4 4 97 3601 10 n.v. n.v. 3602 10,16 n.v. n.v.

MP250/174 4 4 97 3601 10 n.v. n.v. 3602 7,58 n.v. n.v.
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Anhang B. Ergebnisse numerischer Testldufe - exakte Losungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Gesamter Plan ZF2 ZF3

Name #R #P #A Sek. LB Obj. Gap Sek. LB Obj. Gap
MP250/175 4 4 97 3602 92  n.v. n.v. 3602 91,32 n.v. n.v.

MP250/176 4 4 97 3601 62 n.v. n.v. 3601 62,08 n.v. n.v.

MP250/177 4 4 99 3601 1 16 93,75% 3601 -0,54 37,08 101,46%
MP250/178 4 4 100 3601 10 278 96,40% 3604 9,15 240,75 96,20%
MP250/179 4 4 102 3601 45 424 89,39% 3601 45,48 420,02 89,17%
MP250/180 4 5 79 3601 20 99 79,80% 3601 19,96 237,3 91,59%
MP250/181 4 5 85 3600 25 207 87,92% 3600 23,09 204,61 88,72%
MP250/182 4 5 85 3601 16 153 89,54% 3601 17,64 194,36 90,92%
MP250/183 4 5 86 3601 41  n.v. n.v. 3601 42,17  n.v. n.v.

MP250/184 4 5 88 3601 16 108 85,19% 3601 14,52 147,97 90,19%
MP250/185 4 5 88 3601 22 223 90,13% 3601 20,73 220,93 90,62%
MP250/186 4 5 88 3601 13 127 89,76% 3601 13,11 134,96 90,29%
MP250/187 4 5 89 3601 22 262 91,60% 3601 21,28 269,65 92,11%
MP250/188 4 5 91 27 10 10 0,00% 33 9,62 9,62 0,00%
MP250/189 4 5 92 3602 1 46 97,83% 3602 0,25 101,06 99,75%
MP250/190 4 5 93 3601 7 381 98,16% 3601 579 234,04 97,53%
MP250/191 4 5 94 3600 2 39 94,87% 3600 0,49 32,08 98,47%
MP250/192 4 5 95 40 7 7 0,00% 84 6,35 6,35 0,00%
MP250/193 4 5 96 3600 21 n.v. n.v. 3601 21,53  n.v. n.v.

MP250/194 4 5 96 3600 8 nwv n.v. 3600 9,62 n.v. n.v.

MP250/195 4 5 97 3601 37  n.v. n.v. 3601 37,44 n.v. n.v.

MP250/196 4 5 97 3600 59 n.v. n.v. 3601 59,05 436,89 86,48%
MP250/197 4 5 97 3601 29 v n.v. 3601 30,52 n.v. n.v.

MP250/198 4 5 97 3601 46  n.v. n.v. 3601 47,52 n.v. n.v.

MP250,/199 4 5 101 3601 12 n.wv. n.v. 3601 10,52 n.v. n.v.

MP250/200 4 5 101 3601 11 474 97,68% 3601 12,36 449,56 97,25%
MP250/201 4 5 104 3600 9 10 10,00% 2101 9,11 9,11 0,00%
MP250/202 4 5 104 3600 30 124 75,81% 3600 29 108,6 73,30%
MP250/203 4 5 104 3603 13 99 86,87% 3602 11,29 161,82 93,02%
MP250/204 4 5 104 3603 1 206 99,51% 3603 -0,65 237,4 100,27%
MP250/205 4 5 105 3601 11 120 90,83% 3602 9,76 281,54 96,53%
MP250/206 4 5 105 3601 32 212 84,91% 3601 31,09 250,87 87,61%
MP250/207 4 5 105 3601 54 397 86,40% 3601 53,44 470,2 88,63%
MP250/208 4 5 105 3601 52 n.wv n.v. 3601 50,9 n.wv n.v.

MP250/209 4 5 105 3600 10 23 56,52% 3600 8,62 29,24 70,52%
MP250/210 4 5 105 3600 26 34 23,53% 3600 21,37 36,2 40,97%
MP250/211 4 5 106 3601 43 438 90,18% 3601 41,55 499,31 91,68%
MP250/212 4 5 106 3601 48  n.v. n.v. 3601 4727  n.v. n.v.

MP250/213 4 5 106 3601 19 106 82,08% 3601 18,77 109,42 82,85%
MP250/214 4 5 106 3601 8 21 61,90% 3601 7,12 39,2 81,84%
MP250/215 4 5 106 3600 4 41 90,24% 3602 2,55 79,91 96,81%
MP250/216 4 5 106 3601 4  n.v. n.v. 3601 1,57 563,42 99,72%
MP250/217 4 5 106 3601 8 658 98,78% 3601 7,73  n.wv. n.v.

MP250/218 4 5 107 3601 43 410 89,51% 3601 42,86 n.v. n.v.

MP250/219 4 5 107 3601 11 329 96,66% 3601 10,53 266,81 96,05%
MP250/220 4 5 107 3601 10 236 95,76% 3602 8,74 222,77 96,08%
MP250/221 4 5 107 3603 11 80 86,25% 3600 9,45 74,93 87,39%
MP250/222 4 5 107 3600 3 25 88,00% 3601 1,97 68,43 97,12%
MP250/223 4 5 108 3601 9 102 91,18% 3601 8,07 112,03 92,80%
MP250/224 4 5 108 3601 67 n.v. n.v. 3601 66,54 n.v. n.v.

MP250/225 4 5 108 3600 1 nv n.v. 3604 0,58 354,99 99,84%
MP250/226 4 5 108 3600 5 nv n.v. 3601 1,94 478,25 99,59%
MP250/227 4 5 109 3601 35 349 89,97% 3602 34,15 338,39 89,91%
MP250/228 4 5 110 3602 24 364 93,41% 3601 24,97 n.v. n.v.

MP250/229 4 5 110 3601 8 467 98,29% 3603 7,71 479,64 98,39%
MP250/230 4 5 110 3601 6 58 89,66% 3603 5,85 134,47 95,65%
MP250/231 4 5 110 3601 9 122 92,62% 3601 7,54 128,92 94,15%
MP250/232 4 5 111 3603 17 119 85,71% 3601 16,59 233,78 92,90%
MP250/233 4 5 111 3601 12 221 94,57% 3602 9,57 391,45 97,56%
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B.3. Testinstanzenmenge MP250

... fortgesetzte Tabelle von vorheriger Seite

Gesamter Plan ZF2 ZF3
Name #R #P #A Sek. LB Ob;j. Gap Sek. LB Obj. Gap
MP250/234 4 5 111 3601 44 335 86,87% 3601 43,05 328,11 86,88%
MP250/235 4 5 112 3601 80 n.v. n.v. 3601 81,16 n.v. n.v.
MP250/236 4 5 112 3602 96 879 89,08% 3602 93,06 814,47 88,57%
MP250/237 4 5 113 3600 24 97 75,26% 3600 24,06 61,75 61,04%
MP250/238 4 5 113 3600 23 214 89,25% 3600 22,95 199,88 88,52%
MP250/239 4 5 114 3601 28 542 94,83% 3601 28,74 536,94 94,65%
MP250/240 4 5 114 3601 53  n.v. n.v. 3601 52,24  n.v. n.v.
MP250/241 4 5 115 3601 10 249 95,98% 3601 10,57 338,03 96,87%
MP250/242 4 5 115 3601 39 n.wv. n.v. 3601 38,73  243,4 84,09%
MP250/243 4 5 116 3602 52  n.v. n.v. 3601 54,73 n.v. n.v.
MP250/244 4 5 116 3601 48  n.v. n.v. 3603 47,23  n.v. n.v.
MP250/245 4 5 117 3603 12 n.v. n.v. 3601 10,02 n.v. n.v.
MP250/246 4 5 118 3601 21 218 90,37% 3601 20,29 198,63 89,79%
MP250/247 4 5 119 3600 117  n.v. n.v. 3600 115,43 n.v. n.v.
MP250/248 4 5 119 3601 80 n.v. n.v. 3600 85,51 n.v. n.v.
MP250/249 4 5 126 3601 6 n.uv. n.v. 3602 497 n.v. n.v.
MP250/250 4 5 126 3601 31 502 93,82% 3601 30,67 483,37 93,65%

Tabelle B.4. — MP250 gel6st per MIP unter ZF2 und ZF3, Zeitlimit = 1 Stunde
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Anhang C.

Ergebnisse numerischer Testlaufe - heuristische
Losungsverfahren

C.1. Parameterevaluation

des genetischen Algorithmus

XK =0 XK =1
XN =0 XN =1 XN — XN —
=1 | x¥=2 | x¥=1 | x¥=2 | x¥=1 | x¥=2 | x=1 | x¥=2

‘ ®  Min. ‘ ®  Min ‘ ®  Min. ‘ ®  Min ‘ ®  Min. ‘ ®  Min.| 0 Min. ‘ ®  Min.
MP50/1 10,3 10,0 10,0 10,0| 10,0 10,0f 10,0 10,0 10,0 10,0| 10,0 10,0| 12,0 10,0 10,0 10,0
MP50/2 5,0 5,0 50 5,0 50 50 50 5,0 57 50 50 50 50 5,0 50 50
MP50/3 16,0 16,0/ 13,0 13,0 13,7 12,0| 12,3 11,0, 14,7 12,0| 13,7 13,0| 150 13,0| 14,7 14,0
MP50/4 6,3 6,0 47 40 6,3 6,0 47 4,0 6,0 6,0 53 50 6,3 6,0 57 50
MP50/5 25,3 23,01 25,0 21,0] 24,7 24,0] 250 25,0| 30,0 29,0 24,7 24,00 28,0 24,0] 29,3 25,0
MP50/6 33,0 30,0| 29,3 29,0| 28,3 26,0/ 30,0 29,0/ 36,0 33,0/ 29,7 27,0/ 33,3 31,0/ 30,0 29,0
MP50/7 240 24,0| 24,0 24,01 24,0 24,0| 24,0 24,0\ 24,7 24,0 24,0 24,0 253 24,0/ 24,0 24,0
MP50/8 50 5,0 50 5,0 50 5,0 50 5,0 50 5,0 50 5,0 50 5,0 50 5,0
MP50/9 61,0 61,0/ 653 61,0] 62,0 61,0/ 62,0 61,0| 71,7 61,0y 66,7 650 68,3 62,0/ 657 65,0
MP50/10 51,0 50,0| 53,0 51,0/ 51,3 50,0/ 50,3 49,0/ 50,0 50,0| 52,0 50,0| 55,7 54,0/ 54,3 54,0
MP50/11 11,3 10,0 15,3 13,0 97 80| 143 12,0 13,3 8,0| 16,3 13,0| 14,7 13,0, 17,0 17,0
MP50/12 16,7 16,0/ 16,0 14,0| 17,7 16,0| 16,0 15,0, 18,3 150| 18,0 18,0/ 19,0 18,0| 17,7 15,0
MP50/13 11,0 11,0 11,0 11,0 11,0 11,0 11,0 11,0f 11,0 11,0f 11,0 11,0 11,0 11,0| 11,0 11,0
MP50/14 31,7 31,0/ 31,7 31,0 31,3 31,0f 31,7 31,0| 33,0 32,0/ 30,7 30,0/ 33,0 33,0] 31,3 30,0
MP50/15 32,0 31,0 31,7 31,0f 31,7 29,0/ 31,3 30,0/ 32,3 31,0/ 353 34,0/ 33,0 33,0/ 33,7 31,0
MP50/16 13,0 13,0 11,7 11,0 12,7 12,0 12,3 12,0| 12,7 12,0| 11,7 11,0 13,7 13,0| 11,7 11,0
MP50/17 21,0 21,0 21,0 21,0| 20,7 20,0f 21,0 21,0| 21,7 20,0 21,0 21,0/ 21,3 21,0] 21,0 21,0
MP50/18 36,0 36,0/ 36,0 36,0] 36,0 36,0] 36,0 36,0/ 36,0 36,0/ 36,0 36,0/ 36,0 36,0] 36,0 36,0
MP50/19 35,0 33,0| 31,7 31,0] 33,7 33,0] 32,3 31,0| 353 32,0| 33,7 33,0/ 34,0 33,0] 32,0 31,0
MP50/20 54,7 52,0/ 51,0 49,0/ 53,7 50,0/ 48,7 47,0/ 52,3 52,0/ 53,0 52,0/ 52,3 52,0/ 50,3 48,0
MP50/21 73 6,0 11,0 10,0 77 6,0 80 6,00 10,7 9,0 93 6,00 11,7 8,0 83 7,0
MP50/22 10,0 10,0/ 10,0 10,0 10,0 10,0f 10,0 10,0f 10,0 10,0/ 10,0 10,0 10,0 10,0| 10,0 10,0
MP50/23 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
MP50/24 46,0 42,0\ 44,7 39,0| 44,0 42,0| 43,3 41,0/ 51,0 50,0 52,3 51,0/ 51,0 49,0] 51,7 51,0
MP50/25 53,3 53,0/ 53,0 51,0] 60,0 55,0] 55,7 53,0/ 67,0 650 553 530 63,7 62,0] 61,3 55,0
MP50/26 41,0 40,0, 41,3 40,0] 41,0 41,0| 41,7 41,0| 41,0 40,0, 41,0 40,0/ 44,0 43,0] 41,0 40,0
MP50/27 45,3 45,0| 45,7 45,0| 457 45,0 450 45,0| 47,3 45,0 48,0 450| 46,0 450| 46,7 45,0
MP50/28 28,7 28,0/ 30,0 29,0] 29,0 27,0] 28,0 26,0| 30,7 28,0 30,7 30,0/ 30,7 27,0] 30,3 30,0
MP50/29 33,7 31,0| 28,3 28,0/ 34,7 34,0/ 28,0 28,0/ 350 350| 31,7 30,0/ 34,0 32,0/ 30,0 29,0
MP50/30 89,0 87,0/ 85,7 850| 8,0 82,0| 83,7 86,0/ 83,7 82,0| 92,0 88,0/ 93,3 86,0] 91,7 88,0
MP50/31 89,0 89,0/ 89,0 89,0/ 89,7 89,0/ 88,3 87,0/ 90,0 90,0/ 90,7 89,0/ 93,3 91,0/ 89,3 89,0
MP50/32 57,3 54,0/ 55,0 53,0| 57,7 57,0| 57,3 53,0| 57,7 55,0/ 56,7 53,0/ 57,0 57,0] 55,7 54,0
MP50/33 87,3 86,0/ 86,3 85,0] 857 84,0/ 84,0 81,0| 89,3 86,0/ 93,3 88,0/ 89,0 86,0] 86,0 85,0
MP50/34 104,3 103,0{109,0 104,0|/104,0 103,0|/106,0 105,0/117,7 114,0|{108,3 105,0|115,7 110,0{109,3 106,0
MP50/35 10,0 10,0| 10,0 10,0 10,0 10,0f 10,0 10,0 10,0 10,0| 10,0 10,0| 10,0 10,0| 10,0 10,0
MP50/36 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0 1,0
MP50/37 60,7 60,0/ 57,3 56,0|] 61,3 58,0] 58,0 55,0| 62,3 59,04 57,0 56,0/ 63,0 59,0] 57,7 55,0
MP50/38 57,0 56,0/ 56,7 55,0| 58,0 57,0/ 56,0 56,0/ 60,0 56,0/ 56,3 55,0| 58,0 57,0/ 57,0 56,0

Fortsetzung auf nichster Seite. ..
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

XK*:O XK*:I
XN:0 XN:1 XN:O XN:1

XS:1 ‘ XS:2 XS:1 ‘ XS: XS:1 ‘ XS: XS:1 ‘ XS:2

‘ 1] Min.‘ 0 Min.‘ 1} Min.‘ 1] Min.‘ 0 Min.‘ 1] Min.‘ 0 Min.‘ ®  Min.

MP50/39 |111,7 105,0/104,0 100,0|112,0 103,0/103,0 100,0|120,0 114,0/105,0 97,0/111,7 108,0/106,3 99,0
MP50/40 253 24,0| 253 250| 24,3 24,0| 250 250| 26,3 250| 250 250| 27,0 27,0/ 24,7 24,0
MP50/41 26,3 25,0/ 23,0 19,0| 26,3 25,0| 250 250| 250 23,0 26,3 250| 26,0 24,0| 23,7 20,0
MP50/42 343 32,0 32,0 30,0| 33,3 32,0 33,0 32,0| 33,7 33,0/ 31,0 30,0/ 353 34,0| 31,3 30,0
MP50/43 70,5 66,0| 72,0 70,0| 77,7 74,0| 723 640| 76,0 750| 75,7 74,0/ 753 72,0| 70,7 67,0
MP50/44 22,0 21,0/ 18,7 18,0| 22,7 18,0 19,0 17,0/ 23,3 23,0/ 19,0 18,0| 22,3 22,0| 19,3 18,0
MP50/45 48,3 48,0| 45,0 44,0| 48,3 48,0| 45,7 45,0| 48,0 46,0| 46,7 46,0/ 52,7 51,0| 46,0 45,0
MP50/46 49,7 48,0| 44,3 43,0| 47,7 46,0| 44,7 43,0| 53,0 50,0| 47,3 45,0| 50,7 47,0| 46,7 44,0
MP50/47 50 50/ 50 50/ 50 50 50 50/ 50 50 50 50 63 50/ 50 50
MP50/48 14,7 13,0 14,0 14,0/ 14,7 13,0| 13,5 13,0/ 17,3 15,0| 145 14,0| 16,3 13,0/ 16,7 14,0
MP50/49 80,0 77,0/ 76,7 73,0/ 82,7 78,0| 70,7 650| 81,7 78,0 823 81,0/ 87,0 86,0 82,0 81,0
MP50/50 |131,0 117,0|127,0 120,0|136,3 134,0|120,3 115,0(139,0 136,0|135,3 132,0(140,0 133,0|132,7 127,0
Mittelwert | 38,8 37,3| 37,8 36,4| 389 37.4| 37,4 36,0| 40,7 388| 39,2 37,8| 40,9 390| 389 374

Tabelle C.1. — MP50 gelost per
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GA unter ZF2 und x® = 1, verschiedene Konfigura-
tionen, Zeitlimit = 5 Minuten. Es wird der durchschnittliche und der beste Zielfunkti-
onswert aus drei Optimierungen pro Konfiguration und Instanz angegeben.



C.1. Parameterevaluation des genetischen Algorithmus

XK* =0 XK* =1
XS:]- ‘ XS'_2 XS:]- ‘ XS:2 XS:]- ‘ XS:2 XS:]- ‘ XS:2
| @ Min| 0§ Min| 0 Min| § Min| @ Min| 0 M| 0 Mn| 0 Min
MP50/1 95 95/ 95 95 95 95/ 95 95| 11,1 103| 95 95| 105 94| 10,2 9,5
MP50/2 43 43| 43 43| 43 43| 43 43 60 54| 50 44 50 43| 46 43
MP50/3 15,4 154| 148 13,7| 154 154| 144 126| 16,5 156| 16,5 15,6| 155 154| 155 154
MP50/4 56 55| 49 46| 53 47| 46 46| 78 66| 77 74 79 66| 65 55

MP50/5 246 23,3| 22,4 21,6| 245 22,6| 23,2 206| 29,1 28,4| 29,3 28,5| 31,9 255| 27,4 26,5
MP50/6 30,9 30,2 30,9 30,2| 30,5 29,2| 309 302| 42,7 42,1| 42,7 42,0| 38,8 37,1| 404 371
MP50/7 24,8 243| 232 232 232 231| 252 24,4| 270 26,1 27,0 27,0/ 249 243| 255 243
MP50/8 43 43| 42 42| 42 42| 42 42| 43 43| 42 42| 43 43| 42 42
MP50/9 63,5 62,5/ 63,0 608| 640 61,0/ 63,3 60,8 641 608| 69,5 685| 67,9 66,7 725 68,5
MP50/10 51,0 49,7| 50,3 48,7| 51,0 49,7| 48,3 47,7| 54,7 52,7| 52,7 51,7| 55,7 53,7| 52,0 50,7
MP50/11 13,1 10,8| 14,7 13,8 11,7 6,7 143 12,8| 20,3 17,6 189 17,7 20,2 18,6| 16,6 15,6
MP50/12 18,6 16,6 156 156| 17,6 17,6| 156 156| 23,8 22/4| 251 24,4| 232 21,7| 21,2 19,6
MP50/13 10,5 10,5/ 10,5 105| 10,5 105 10,5 10,5| 13,1 12,5| 12,5 11,5| 135 125 12,5 115
MP50/14 33,1 32,8 31,0 29,7 32,8 32,8 30,7 29,7 39,7 37,7| 356 34,7| 357 348 32,4 31,7
MP50/15 333 31,3| 3256 30,3| 339 31,4| 32,3 30,3| 43,1 42,2| 445 41,7| 47,1 46,8| 42,4 36,9
MP50/16 12,3 11,6 11,7 11,6| 123 11,6 11,9 11,6| 18,7 17,3| 16,7 16,3| 17,3 16,3| 16,0 153
MP50/17 22,1 20,8 21,1 20,8 205 19,8 20,4 19,8/ 27,5 265| 27,8 27,4| 26,9 255| 249 23,6
MP50/18 358 35,8| 358 358| 358 358| 358 358| 387 37,7| 39,4 388| 38,7 37,8 381 37,7
MP50/19 35,2 32,3| 329 31,3| 346 32,3| 32,2 32,2| 453 43,0| 42,6 41,0| 43,8 40,3| 40,3 39,0
MP50/20 53,5 51,2 51,5 50,2| 52,5 52,2| 51,5 51,2 71,9 67,8 60,9 59,0/ 70,9 64,8| 61,6 59,0
MP50/21 74 55| 93 76| 103 54 97 94| 21,1 21,1 152 123| 185 13,4| 12,4 11,4
MP50/22 88 88 88 88 88 88 88 88 93 88| 88 88 90 89| 88 88
MP50/23 -0, -08| -08 -0,8/ -08 -08 -0,8 -08, 27 -06| 16 -06f 03 -07/ 04 04
MP50/24 45,8 40,6| 46,1 43,55| 48,2 46,5| 43,7 39,3| 546 50,1| 53,3 49,4| 54,4 53,6| 559 532
MP50/25 55,3 54,6| 52,9 52,6 57,5 54,6| 52,6 52,6| 755 693| 71,2 67,3| 70,2 68,2 643 57,4
MP50/26 40,1 38,7| 40,3 39,6| 41,7 40,7| 41,0 40,7| 51,0 49,7| 49,7 47,6| 49,0 46,6| 46,7 45,7
MP50/27 45,5 44,6| 444 444| 44,6 44.6| 457 44,4| 51,6 484| 54,0 51,4| 51,0 49,4| 499 48,2
MP50/28 30,7 29,1 29,8 29,0/ 30,7 30,0/ 30,1 29,9 42,1 389| 39,8 37,5| 36,2 33,0/ 345 328
MP50/29 31,3 26,8| 30,9 28,6/ 33,6 33,6/ 34,7 335| 423 38,7| 424 423| 379 375 346 335
MP50/30 89,2 88,5 87,3 85,7 87,7 84,9 87,7 85,6(109,2 106,2|106,3 100,6|102,8 97,6| 99,2 97,6
MP50/31 87,9 86,6/ 885 88,4 885 885| 885 88,4(100,7 954|104,5 98,3|107,8 102,2| 99,6 93,5
MP50/32 55,0 53,7| 55,7 54,7| 55,7 54,7\ 55,7 54,7| 80,4 79,4| 741 695| 79,4 73,7| 728 71,5
MP50/33 90,5 83,4| 853 836 87,9 81,6| 846 82,7 984 923| 96,0 90,7| 955 93,6| 942 925
MP50/34 |105,7 104,7|105,2 102,6(105,0 101,6/104,9 101,6/111,0 108,6|111,8 107,5{113,9 111,5|113,8 107,5
MP50/35 97 97 97 97 97 97 9rv 97| 11,0 106| 10,0 9,7 103 9,7 97 97
MP50/36 o8 o8 08 08 08 08 08 08 18 08 08 08 15 08| 08 08
MP50/37 63,6 59,7| 57,4 55,7 62,0 60,6| 56,0 555| 70,8 68,7 68,4 663| 695 683 67,7 66,4
MP50/38 60,0 58,8| 56,7 55,8 59,6 58,6| 55,7 556| 76,7 743| 72,0 71,4| 76,2 725| 67,8 66,5
MP50/39 |118,9 114,8/107,8 105,8(116,9 108,9|106,9 102,9|151,3 139,4|143,9 141,2|147,4 143,5|138,7 130,6
MP50/40 26,2 249| 248 24,8| 26,1 24,8| 248 24,8| 29,4 28,8| 28,1 27,7| 27,5 268| 28,1 27,8
MP50/41 25,4 24,8| 27,7 248| 26,1 258| 27,1 21,8 33,3 298| 349 31,7| 350 33,7| 31,4 30,7
MP50/42 33,7 32,4\ 32,0 29,3| 331 32,6/ 30,8 29,4| 425 37,3| 388 36,2| 36,3 354| 36,1 34,6
MP50/43 73,7 73,6| 73,0 70,6 780 76,7 750 74,7 989 93,7| 98,3 93,3|100,5 99,4| 96,8 89,6
MP50/44 20,3 17,7| 19,6 19,6 20,6 19,6/ 19,0 16,6 38,3 37,0| 32,7 30,2| 38,1 35,1 325 312
MP50/45 48,2 47,9| 46,2 459| 48,1 46,9| 46,8 459| 58,6 57,6| 52,3 49,8| 59,2 57,5| 52,3 51,7
MP50/46 51,4 49,9| 42,1 399| 51,1 49,6 44,7 43,7| 582 54,4| 51,5 49,5| 58,2 54,6| 53,9 53,5
MP50/47 51 44| 44 44| 48 44 44 44 133 103| 103 93| 12,7 103| 93 74
MP50/48 15,3 12,3| 15,0 13,4| 147 143 156 13,3| 23,1 22,2| 20,4 18,1| 19,9 19,2| 18,8 17,2
MP50/49 79,9 77,1 72,9 69,5 81,4 782 70,3 67,2/100,5 98,6| 96,3 94,6(101,1 97,5| 93,0 91,2
MP50/50 |133,2 122,0|133,1 115,9(130,3 126,4|136,4 127,0|177,6 168,7|172,5 167,1|177,5 172,9|174,2 172,1

Mittelwert | 39,2 37,6

37,8 36,5| 39,1 37,7

37,9 36,6| 48,8 46,3| 47,0 450

47,9 458| 453 434

Tabelle C.2. — MP50 gelost per GA unter ZF3 und x® = 1, verschiedene Konfigura-
tionen, Zeitlimit = 5 Minuten. Es wird der durchschnittliche und der beste Zielfunkti-
onswert aus drei Optimierungen pro Konfiguration und Instanz angegeben.
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Anhang C. Ergebnisse numerischer Testldufe - heuristische Losungsverfahren

X =0 X =1
xN =0 xN =1 xN =0 xN =1

=1 | x¥=2 | x¥=1 | xF=2 | x%=1 | x¥=2 | x¥=1 | x%=2

| @ Min.| @ Min.| @ Min.| ¢ Min 0 Min.| 0 Min 0 Min.| 0 Min

MP50/1 10,0 10,0/ 10,0 10,0| 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0
MP50,/2 50 50/ 50 50/ 50 50f 50 50/ 50 50/ 50 50 50 50 50 50
MP50/3 11,7 11,0 11,7 11,0 11,7 11,0 12,0 11,0| 11,7 11,0/ 11,7 11,0 120 12,0/ 120 11,0
MP50/4 53 40| 47 40| 47 40| 40 40| 50 40| 47 40| 50 40| 40 40
MP50/5 20,3 19,0/ 20,7 200| 19,3 19,0| 20,7 20,0| 21,7 20,0/ 21,3 21,0/ 20,7 20,0 21,0 21,0
MP50/6 283 27,0/ 28,7 28,0| 283 26,0 29,0 29,0 30,3 29,0| 27,0 26,0| 30,7 29,0 28,3 26,0
MP50/7 230 230/ 230 230| 237 230 233 230 23,7 230| 233 230| 233 230| 233 230
MP50/8 50 50/ 50 50/ 50 50/ 50 50/ 50 50/ 50 50 50 50 50 50
MP50/9 62,7 61,0 61,7 61,0 620 610 620 610 637 620 640 640 61,7 61,0| 653 64,0
MP50/10 | 49,7 48,0| 46,7 46,0\ 49,0 450| 46,7 46,0/ 52,0 51,0/ 48,0 48,0| 48,7 46,0| 46,7 46,0
MP50/11 93 80| 11,0 11,0/ 83 80| 10,0 10,0{ 93 90| 120 10,0 87 7,0| 10,7 10,0
MP50/12 | 153 15,0| 14,7 14,0| 150 14,0/ 150 150| 16,0 150| 153 150| 147 14,0| 153 14,0
MP50/13 | 11,0 11,0{ 11,0 11,0 11,0 11,0 11,0 11,0/ 11,0 11,0 11,0 11,0{ 11,0 11,0 11,0 11,0
MP50/14 | 30,7 30,0{ 30,3 30,0 30,7 30,0| 30,3 30,0/ 30,7 30,0/ 30,3 30,0/ 30,3 30,0| 30,3 30,0
MP50/15 | 26,7 24,0| 27,0 26,0| 27,0 250| 26,3 250| 30,0 27,0/ 27,3 250| 29,7 29,0| 27,3 250
MP50/16 | 11,0 11,0{ 10,0 10,0{ 11,0 11,0{ 10,0 10,0| 10,7 10,0/ 10,0 10,0 11,0 11,0/ 10,0 100
MP50/17 | 21,0 21,0{ 21,0 21,0| 20,7 20,0| 20,7 20,0/ 21,0 21,0/ 20,7 20,0/ 21,0 21,0/ 21,3 21,0
MP50/18 | 257 23,0| 250 23,0| 250 23,0| 24,3 23,0| 29,3 24,0| 30,3 27,0/ 30,7 240| 27,3 250
MP50/19 | 31,0 30,0 31,3 31,0| 31,7 30,0| 31,0 30,0/ 33,0 33,0| 32,7 320| 323 31,0 330 310
MP50/20 | 48,7 450| 49,3 47,0\ 51,0 49,0| 48,3 47,0/ 48,3 47,0/ 49,3 47,0/ 52,0 52,0| 50,7 47,0
MP50/21 60 60/ 60 60/ 60 60/ 60 60 60 60 63 60/ 90 60 60 6,0
MP50/22 | 10,0 10,0{ 10,0 10,0{ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0
MP50/23 00 00/ 00 00/ 00 00/ 00 00/ 00 00/ 00 00 00 00/ 00 00
MP50/24 | 37,0 34,0| 383 37,0| 383 37,0| 380 380| 39,7 39,0 39,0 39,0/ 41,7 39,0 41,3 39,0
MP50/25 | 50,0 50,0| 48,7 47,0\ 50,0 48,0 52,0 50,0/ 50,0 50,0/ 587 580 52,7 49,0/ 553 52,0
MP50/26 | 34,7 34,0| 37,7 350| 34,7 34,0| 39,7 380| 383 36,0| 40,7 40,0/ 387 37,0/ 39,3 380
MP50/27 | 44,3 44,0| 44,0 44,0| 457 44,0 43,3 43,0| 46,3 46,0 450 44,0| 450 450| 450 450
MP50/28 | 257 250| 26,7 250| 257 250| 27,0 250| 32,0 32,0| 27,0 26,0| 29,0 27,0/ 28,0 27,0
MP50/29 | 27,0 250| 28,0 280| 28,0 28,0| 27,7 27,0/ 32,0 28,0| 28,0 28,0| 287 28,0| 28,0 27,0
MP50/30 | 83,7 82,0| 87,0 850| 84,3 82,0| 84,7 83,0/ 837 84,0| 830 86,0| 83,0 830| 87,0 850
MP50/31 | 86,7 86,0| 853 84,0| 860 850| 83 86,0| 89,7 89,0 88,7 860| 89,7 860| 88,7 87,0
MP50/32 | 53,0 53,0 53,0 52,0 53,0 52,0/ 53,0 53,0/ 60,7 56,0/ 59,0 550| 60,0 550| 59,3 56,0
MP50/33 | 88,0 83,0| 87,3 820| 87,7 84,0| 8,0 850| 943 88,0| 930 89,0 923 87,0/ 93,0 88,0
MP50/34 |107,0 104,0{104,0 103,0{106,7 104,0({106,0 104,0|114,7 114,0|114,7 113,0|114,7 114,0/111,3 106,0
MP50/35 | 10,0 10,0| 10,0 10,0| 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0
MP50/36 1,0 10/ 1,0 10/ 10 1,0/ 10 1,0/ 10 10 1,0 10/ 10 10/ 10 10
MP50/37 | 59,0 580| 553 550| 59,3 59,0/ 550 550| 60,3 60,0/ 580 57,0/ 61,7 59,0/ 59,0 56,0
MP50/38 | 57,0 56,0| 53,7 52,0| 56,0 53,0/ 54,7 54,0/ 61,7 59,0/ 583 580| 583 58,0| 553 54,0
MP50/39 |119,7 116,0{108,3 105,0|{121,0 120,0(111,3 111,0(134,7 132,0/119,3 118,0/132,7 129,0/119,7 119,0
MP50/40 | 24,0 24,0| 24,0 24,0| 23,7 23,0| 23,7 23,0| 24,0 24,0/ 24,3 24,0| 240 240| 247 240
MP50/41 | 153 13,0| 13,0 13,0| 13,7 13,0/ 140 13,0| 22,7 17,0/ 17,3 14,0| 150 13,0| 163 130
MP50/42 | 30,3 29,0{ 29,3 29,0| 31,0 30,0/ 30,0 29,0/ 31,3 30,0/ 30,0 30,0/ 31,3 31,0/ 30,0 30,0
MP50/43 | 76,3 750| 72,0 70,0| 73,3 71,0/ 750 70,0/ 80,0 79,0/ 787 750| 80,7 78,0| 80,3 76,0
MP50/44 | 157 13,0| 13,7 13,0| 13,3 13,0/ 14,0 12,0| 17,3 150| 140 13,0| 13,7 13,0| 140 130
MP50/45 | 46,0 450| 43,0 43,0| 457 43,0| 43,3 43,0/ 48,3 48,0| 44,3 43,0 483 47,0| 44,7 44,0
MP50/46 | 42,0 39,0| 43,0 42,0 44,3 44,0 41,7 41,0| 457 42,0| 44,7 440| 46,3 440| 42,7 420
MP50/47 50 50/ 50 50/ 50 50/ 50 50/ 50 50/ 50 50/ 50 50/ 50 50
MP50/48 | 13,3 13,0{ 13,0 13,0| 13,0 13,0| 13,0 13,0/ 13,0 13,0| 13,7 13,0/ 13,0 13,0| 13,0 13,0
MP50/49 | 69,3 64,0| 73,0 67,0/ 69,0 66,0 70,7 69,0/ 780 750| 79,0 73,0/ 785 77,0/ 77,0 67,0
MP50/50 |118,3 116,0|114,3 109,0|112,0 103,0|116,0 106,0|133,0 127,0|129,7 117,0|127,0 123,0|139,0 126,0
Mittelwert | 36,1 34,9| 355 345| 359 34,7| 357 348 38,7 372| 37,7 364| 382 368 37,6 360

Tabelle C.3. — MP50 gelost per

184

GA unter ZF2 und x® = 2, verschiedene Konfigura-
tionen, Zeitlimit = 5 Minuten. Es wird der durchschnittliche und der beste Zielfunkti-
onswert aus drei Optimierungen pro Konfiguration und Instanz angegeben.



C.1. Parameterevaluation des genetischen Algorithmus

XK* =0 XK* =1
XS:]- ‘ XS'_2 XS:]- ‘ XS:2 XS:]- ‘ XS:2 XS:]- ‘ XS:2
| @ Min| 0§ Min| 0 Min| § Min| @ Min| 0 M| 0 Mn| 0 Min
MP50/1 99 95| 95 95 102 95| 95 95| 11,1 95| 95 95| 11,4 105 95 95
MP50/2 45 44| 44 44| 45 44 44 43| 62 56| 53 53| 55 45| 53 53
MP50/3 15,4 154| 135 12,6 14,4 125 129 12,6| 17,3 154| 155 154| 16,5 154| 155 154
MP50/4 49 46| 46 46| 46 38 43 36, 81 75| 59 55| 82 75| 69 65

MP50/5 20,7 19,5 22,0 21,5 21,3 20,4| 21,3 21,3| 29,8 29,2| 31,5 29,1| 27,6 252 26,2 24,2
MP50/6 28,0 25,4| 28,7 283| 289 283| 276 264| 388 33,2 37,1 37,1| 345 31,2| 348 332
MP50/7 22,2 222 231 222|225 222| 228 222| 260 250| 24,7 23,1| 254 25,0| 245 23,1
MP50/8 42 42 42 42| 42 42| 42 42| 43 43| 42 42| 43 43| 42 4.2
MP50/9 65,6 64,5/ 656 645 66,9 655| 655 645 71,6 687| 69,6 687 70,6 69,6| 69,3 68,6
MP50/10 49,2 46,7| 47,4 46,7| 51,0 50,7| 48,4 46,8/ 58,5 57,8| 56,1 54,8| 60,2 58,8 54,1 52,7
MP50/11 101 9,7| 11,8 109 98 97, 12,1 10,8| 186 16,6 184 17,7 18,6 157| 18,3 16,6
MP50/12 15,4 14,8 16,1 14,8| 15,7 156| 150 13,7| 29,1 28,3| 254 24,55| 24,7 24,4| 23,8 23,4
MP50/13 10,5 10,5 10,5 10,5| 11,2 105 10,5 10,5| 135 11,5/ 11,2 10,5| 13,1 12,5/ 12,5 105
MP50/14 31,5 30,8 31,4 30,7 312 30,8 31,1 30,7 39,4 37,8| 37,3 357| 37,1 36,7| 354 33,7
MP50/15 31,1 30,6| 28,9 27,6/ 305 30,2| 29,5 28,8| 44,7 423| 44,0 39,4| 42,7 423| 433 429
MP50/16 12,4 11,8 12,1 11,7| 12,1 11,7, 11,8 11,7| 19,0 17,9| 17,4 155| 18,8 185| 16,5 15,7
MP50/17 20,8 20,8| 20,8 20,8 21,4 208 20,8 20,8 28,9 256| 27,2 256| 27,9 26,6| 259 23,6
MP50/18 34,1 33,8 30,5 27,8 34,1 33,7| 31,8 28,8 42,0 41,7| 42,3 41,8| 40,4 39,7| 40,4 38,8
MP50/19 37,0 356| 354 33,8 356 343| 356 34,6| 569 53,1| 49,0 47,5| 50,2 49,1| 47,0 455
MP50/20 50,6 49,5| 50,2 50,2| 53,6 51,2| 51,2 50,2| 72,9 69,9| 64,1 629| 653 59,1| 64,2 60,0
MP50/21 54 54 64 56/ 69 54 57 54 110 96| 11,8 11,4 13,0 102 9,7 7,4
MP50/22 88 88 88 88 88 88 88 88 91 904 90 894 90 89| 90 88
MP50/23 -0, -0,7| -0, -0,7{ -06 -0,7/ -0,7 -0,7| 31 04| 21 06| 33 -04 15 -05
MP50/24 42,4 41,4| 398 39,5 40,7 39,5| 40,1 39,4| 56,5 53,7| 52,2 49,5| 53,8 53,3| 52,4 50,4
MP50/25 53,5 49,4 51,5 505| 49,9 49,55 555 53,5| 725 685| 71,0 66,4| 70,6 665 68,7 67,4
MP50/26 41,4 39,7| 41,0 40,6| 39,8 37,8 39,0 37,7| 49,7 478| 49,3 47,6| 48,1 47,8| 47,7 46,7
MP50/27 45,5 44,5| 455 445| 46,2 456| 452 44,7| 545 52,6| 51,5 50,5| 51,7 50,4| 50,1 49,6
MP50/28 30,4 29,0| 28,8 26,1 309 30,8 29,1 27,1 380 36,6| 37,4 369| 32,7 32,1| 339 328
MP50/29 26,2 24,8 295 29,4, 288 260 27,8 269| 396 379| 393 37,8| 36,0 34,7| 36,1 31,6
MP50/30 87,4 84,7| 86,2 84,9 86,9 86,5 90,0 87,5/114,2 109,4|108,3 104,5|108,3 101,7| 99,6 96,6
MP50/31 87,9 85,7| 89,3 88,6| 89,4 858| 87,7 86,7/107,1 1055|105,8 100,6|104,2 103,5/100,5 97,6
MP50/32 57,7 56,7| 57,5 557| 55,8 55,8| 56,8 56,8 79,8 749| 76,4 71,8| 752 73,0| 72,4 68,8
MP50/33 95,3 94,6| 84,9 83,7 884 857| 893 87,6/103,4 99,6| 98,2 97,7|106,6 103,7| 97,7 94,8
MP50/34 |114,6 108,7(109,8 107,4(119,9 118,3|110,6 107,7|130,3 123,6|127,7 123,8|128,3 127,7|128,0 124,6
MP50/35 97 97 97 97 97 97 9r 97 111 98| 108 99| 98 98| 97 97
MP50/36 o8 o8 08 08 08 08 08 08 18 08 08 08 21 18 08 08
MP50/37 64,6 61,7 62,7 608 653 63,7 63,1 608| 782 764| 746 73,6| 757 728| 73,9 71,9
MP50/38 62,5 60,8 61,3 59,6| 61,7 59,7| 60,7 587| 826 757| 77,3 76,6| 783 76,8 79,3 76,6
MP50/39 |124,2 122,5(115,2 114,9(124,7 123,5|113,2 110,8|161,2 158,8|144,4 138,7|162,8 161,6|147,4 141,0
MP50/40 24,8 24,8| 248 24,8| 242 23,8| 242 239| 30,3 28,7 288 27,8| 28,7 28,7| 28,7 28,7
MP50/41 18,6 159| 23,8 159| 21,2 16,8 21,5 16,8| 376 33,7| 32,4 30,8 334 298| 31,4 2838
MP50/42 32,2 30,6 30,1 285 32,5 32,5/ 30,1 29,6/ 39,0 383| 37,8 37,2| 384 375 37,6 354
MP50/43 87,1 80,9| 8,9 818 845 786| 83,4 76,8/113,6 107,7|109,0 104,8|107,9 102,7|104,3 98,7
MP50/44 153 14,6| 16,3 156| 17,0 13,6| 156 156| 36,3 34,0 31,8 29,2| 30,6 254| 31,9 284
MP50/45 51,5 50,8| 49,5 46,9 53,2 50,8| 49,2 47,9| 64,2 608| 58,8 57,8| 655 62,9| 59,1 55,8
MP50/46 47,2 43,8| 475 457| 475 44,9| 445 43,8| 64,7 616| 57,1 54,7| 625 59,6| 56,5 55,8
MP50/47 52 45| 49 45| 52 46| 52 45| 150 133 11,7 10,4| 12,1 10,4| 11,4 95
MP50/48 13,1 12,5| 12,3 12,3| 13,0 12,3| 12,3 12,3| 240 23,1| 20,8 19,2 22,1 21,2| 17,5 16,2
MP50/49 80,7 75,1\ 79,4 735| 72,3 69,9| 72,2 71,0/105,1 104,0{101,8 99,9/102,9 101,9|104,4 99,1
MP50/50 |119,7 108,3|136,0 127,6(131,1 107,7|126,2 116,8|174,4 166,7|175,8 170,1|179,0 169,2|176,3 169,6

Mittelwert | 38,6 37,1

382 36,9 388 371

37,7 36,5| 50,9 48,5| 482 46,5

49,1 472| 471 451

Tabelle C.4. — MP50 gelost per GA unter ZF3 und x® = 2, verschiedene Konfigura-
tionen, Zeitlimit = 5 Minuten. Es wird der durchschnittliche und der beste Zielfunkti-
onswert aus drei Optimierungen pro Konfiguration und Instanz angegeben.
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Anhang C. Ergebnisse numerischer Testldufe - heuristische Losungsverfahren

X =0 X =1
xN =0 xN =1 xN =0 xN =1

=1 | x¥=2 | x¥=1 | xF=2 | x%=1 | x¥=2 | x¥=1 | x%=2

9 Min.| 9 Min| @ Min | @ Min 0 Min.| 0 Min 0 Min.| 0 Min
MP50/1 10,0 10,0/ 10,0 10,0| 10,0 10,0/ 10,0 10,0/ 10,7 10,0/ 10,3 10,0 10,7 10,0/ 10,0 10,0
MP50,/2 57 50/ 53 50/ 53 50/ 50 50/ 57 50/ 50 50 57 50/ 50 50
MP50/3 16,0 16,0| 13,3 13,0/ 150 13,0/ 13,3 13,0/ 160 16,0/ 150 13,0/ 160 16,0| 147 13,0
MP50/4 60 60/ 53 50 60 60/ 53 40/ 60 60 60 60/ 63 60/ 57 50
MP50/5 23,3 220 230 21,0/ 233 23,0| 233 21,0| 247 22,0 240 22,0| 27,3 24,0| 32,0 300
MP50/6 33,0 31,0/ 30,7 29,0| 353 34,0| 31,0 29,0/ 40,0 39,0( 30,0 29,0/ 33,0 300| 30,7 29,0
MP50/7 24,0 240 240 240 240 24,0 240 24,0| 240 24,0| 240 24,0 240 24,0| 24,0 24,0
MP50/8 50 50/ 50 50/ 50 50/ 50 50/ 50 50/ 50 50 50 50 50 50
MP50/9 657 62,0| 633 61,0| 633 620 643 610 657 610 633 61,0 657 630| 743 69,0
MP50/10 | 50,7 50,0| 50,7 50,0| 55,0 54,0/ 52,7 52,0/ 57,3 57,0| 54,3 54,0/ 550 52,0 54,3 54,0
MP50/11 | 14,3 11,0| 13,7 11,0| 13,3 90| 150 11,0| 167 150/ 16,3 13,0| 163 150| 17,0 16,0
MP50/12 | 18,0 17,0{ 16,0 150| 18,3 18,0| 16,0 14,0/ 180 180| 19,3 16,0/ 183 150| 187 16,0
MP50/13 | 11,0 11,0{ 11,0 11,0| 11,0 11,0 11,0 11,0/ 11,3 11,0/ 11,0 11,0 11,3 11,0 11,3 11,0
MP50/14 | 32,3 31,0{ 32,0 31,0| 32,3 31,0/ 32,0 31,0/ 330 33,0| 330 320| 33,0 330| 337 330
MP50/15 | 32,3 31,0| 34,3 33,0| 33,0 32,0| 30,7 27,0/ 330 32,0| 37,3 37,0{ 340 33,0| 36,7 340
MP50/16 | 13,0 13,0| 12,0 12,0| 12,7 12,0| 11,7 11,0| 13,3 13,0/ 12,0 12,0| 13,0 13,0 120 120
MP50/17 | 21,0 21,0{ 21,0 21,0| 21,0 21,0{ 21,0 21,0| 21,3 21,0/ 21,0 21,0/ 21,0 21,0/ 21,0 21,0
MP50/18 | 36,0 36,0| 36,0 36,0 36,0 36,0/ 36,0 36,0 360 360| 360 360 360 360| 360 36,0
MP50/19 | 33,0 32,0 33,0 32,0| 33,3 32,0| 33,7 330| 383 37,0/ 343 330| 387 37,0/ 343 330
MP50/20 | 56,0 53,0| 52,7 52,0| 56,3 53,0/ 51,3 49,0/ 56,3 53,0/ 52,7 51,0/ 58,0 580| 54,0 52,0
MP50/21 | 10,0 80| 10,7 80| 97 90| 80 60| 123 120 77 70 97 60| 11,7 70
MP50/22 | 10,0 10,0{ 10,0 10,0{ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0
MP50/23 00 00/ 00 00/ 00 00/ 00 00/ 00 00/ 00 00 00 00/ 00 00
MP50/24 | 49,3 47,0| 48,0 40,0| 48,0 47,0/ 47,0 41,0/ 50,7 49,0| 48,7 46,0/ 50,7 49,0/ 50,0 46,0
MP50/25 | 58,7 56,0| 53,0 53,0\ 57,0 56,0/ 53,3 53,0/ 59,7 59,0/ 56,0 53,0/ 59,0 59,0/ 56,3 53,0
MP50/26 | 42,7 42,0| 42,0 42,0| 41,0 40,0| 42,0 42,0| 450 44,0| 42,7 42,0| 423 41,0| 430 420
MP50/27 | 450 45,0| 450 45,0| 45,0 450| 450 450| 49,0 49,0/ 450 450| 450 450| 48,0 450
MP50/28 | 29,3 28,0| 31,0 31,0| 30,0 29,0/ 30,7 30,0/ 32,7 32,0| 31,3 31,0 347 34,0| 31,0 310
MP50/29 | 33,7 31,0| 31,7 29,0 33,3 31,0/ 287 280| 41,0 350| 33,3 30,0| 323 30,0| 33,7 310
MP50/30 | 88,3 880| 89,0 87,0| 83,3 850| 83,7 87,0/ 89,7 87,0/ 91,7 90,0/ 91,7 88,0| 91,0 89,0
MP50/31 | 89,3 89,0| 89,0 89,0| 89,7 89,0/ 89,0 89,0/ 93,0 92,0/ 89,0 89,0/ 90,7 90,0/ 89,0 89,0
MP50/32 | 56,3 550| 54,7 54,0| 557 53,0/ 56,0 550| 58,7 56,0/ 57,7 57,0/ 60,0 580| 57,7 56,0
MP50/33 | 89,3 880| 83,7 83,0| 860 850| 847 83,0| 89,7 87,0/ 93,0 92,0/ 87,0 850| 93,0 92,0
MP50/34 |107,3 106,0{105,3 104,0{105,7 105,0({104,7 102,0{109,3 103,0|106,7 105,0|114,3 109,0|111,3 108,0
MP50/35 | 10,0 10,0| 10,0 10,0| 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0/ 10,0 10,0
MP50/36 1,0 10/ 1,0 10/ 10 1,0/ 10 1,0/ 10 10 1,0 10/ 10 10/ 10 10
MP50/37 | 62,3 60,0| 57,0 56,0/ 60,0 59,0/ 57,7 57,0/ 650 63,0/ 59,0 57,0/ 61,7 60,0/ 60,3 60,0
MP50/38 | 58,7 57,0| 58,0 56,0| 59,7 58,0| 57,0 56,0/ 62,7 60,0/ 60,7 57,0/ 61,3 60,0/ 60,3 58,0
MP50/39 |123,3 117,0{107,0 101,0|{117,3 114,0({106,3 103,0(129,0 121,0/114,7 111,0/126,7 121,0/106,3 103,0
MP50/40 | 26,0 250| 253 250| 257 250| 250 250| 27,0 27,0| 257 250| 27,0 27,0 26,3 250
MP50/41 | 26,7 26,0| 250 250| 25,7 250| 26,3 250| 27,0 27,0/ 26,0 24,0| 267 260 27,0 27,0
MP50/42 | 33,7 33,0| 31,7 31,0| 353 350| 31,7 31,0/ 350 350| 323 31,0| 357 350| 31,7 310
MP50/43 | 78,3 73,0 743 71,0\ 77,3 73,0/ 77,0 73,0/ 84,7 84,0 747 71,0 797 79,0| 76,3 71,0
MP50/44 | 22,7 22,0| 19,3 18,0| 22,0 20,0 22,3 22,0| 24,0 23,0/ 22,7 21,0/ 243 240| 220 210
MP50/45 | 48,3 48,0| 46,7 46,0\ 47,7 47,0| 46,7 46,0/ 52,7 51,0/ 49,0 49,0/ 53,0 52,0| 48,7 48,0
MP50/46 | 44,0 43,0\ 42,7 41,0| 47,0 450| 453 44,0| 50,7 47,0/ 47,7 44,0| 50,3 48,0| 49,3 47,0
MP50/47 50 50/ 50 50/ 50 50/ 50 50/ 57 50/ 50 50 77 50/ 50 50
MP50/48 | 153 14,0| 16,3 14,0| 153 150| 14,3 13,0/ 22,3 20,0| 16,3 14,0| 187 17,0/ 17,7 16,0
MP50/49 | 81,7 79,0| 79,7 780| 783 70,0| 79,7 77,0/ 87,3 87,0/ 84,3 82,0 867 850| 847 82,0
MP50/50 |118,7 115,0{130,7 122,0{120,7 117,0|116,0 114,0|137,7 132,0|133,0 125,0|134,7 125,0|136,3 129,0
Mittelwert | 39,4 38,2| 38,3 37,0/ 39,1 37,9] 380 36,8| 41,9 404| 39,7 383| 41,2 39,7| 40,4 388

Tabelle C.5. — MP50 gelost per GA unter ZF2 und x® = 1,x¢ = 0, verschiedene
Konfigurationen, Zeitlimit = 5 Minuten. Es wird der durchschnittliche und der beste
Zielfunktionswert aus drei Optimierungen pro Konfiguration und Instanz angegeben.
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C.1. Parameterevaluation des genetischen Algorithmus

XK* =0 XK* =1
xN =0 xN =1 xN =0 xN =1

=1 | x¥=2 | x¥=1 | x®=2 | x¥=1 | x¥=2 | x¥=1 | xF=2

9 Min.| 9 Min| & Min | @ Min @ Min.| © Min| @ Min | @ Min
MP50//1 12,0 12,0/ 10,0 10,0/ 12,0 11,0/ 10,0 10,0| 13,3 12,0| 11,3 11,0/ 13,3 13,0 11,3 11,0
MP50/2 53 5,0 50 50 57 504 50 504 70 60 60 60 67 60 57 50
MP50/3 157 150| 147 14,0 150 14,0| 147 140 160 16,0 150 150 167 16,0 150 150
MP50/4 70 70/ 60 60/ 70 60/ 60 60 87 80 70 70 83 80 77 70
MP50/5 31,0 30,0| 31,3 31,0/ 30,3 30,0| 31,0 31,00 39,7 39,0/ 37,0 36,0 39,0 380| 36,3 340
MP50/6 38,3 37,0| 353 350| 380 37,0| 363 350 48,0 48,0| 440 43,0 457 440| 43,3 420
MP50,7 257 250| 253 250| 260 26,0/ 253 250| 27,0 27,0/ 26,7 260| 27,0 27,0/ 26,3 26,0
MP50/8 50 50/ 50 50/ 50 50 50 50 50 50 50 50 50 50/ 50 50
MP50/9 77,0 76,01 757 74,0 757 73,0 743 72,0/ 8,0 850| 82,3 82,0 84,7 84,0| 81,3 81,0
MP50/10 | 61,0 60,0/ 57,0 56,0/ 60,7 59,0/ 57,0 56,0/ 70,0 69,0 62,7 62,0 687 66,0 637 63,0
MP50/11 | 21,0 21,0/ 19,0 18,0| 20,3 20,0/ 19,3 18,0| 27,3 27,0| 24,0 23,0/ 24,7 24,0 22,0 21,0
MP50/12 | 23,5 22,0| 24,3 24,0| 253 24,0| 23,7 23,0| 31,7 31,0| 29,3 27,0/ 29,0 28,0 29,3 29,0
MP50/13 | 153 15,0| 13,3 12,0 153 150| 13,3 120| 19,3 19,0/ 17,0 17,0/ 187 18,0 163 16,0
MP50/14 | 36,3 36,0| 34,7 34,0| 37,0 36,0| 34,7 34,0| 40,7 40,0| 37,7 37,0/ 40,3 40,0| 357 33,0
MP50/15 | 42,7 41,0/ 40,3 39,0| 41,7 40,0| 41,0 40,0| 51,0 49,0 48,0 450| 50,0 48,0| 457 45,0
MP50/16 16,0 16,0/ 14,0 13,0/ 16,0 16,0/ 14,7 14,0| 18,7 18,0| 16,3 16,0/ 18,0 17,0/ 16,0 16,0
MP50/17 | 24,0 24,0| 21,3 21,0| 24,0 23,0/ 21,3 21,0| 29,3 29,0| 257 250| 29,0 28,0 250 25,0
MP50/18 37,0 37,00 375 37,0/ 38,0 37,0| 37,3 37,0] 39,7 39,0( 39,3 39,0 39,7 39,0| 37,7 36,0
MP50/19 | 47,7 47,0| 44,0 43,0| 47,7 46,0| 43,0 41,0 56,3 52,0 52,0 51,0/ 52,7 50,0 50,0 49,0
MP50/20 | 64,0 63,0/ 58,3 57,0/ 67,0 66,0| 60,0 59,0| 78,0 780| 70,0 67,0| 753 750| 67,3 66,0
MP50/21 | 16,0 16,0/ 13,3 12,0| 157 14,0/ 13,7 13,0/ 21,3 21,0 18,3 18,0 22,0 22,0| 183 18,0
MP50/22 | 10,0 10,0/ 10,0 10,0 10,0 10,0 10,0 10,0 16,0 16,0/ 10,7 10,0/ 13,0 12,0/ 10,3 10,0
MP50/23 33 30/ 20 1,0f 33 30 27 20| 12,7 11,0f 9,7 8,0 13,0 10,0f 10,3 38,0
MP50/24 | 57,3 550| 550 52,0| 57,3 56,0 56,7 56,0| 62,3 61,0 59,7 56,0/ 61,7 59,0/ 60,3 60,0
MP50/25 70,0 67,00 67,7 66,0 71,3 71,0/ 67,3 67,0/ 840 83,0| 78,7 78,0 78,7 750| 77,3 77,0
MP50/26 | 51,7 51,0| 48,3 47,0/ 51,7 51,0/ 49,0 49,0| 63,7 63,0| 57,0 550| 59,3 57,0/ 550 54,0
MP50/27 | 52,0 50,0| 49,7 49,0| 52,0 52,0 49,7 49,0/ 60,7 60,0 53,7 52,0 58,7 56,0| 54,3 54,0
MP50/28 | 34,7 34,0| 33,5 33,0| 357 350| 33,3 33,0| 40,3 40,0 387 380| 40,0 40,0 380 37,0
MP50/29 | 37,3 37,0| 36,0 350| 37,3 37,0/ 357 350| 46,0 450| 443 430| 41,7 40,0 39,0 36,0
MP50/30 |108,7 107,0/104,3 104,0|106,3 102,0|105,3 104,0|125,0 124,0(119,7 114,0|123,0 121,0(118,0 114,0
MP50/31 |102,7 102,0/100,0 98,0|105,0 104,0/100,7 100,0{123,7 122,0/119,0 118,0|121,7 121,0|116,0 115,0
MP50/32 76,7 76,0/ 73,0 72,0 78,7 77,0| 740 73,0/ 92,3 88,0 87,7 87,0/ 90,0 88,0/ 87,5 87,0
MP50/33 |106,3 105,0(101,3 97,0|104,7 102,0/103,3 102,0|125,7 125,0(123,0 122,0|115,7 113,0(116,0 115,0
MP50/34 |126,0 125,0/120,3 119,0(126,0 125,0(119,0 116,0|141,3 140,0/136,0 128,0/133,0 130,0|133,3 126,0
MP50/35 | 10,0 10,0 10,0 10,0/ 10,0 10,0 10,0 10,0| 11,7 11,0/ 10,0 10,0/ 11,0 10,0/ 10,0 10,0
MP50,/36 13 10/ 10 10 13 1,0 10 1,0 33 30/ 1,0 10/ 27 20/ 10 10
MP50/37 | 72,7 71,0/ 69,3 68,0| 72,3 72,0/ 69,7 69,0/ 82,7 81,0| 79,0 78,0| 81,7 81,0 77,7 76,0
MP50/38 | 79,0 78,0 757 750| 81,3 79,0 73,7 73,0| 97,0 93,0/ 91,7 89,0/ 93,3 91,0/ 920 91,0
MP50/39 |150,0 149,0|138,0 135,0(159,0 154,0(136,3 134,0|177,0 172,0/161,0 156,0/171,0 168,0|158,7 156,0
MP50/40 | 27,7 27,0| 27,0 27,0| 28,0 28,0| 26,7 26,0| 29,3 29,0 28,0 28,0/ 29,3 20,0 28,0 28,0
MP50/41 31,0 30,0/ 29,3 29,0/ 30,7 29,0| 28,3 26,0/ 38,7 38,0 357 350 36,0 34,0 350 34,0
MP50/42 | 42,3 42,0| 38,3 380| 41,7 41,0| 37,0 36,0 51,0 51,0| 44,3 44,0 49,7 48,0| 43,3 43,0
MP50/43 |102,3 100,0| 95,7 94,0/102,0 102,0| 94,3 93,0(126,3 122,0/120,7 120,0|114,7 109,0|114,7 107,0
MP50/44 | 36,0 350 31,3 31,0 37,0 36,0 30,3 28,0| 47,0 450| 42,7 42,0 43,0 41,0 383 37,0
MP50/45 | 63,3 62,0| 56,0 56,0 62,3 61,0| 557 540| 747 73,0/ 650 640 70,0 68,0| 633 60,0
MP50/46 | 62,7 61,0| 54,3 53,0| 61,7 61,0 56,7 550| 69,7 68,0| 650 64,0| 683 67,0/ 62,7 60,0
MP50/47 | 13,3 13,0/ 10,3 10,0 13,0 13,0| 11,3 10,0| 17,7 17,0| 163 14,0 16,7 16,0| 150 12,0
MP50/48 | 22,7 22,0/ 20,7 20,0| 23,0 23,0/ 19,7 18,0| 26,3 250| 24,0 24,0 24,7 24,0| 23,3 23,0
MP50/49 |103,7 102,0| 96,0 93,0/102,0 100,0/101,3 100,0|126,0 124,0(119,7 119,0|125,0 124,0(116,3 113,0
MP50/50 |170,0 167,0|171,3 167,0|172,7 169,0|169,7 166,0|215,3 206,0|203,7 198,0|210,7 209,0|203,3 200,0
Mittelwert | 48,9 48,0| 46,2 452| 492 48,1 46,3 453| 584 57,1| 54,4 53,1| 562 54,8| 53,1 51,7

Tabelle C.6. — MP50 gelost per GA unter ZF2 und x = 1, verschiedene Konfigu-
rationen, Zeitlimit = 5 Minuten, alternative Wahrscheinlichkeiten. Es wird der durch-
schnittliche und der beste Zielfunktionswert aus drei Optimierungen pro Konfiguration
und Instanz angegeben.
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Anhang C. Ergebnisse numerischer Testldufe - heuristische Losungsverfahren

C.2. Vergleich mit dem exakten Losungsverfahren

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
EP150/1 53 53 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/2 66 66 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/3 51 51 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/4 45 45 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/5 41 41 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/6 38 38 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/7 58 58 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/8 35 35 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/9 34 34 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/10 50 50 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/11 52 52 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/12 40 40 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/13 37 37 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/14 51 51 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/15 55 55 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0.0%| 0,0% 0,0%
EP150/16 52 52 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/17 55 55 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/18 50 50 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/19 47 47 0,0%| 2,1% 2,1%| 2,1% 2,1%| 2,1% 2,1%| 2,1% 2,1%| 2,1% 2,1%
EP150/20 76 n.v. n.v. 11,6% n.v. 10,6% n.v. 10,6% n.v. 10,6% n.v. 10,6% n.v.
EP150/21 38 38 0,0%| 5,0% 50%| 2,6% 2,6%| 2,6% 2,6%| 2,6% 2,6%| 2,6% 2,6%
EP150/22 50 50 0,0%| 2,0% 2,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/23 42 42 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/24 47 47 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/25 44 44 0,0%| 2,2% 22%| 2,2% 2,2%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/26 44 44 0,0%| 2.2% 22%| 2,2% 22%| 2,2% 22%| 2,2% 22%| 2,2% 2,2%
EP150/27 35 35 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/28 37 37 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/29 34 34 0,0%| 2,9% 2,9%| 2,9% 2,9%| 2,9% 2,9%| 2,9% 2,9%| 2,9% 2,9%
EP150/30 36 36 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/31 48 48 0,0%| 2,0% 2,0%| 2,0% 2,0%| 2,0% 2,0%| 2,0% 2,0%| 2,0% 2,0%
EP150/32 49 49 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/33 57 76 25,0%| 21,9% -4,1%| 18,6% -8,6%| 17,4% -10,1%| 17,4% -10,1%| 17,4% -10,1%
EP150/34 35 35 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/35 48 48 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/36 50 50 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/37 45 45 0,0%| 2,2% 2,2%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/38 40 40 0,0%| 2,4% 2,4%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0.0%| 0,0% 0,0%
EP150/39 44 44 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/40 46 46 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/41 46 46 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/42 48 48 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/43 32 32 0,0%| 5,9% 59%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/44 36 36 0,0% 5,3% 5,3% 2,7% 2.7% 2,7% 2.7% 2, 7% 2,7% 2.7% 2,7%
EP150/45 39 39 0,0%| 9.3% 9,3%| 2,5% 2,5%| 2,5% 2,5%| 2,5% 25%| 2,5% 2,5%
EP150/46 45 96 53,1%| 37,5% -33,3%| 30,8% -47,7%| 30,8% -47,7%| 29,7% -50,0%| 29,7% -50,0%
EP150/47 47 47 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/48 42 42 0,0% 4,5% 4,5% 2,3% 2,3% 2,3% 2,3% 2,3% 2,3% 2,3% 2,3%
EP150/49 54 108 50,0%| 28,9% -42,1%| 23,9% -52,1%| 22,9% -54,3%| 22,9% -54,3%| 22,9% -54,3%
EP150/50 40 40 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/51 64 64 0,0%| 1,5% 1,5%| 1,5% 1,5%| 1,5% 1,5%| 1,5% 1,5%| 1,5% 1,5%
EP150/52 75 75 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/53 59 59 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
EP150/54 61 69 11,6%| 21,8% 11,5%| 9,0% -3,0%| 9,0% -3,0%| 7,6% -45%| 7.6% -45%
EP150/55 65 n.v. n.v. 21,7%  n.v. 13,3% n.v. 12,2%  n.v. 122%  n.v. 122%  n.v.
EP150/56 54 54 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
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C.2. Vergleich mit dem exakten Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
EP150/57 69 86 19,8%| 19,8% 0,0% 9,2% -13,2% 9,2% -13,2% 8,0% -14,7% 8,0% -14,7%
EP150/58 51 51 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/59 55 55 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/60 57 57 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/61 48 48 0,0% 9,4% 9,4% 2,0% 2,0% 2,0% 2,0% 2,0% 2,0% 2,0% 2,0%
EP150/62 75 75 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/63 66 66 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/64 80 80 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/65 53 53 0,0% 1,9% 1,9% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/66 58 58 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/67 63 63 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/68 51 51 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/69 44 44 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/70 66 66 0,0% 4,3% 4,3% 1,5% 1,5% 1,5% 1,5% 1,5% 1,5% 1,5% 1,5%
EP150/71 68 113 39,8%| 24,4% -25,6% 9,3% -50,7% 9,3% -50,7% 9,3% -50,7% 9,3% -50,7%
EP150/72 50 50 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/73 56 56 0,0% 8,2% 8,2% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/74 56 56 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/75 64 82 22,0%| 15,8% -7,9% 9,9% -15,5% 9,9% -15,5% 9,9% -15,5% 9,9% -15,5%
EP150/76 54 54 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/77 66 66 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/78 62 62 0,0%| 12,7% 12,7% 1,6% 1,6% 1,6% 1,6% 1,6% 1,6% 1,6% 1,6%
EP150/79 50 50 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/80 53 72 26,4%| 30,3% 53%| 15,9% -14,3%| 15,9% -14,3%| 14,5% -16,1%| 14,5% -16,1%
EP150/81 52 52 0,0% 3,7% 3,7% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/82 49 49 0,0% 3,9% 3,9% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/83 37 37 0,0% 5,1% 5,1% 2,6% 2,6% 2,6% 2,6% 2,6% 2,6% 2,6% 2,6%
EP150/84 61 nv. n.v. | 487% n.v. 435% n.v. 43,0% n.v. 425%  n.v. 41,3% n.v.
EP150/85 50 102 51,0%| 342% -34,2%| 24,2% -545%| 24,2% -54,5%| 242% -54,5%| 24,2% -54,5%
EP150/86 50 n.wv. nv. | 412% n.v. 30,6% n.v. 29,6% n.v. 28,6% n.v. 28,6% n.v.
EP150/87 46 65 29,2%| 31,3% 3,0%| 23,3% -8,3%| 22,0% -10,2%| 22,0% -10,2%| 20,7% -12,1%
EP150/88 42 42 0,0%| 17,6% 17,6% 4,5% 4,5% 4,5% 4,5% 2,3% 2,3% 2,3% 2,3%
EP150/89 51 51 0,0% 1,9% 1,9% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/90 50 n.v. n.w. 38,3% n.v. 32,4% n.v. 32,4% n.v. 32,4%  n.v. 32,4%  n.v.
EP150/91 56 56 0,0% 1,8% 1,8% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/92 37 37 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/93 50 63 20,6%| 25,4% 6,0%| 18,0% -3,3%| 16,7% -5,0%| 16,7% -5,0%| 16,7% -5,0%
EP150/94 46 46 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/95 59 n.v. nv. | 508% n.v. 46,4% n.v. 45,4%  n.v. 44,9%  n.v. 43,8% n.v.
EP150/96 50 74 32,4%| 16,7% -23,3% 9,1% -34,5% 9,1% -34,5% 7.4% -37,0% 74% -37,0%
EP150/97 45 45 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/98 49 74 33,8%| 14,0% -29,8% 7.5% -39,6% 58% -42,3% 58% -42,3% 58% -42,3%
EP150/99 46 49 6,1%| 16,4% 10,9% 8,0% 2,0% 8,0% 2,0% 6,1% 0,0% 42% -2,1%
EP150,/100 48 48 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/101 81 81 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/102 79 79 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/103 67 89 24,7%| 18,3% -8,5% 56% -254% 43% -27,1% 4,3% -27,1% 2,9% -29,0%
EP150/104 | 72 n.v. n.v. 43,7%  n.v. 33,9% n.v. 32,1% n.v. 31,4% n.v. 30,1%  n.v.
EP150/105 72 72 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/106 | 72 72 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150,/107 65 77 15,6%| 19,8% 4,9% 71% -10,0% 7.1% -10,0% 71% -10,0% 58% -11,6%
EP150/108 93 93 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150,/109 76 76 0,0% 2,6% 2,6% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/110 65 65 0,0% 1,5% 1,5% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/111 64 64 0,0% 3,0% 3,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/112 71 109 34,9% 9,0% -39,7% 1,4% -51,4% 1,4% -51,4% 1,4% -51,4% 1,4% -51,4%
EP150/113 | 74 74 0,0% 6,3% 6,3% 1,3% 1,3% 1,3% 1,3% 1,3% 1,3% 1,3% 1,3%
EP150/114 78 78 0,0%| 143% 14,3% 3,7% 3,7% 2,5% 2,5% 1,3% 1,3% 1,3% 1,3%
EP150/115 | 66 66 0,0% 0.0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%

Fortsetzung auf nachster Seite. ..

189



Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj

EP150/116 70 n.v. n.v. 41,2% n.v. 32,0% n.v. 30,0% n.v. 29,3% n.v. 27,8% n.v.
EP150/117 81 119 31,9%| 26,4% -82%| 13,8% -26,6%| 12,9% -28,0%| 12,0% -29,3%| 11,0% -30,8%
EP150/118 | 83 n.v. n.wv. | 47,1% n.v. 415% n.v. 40,3%  n.v. 39,4%  n.v. 39,0% n.v.
EP150/119 | 72 n.v. n.v. 379% n.v. 31,4% n.v. 30,1% n.v. 29,4%  n.v. 28,0% n.v.
EP150/120 66 66 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/121 | 69 n.v. n.v. 493% n.v. 46,5% n.v. 452%  n.v. 44,4%  n.v. 43,4%  n.v.
EP150/122 | 72 n.v. n.v. 40,0%  n.v. 31,4% n.v. 20,4%  n.v. 28,0%  n.v. 26,5%  n.v.
EP150/123 77 77 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/124 | 102 106 3,8%| 11,3% 7.8% 3,8% 0,0% 3,8% 0,0% 3,8% 0,0% 2,9% -1,0%
EP150/125 63 63 0,0%| 16,0% 16,0% 3,1% 3,1% 1,6% 1,6% 1,6% 1,6% 0,0% 0,0%
EP150/126 64 64 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/127 64 64 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/128 | 86 n.v. n.v. 50,0% n.v. 45,6%  n.v. 445%  n.v. 43,8% n.v. 43,0% n.v.
EP150/129 56 69 18,8%| 23,3% 55%| 13,8% -6,2%| 12,5% -7,8%| 12,5% -78%| 11,1% -9,5%
EP150/130 64 64 0,0%| 11,1% 11,1% 3,0% 3,0% 1,5% 1,5% 0,0% 0,0% 0,0% 0,0%
EP150/131 59 59 0,0% 7,8% 7.8% 3,3% 3,3% 3,3% 3,3% 3,3% 3,3% 3,3% 3,3%
EP150/132 81 81 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/133 56 56 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/134 73 73 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/135 52 52 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/136 48 64 25,0%| 30,4% 7.2%| 22,6% -3,2%| 21,3% -4,9%| 20,0% -6,7%| 18,6% -8,5%
EP150/137 64 64 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/138 | 61 n.v. n.v. 28,2%  n.v. 19.7% n.v. 18,7%  n.v. 18,7% n.v. 17,6% n.v.
EP150/139 71 n.v. n.wv. 29,7% n.v. 20,2% n.v. 20,2% n.v. 19,3% n.v. 18,4% n.v.
EP150/140 70 70 0,0% 7,.9% 7.9% 1,4% 1,4% 1,4% 1,4% 1,4% 1,4% 1,4% 1,4%
EP150/141 61 61 0,0%| 14,1% 14,1% 4.7% 4,7% 3,2% 3.2% 3.2% 3,2% 3,2% 3.2%
EP150/142 | 68 n.v. n.wv. | 550% n.v. 50,7%  n.v. 49,3% n.v. 48,5% n.v. 46,9% n.v.
EP150/143 56 56 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/144 | 67 n.v. n.v. 48,5% n.v. 455%  n.v. 45,1%  n.v. 442%  n.v. 42,7%  n.v.
EP150/145 60 60 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/146 | 84 n.v. n.v. 50,0% n.v. 46,8%  n.v. 458%  n.v. 451% n.v. 44.4%  n.v.
EP150/147 55 56 1,8%| 16,7% 15,2% 6,8% 5,1% 6,8% 51% 5.2% 3,4% 5.2% 3,4%
EP150/148 75 n.wv. nv. 21,1% n.v. 13,8% n.v. 12,8% n.v. 11,8% n.v. 10,7% n.v.
EP150/149 63 63 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
EP150/150 | 46 n.v. n.v. | 41,0% n.v. 352% n.v. 352% n.v. 343% n.v. 34,3% n.v.

Mittelwert |56,7 58,92 3,8%| 10,0%  02%]| 6,8% -3,1%| 65% -3,3%| 63% -35%| 6,1% -3,6%

Tabelle C.7. — EP150 gelost per GA unter ZF1, Zeitlimit = 5 Minuten, Vergleich mit
bester unterer und oberer Schranke des exakten Verfahrens nach 1 Stunde.
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C.2. Vergleich mit dem exakten Lésungsverfahren

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP50/1 10 10 0,0%| 9,1% 9,1%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/2 4 4 0,0%| 333% 333%| 20,0% 20,0%| 20,0% 20,0%| 20,0% 20,0%| 20,0% 20,0%
MP50/3 9 9 0,0%| 43,7% 43,7%| 25,0% 25,0%| 25,0% 25,0%| 18,2% 18,2%| 18,2% 18,2%
MP50/4 2 3 33,3%| 75,0% 62,5%| 50,0% 25,0%| 50,0% 25,0%]| 50,0% 25,0%| 50,0% 25,0%
MP50/5 13 19 31,6%| 65,8% 50,0%| 38,1% 9,5%| 38,1% 9,5%| 35,0% 5,0%| 35,0% 5,0%
MP50/6 24 24 0,0%| 42,9% 42,9%| 143% 143%| 14,3% 143%| 143% 143%| 143% 14,3%
MP50/7 22 23 4,3%| 185% 148%| 4,3% 0,0%| 4.3% 0.0%| 4,3% 0.0%| 4,3% 0,0%
MP50/8 5 5 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/9 44 69 36,2%| 47,0% 16,9%| 312% -7.8%| 27,9% -13,1%| 27,9% -13,1%| 27,9% -13,1%
MP50/10 27 44 38,6%| 58,5% 32,3%| 42,6% 6,4%| 42,6% 6,4%| 41,3% 4,3%| 41,3% 4,3%
MP50/11 5 6 16,7%| 78,3% 73,9%| 58,3% 50,0%| 54,5% 455%| 54,5% 455%| 54,5% 455%
MP50/12 12 13 7,7%| 58,6% 552%| 14,3% 7.1%| 14,3% 7.1%| 14,3% 7.1%| 14,3% 7,1%
MP50/13 11 11 0,0%| 31,2% 31,2%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/14 19 30 36,7%| 52,5% 25,0%| 38,7% 3.2%| 38,7% 3.2%| 36,7% 0,0%| 36,7% 0,0%
MP50/15 8 32 750%| 849% 39,6%| 71,4% -14,3%| 69,2% -23,1%| 69.2% -23,1%| 69,2% -23,1%
MP50/16 7 12 41,7%| 632% 36,8%| 36,4% -9,1%| 30,0% -20,0%| 30,0% -20,0%| 30,0% -20,0%
MP50/17 17 20 15,0%| 34,6% 23,1%| 19,0% 4,8%| 19,0% 4,8%| 19,0% 4,8%| 19,0% 4,8%
MP50/18 19 20 5,0%| 58,7% 56,5%| 34,5% 31,0%| 29,6% 259%| 17,4% 13,0%| 17,4% 13,0%
MP50/19 16 31 48,4%| 69,2% 40,4%| 52,9% 8,8%| 50,0% 3,1%| 48,4% 0,0%| 48,4% 0,0%
MP50/20 31 39 20,5%| 56,9% 458%| 35,4% 18,7%| 35,4% 18,7%| 34,0% 17,0%| 34,0% 17,0%
MP50/21 6 6 0,0%| 72,7% 72,7%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/22 10 10 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/23 0 0 0,0%|100,0% 100,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/24 12 54 77,8%| 80,0% 10,0%| 70,7% -31,7%| 69,2% -38,5%| 68,4% -42,1%| 67,6% -45,9%
MP50/25 15 58 74,1%| 81,9% 30,1%| 69,4% -18,4%| 69,4% -18,4%| 68,1% -23,4%| 68,1% -23,4%
MP50/26 22 37 40,5%| 65,1% 41,3%| 45,0% 7.5%| 43,6% 51%| 40,5% 0,0%| 37,1% -5,7%
MP50/27 30 43 30,2%| 47,4% 24,6%| 33,3% 4,4%| 31,8% 2,3%| 31,8% 2,3%| 31,8% 2,3%
MP50/28 21 21 0,0%| 53,3% 53,3%| 22,2% 22,2%| 16,0% 16,0%| 16,0% 16,0%| 16,0% 16,0%
MP50/29 21 25 16,0%| 53,3% 44,4%| 25,0% 10,7%| 25,0% 10,7%| 25,0% 10,7%| 25,0% 10,7%
MP50/30 27 112 75,9%| 76,9% 4,3%| 69,0% -28,7%| 68,6% -30,2%| 68,2% -31,8%| 68,2% -31,8%
MP50/31 26 116 77,6%| 78,9% 57%| 70,5% -31,8%| 69,4% -36,5%| 69,0% -38,1%| 69,0% -38,1%
MP50/32 13 52 75,0%| 86,2% 44,7%| 76,8% 7.1%| 76,4% 55%| 75,5% 1,9%| 75,0% 0,0%
MP50/33 35 94 628%| 71,8% 24,2%| 58,8% -10,6%| 58,3% -11,9%| 57,8% -13,3%| 57,3% -14,6%
MP50/34 45 109 58,7%| 68,3% 23,2%| 58,3% -0,9%| 57,9% -1,9%| 56,7% -4,8%| 56,3% -58%
MP50/35 10 10 0,0%| 9,1% 9,1%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/36 1 1 0,0%| 50,0% 50,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/37 21 56 62,5%| 72,4% 26,3%| 65,6% 8.2%| 63,8% 3,4%| 63,2% 1,8%| 61,8% -1,8%
MP50/38 26 57 54,4%| 72,3% 39,4%| 56,7% 50%| 53,6% -1,8%| 51,9% -56%| 50,0% -9,6%
MP50/39 20 405 95,1%| 87,8% -147,0%| 82,9% -246,2%| 81,7% -271,6%| 81,7% -271,6%| 81,0% -285,7%
MP50/40 21 22 45%| 30,0% 26,7%| 12,5% 8,3%| 12,5% 8,3%| 12,5% 8,3%| 12,5% 8,3%
MP50/41 7 15 53,3%| 81,6% 60,5%| 53,3% 0,0%| 50,0% -7,1%| 50,0% -7,1%| 46,2% -15,4%
MP50/42 17 32 46,9%| 64,6% 33,3%| 46,9% 0,0%| 452% -3,2%| 433% -6,7%| 41,4% -10,3%
MP50/43 19 80 76,2%| 83,2% 29,2%| 77,1% 36%| 759% -1,3%| 75,0% -53%| 72,9% -14,3%
MP50/44 10 10 0,0%| 77,3% 77,3%| 37,5% 37,5%| 33,3% 333%| 28,6% 28,6%| 23,1% 23,1%
MP50/45 10 48 79.2%| 84,6% 26,2%| 778% -6,7%| 77.3% -91%| 76,7% -11,6%| 76,7% -11,6%
MP50/46 12 41 70,7%| 81,2% 359%| 73,9% 10,9%| 73.3% 8,9%| 72,1% 4,7%| 71,4% 2,4%
MP50/47 5 5 0,0%| 75,0% 75,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/48 13 13 0,0%| 48,0% 48,0%| 7,1% 7.1%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/49 26 82 68,3%| 787% 32,8%| 64,9% -10,8%| 62,9% -17,1%| 61,8% -20,6%| 61,2% -22,4%
MP50/50 21 132 84,1%| 90,2% 38,3%| 84,2% 0,8%| 832% -5,6%| 82,1% -12,8%| 80,7% -21,1%
Mittelwert| 16,54 43,4 33,9%| 60,1% 33,5%| 38,5% -1.2%| 37.2% -42%| 36,2% -6,0%| 357% -7.5%

Tabelle C.8. — MP50 gelost per GA unter ZF2, Zeitlimit = 5 Minuten, Vergleich mit
bester unterer und oberer Schranke des exakten Verfahrens nach 1 oder 12 Stunden.
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Anhang C. Ergebnisse numerischer Testldufe - heuristische Losungsverfahren

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj  Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP50/1 | 9,28 9,28 0,0%| 20,5% 205%| 26% 26%| 23% 23%| 23% 23%| 23% 23%
MP50/2 | 3,563 3,53 0,0%| 46,7% 46,7%| 21,9% 21,9%| 20,7% 20,7%| 19,6% 19,6%| 19,0% 19,0%
MP50/3 | 8,69 8,69 0,0%| 53,6% 53,6%| 31,1% 31,1%| 31,0% 31,0%| 30,9% 30,9%| 30,8% 30,8%
MP50/4 | 252 254 0,8%| 743% 74,1%| 46,6% 46,2%| 46,0% 456%| 451% 44,7%| 449% 44,4%
MP50/5 |10,45 22,23 53,0%| 74,8% 46,4%| 53,2% 0,5%| 53,2% 0.4%| 51,5% -3,2%| 51,5% -3,2%
MP50/6 |22,45 24,46 82%| 51,8% 47,4%| 20,8% 13,8%| 20,7% 13,6%| 20,6% 13,5%| 20,6% 13,4%
MP50/7 |22,04 22,09 02%| 22,2% 22,1%| 48%  46%| 05% 03%| 05% 03%| 05% 03%
MP50/8 | 4,21 421 00%| 56% 56%| 05% 05%| 02% 02%| 02% 02%| 0,0% 0,0%
MP50/9 |43,46 70,48 38,3%| 51,3% 21,0%| 37.5% -14%| 348% -58%| 347% -59%| 32,7% -9.2%
MP50/10 (26,07 50,35 48,2%| 59,2% 21,3%| 52,3%  7,9%| 465% -3,2%| 454% -55%| 44,1% -7,9%
MP50/11| 4,69 5,72 18,0%| 81,0% 76,9%| 73,6% 67,8%| 63,6% 556%| 60,4% 51,6%| 56,9% 47,5%
MP50/12 11,82 13,62 13,2%| 659% 60,7%| 43,1% 345%| 29,7% 19,0%| 20,4%  83%| 202%  8,1%
MP50/13 /10,47 10,47 0,0%| 41,4% 41,4%| 10% 10%| 06% 06%| 02% 02%| 02% 02%
MP50/14 |16,72 27,77 39,8%| 60,0% 33,6%| 53,4% 22,6%| 505% 17,7%| 47,3% 12,5%| 456%  9,6%
MP50/15| 7,33 24,06 69,5%| 85,8% 53,3%| 80,9% 37,1%| 77,4% 259%| 754% 19,4%| 73,5% 12,9%
MP50/16| 6,37 9,35 31,9%| 66,4% 50,7%| 56,8% 36,6%| 50,4% 27,2%| 50,0% 26,6%| 455% 20,0%
MP50/17 |15,59 17,48 10,8%| 54,1% 48,5%| 25,4% 16,4%| 253% 16,2%| 252% 16,1%| 25,1% 16,0%
MP50/18 16,88 20,86 19,1%| 60,5% 51,2%| 55,4% 44,9%| 48,6% 36,4%| 46,9% 34,4%| 39,3% 25,0%
MP50/19 114,53 29,08 50,0%| 71,8% 43,6%| 68,6% 37,1%| 64,0% 28,0%| 632% 26,3%| 57,0% 13,9%
MP50/20 |28,17 45,92 38,7%| 58,0% 31,6%| 50,8% 19,7%| 47,5% 14,4%| 443%  92%| 43,9%  85%
MP50/21| 5,03 5,04 02%| 754% 753%| 46,0% 459%| 24,1% 24,0%| 105% 10,3%| 9,4% 9,2%
MP50/22| 8,82 8,82 0,0%| 28,9% 289%| 25% 25%| 21% 21%| 03% 03%| 0,0% 0,0%
MP50/23|-0,95 -0,95 0,0%|107,5% 107,5%| -252% -252%| -102% -102%| -61,0% -61,0%| -28,4% -28,4%
MP50/24 10,08 48,98 79,4%| 83,6% 20,4%| 79,1% -13%| 77,3% -10,5%| 75,7% -18,1%| 74,5% -24,0%
MP50/25 11,95 52,41 77,2%| 84,8% 33,4%| 82,6% 235%| 80.2% 13,2%| 78,1%  4,1%| 76,3% -3,8%
MP50/26 119,19 43,45 55,8%| 69,9% 31,9%| 58,9%  7,0%| 56,1%  0,6%| 53,9% -4,3%| 52,8% -7,0%
MP50/27 |29,65 45,38 34,7%| 47,7% 199%| 37,8%  4.8%| 36,4%  2,7%| 33,6% -1,6%| 33,4% -2,0%
MP50/28 118,18 21,93 17,1%| 57,2% 48,4%| 38,1% 25,3%| 33,5% 19.8%| 30,5% 16,2%| 30,4% 16,1%
MP50/29 18,79 23,89 21,3%| 60,4% 49,6%| 41,4% 255%| 38,8% 22,2%| 36,4% 19,2%| 36,2% 18,8%
MP50/30 (25,15 92,45 72,8%| 78,8% 22,2%| 73,7%  3,5%| 71,7% -4,1%| 70,7% -7,7%| 70,4% -8,9%
MP50/31 |26,43 144,27 81,7%| 78,8% -158%| 72,1% -52,4%| 70,9% -59,0%| 70,5% -61,1%| 70,2% -62,8%
MP50/32| 6,3 73,78 91,5%| 93,7% 257%| 91,0% -56%| 89,8% -19,5%| 89,1% -27,4%| 88,7% -32,4%
MP50/33 25,03 91,43 72,6%| 79,2% 24,1%| 73,8%  44%| 723% -12%| 71,1% -54%| 70,1% -9,3%
MP50/34 |45,89 117,43 60,9%| 64,8%  9,9%| 62,9%  50%| 60,0% -2,4%| 586% -59%| 57,3% -9,3%
MP50/35| 9,67 9,67 0,0%| 253% 25,3% 1,3% 1,3% 1,1% 1,1%| 0,8% 0,8%| 0,1% 0,1%
MP50/36| 08 0,8 00%| 795% 795%| 00%  00%| 00% 00%| 00% 00%| 00% 00%
MP50/37| 16,2 67,21 759%| 79,1% 13,4%| 79,1% 13,4%| 76,4%  2,1%| 746% -54%| 73,3% -10,6%
MP50/38 25,69 53,3 51,8%| 71,4% 40,6%| 66,9% 31,4%| 62,6% 22,5%| 59,0% 15,0%| 56,9% 10,6%
MP50/39 | 21,03 396,25 94,7%| 86,4% -156,0% | 84,6% -189,8%| 83,4% -212,4%| 82,3% -233,4%| 81,7% -245,0%
MP50/40 (20,74 21,7 4,4%| 33,0% 29,9%| 165% 12,6%| 16,4% 12,5%| 16,4% 12,5%| 16,2% 12,4%
MP50/41| 5,75 18,57 69,0%| 84,4% 49,8%| 77,8% 282%| 73,7% 14,9%| 67,8% -4,0%| 63,8% -16,8%
MP50/42 16,14 24,3 33,6%| 66,0% 48,8%| 51,7% 27,3%| 50,3% 25,1%| 46,8% 19,9%| 43,3% 14,7%
MP50/43 /19,69 94,15 79,1%| 82,2% 150%| 81,7% 12,6%| 80,0%  4,5%| 77,3% -8,5%| 759% -152%
MP50/44| 9,3 9,3 0,0%| 78,3% 783%| 553% 553%| 44,4% 44,4%| 40,8% 40,8%| 40,2% 40,2%
MP50/45 10,94 36,51 70,0%| 84,3% 47,8%| 81,4% 38,0%| 79.3% 31,0%| 77,2% 23,8%| 76,7% 22,2%
MP50/46 |10,72 36,31 70,5%| 83,7% 44,9%| 81,7% 38,1%| 79.3% 29,7%| 77,.1% 22,3%| 76,5% 20,5%
MP50/47| 4,4 44 00%| 735% 735%| 42,6% 42,6%| 22,0% 22,0%| 43% 43%| 27% 2,7%
MP50/48 12,18 12,18 0,0%| 50,8% 50,8%| 155% 155%| 8.8%  88%| 11% 1,1%| 07%  0,7%
MP50/49 118,01 89,22 79,8%| 85,1% 26,3%| 832% 16,8%| 81,0% 59%| 77,8% -10,1%| 755% -21,4%
MP50/50| 8,7 178,53 95,1%| 95,7% 12,4%| 948% -6,7%| 94,0% -22,7%| 93,6% -31,7%| 93,2% -39,9%
Mittelwert] 14,9 44,9 36,6%| 655% 36,2%| 44,1%  8,4%| 43,5%  4,4%| 420% 0,1%| 414% -2,3%

Tabelle C.9. — MP50 gelost per GA unter ZF3, Zeitlimit = 5 Minuten, Vergleich mit
bester unterer und oberer Schranke des exakten Verfahrens nach 1 oder 12 Stunden.
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C.2. Vergleich mit dem exakten Lésungsverfahren

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP250/1 9 9 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/2 10 10 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/3 4 4 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/4 0 0 0%| 100% 100% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/5 9 9 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/6 8 8 0% 62% 62% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/7 8 8 0% 62% 62% 20% 20% 20% 20% 20% 20% 11% 11%
MP250/8 14 29 52% 63% 24% 50% -4% 50% -4% 48% -7% 48% -7%
MP250/9 19 42 55% 57% 5% 39% -35% 39% -35% 37% -40% 37% -40%
MP250/10 22 22 0% 12% 12% 4% 4% 4% 4% 4% 4% 4% 4%
MP250/11 13 13 0% 28% 28% 19% 19% 19% 19% 19% 19% 19% 19%
MP250/12 14 78 82% 75% -42% 67% -86% 67% -86% 67% -86% 67% -86%
MP250/13 21 64 67% 69% 6% 57% -31% 57% -31% 56% -33% 56% -33%
MP250/14 13 13 0% 13% 13% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/15 15 15 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/16 25 26 4% 7% 4% 4% 0% 4% 0% 4% 0% 4% 0%
MP250/17 8 8 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/18 3 3 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/19 7 7 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/20 18 40 55% 63% 18% 51% -8% 50% -11% 49% -14% 44% -25%
MP250/21 9 32 72% 76% 14% 65% -23% 65% -23% 65% -23% 65% -23%
MP250/22 14 142 90% 84% -58% 80% -100% 79% -112% 79% -115% 78% -122%
MP250/23 10 10 0% 23% 23% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/24 9 67 87% 82% -31% 76% -81% 76% -81% 76% -81% 76% -81%
MP250/25 23 43 47% 57% 20% 45% 2% 45% 2% 45% 2% 45% -2%
MP250/26 0 69 100%| 100% -33%| 100% -130%| 100% -165%| 100% -200%| 100% -214%
MP250/27 0 51 100%| 100% -31%| 100% -112%| 100% -112%| 100% -122%| 100% -122%
MP250/28 16 41 61% 65% 11% 50% -28% 48% -32% 48% -32% 48% -32%
MP250/29 14 129 89% 80% -84% 74% -143% 72% -158% 71% -163% 70% -174%
MP250/30 17 90 81% 76% -27% 70% -61% 69% -64% 69% -67% 68% -70%
MP250/31 6 6 0% 73% 73% 25% 25% 25% 25% 25% 25% 25% 25%
MP250/32 7 96 93% 88% -68% 83% -129% 83% -134% 83% -134% 82% -140%
MP250/33 5 86 94% 93% -15% 90% -76% 89% -83% 89% -91% 89% -91%
MP250/34 6 64 91% 91% 3% 88% -23% 88% -28% 88% -28% 88% -31%
MP250/35 0 0 0%| 100% 100% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/36 2 2 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/37 1 1 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/38 5 5 0% 37% 37% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/39 22 30 27% 49% 30% 31% 6% 31% 6% 31% 6% 31% 6%
MP250/40 12 13 8% 45% 41% 25% 19% 20% 13% 20% 13% 20% 13%
MP250/41 8 113 93% 89% -57% 84% -131% 83% -146% 82% -151% 82% -157%
MP250/42 17 84 80% 75% -24% 67% -65% 67% -65% 66% -68% 66% -68%
MP250/43 3 16 81% 88% 36% 79% -14% 75% -33% 5% -33% 73% -45%
MP250/44 13 13 0% 50% 50% 19% 19% 19% 19% 19% 19% 19% 19%
MP250/45 8 33 76% 87% 46% 78% 8% 78% 8% 78% 8% 78% 8%
MP250/46 0 20 100%| 100% 29%| 100% -33%| 100% -54%| 100% -82%| 100% -122%
MP250/47 0 20 100%| 100% 37%| 100% -25%| 100% -25%| 100% -43%| 100% -43%
MP250/48 16 32 50% 67% 35% 47% -7% 47% 7% 43% -14% 43% -14%
MP250/49 16 40 60% 62% 5% 47% -33% 47% -33% 45% -38% 45% -38%
MP250/50 8 8 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/51 8 8 0% 11% 11% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/52 5 5 0% 29% 29% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/53 6 21 71% 81% 32% 68% -11% 67% -17% 65% -24% 65% -24%
MP250/54 20 48 58% 55% -9% 37% -50% 37% -50% 35% -55% 35% -55%
MP250/55 3 3 0% 73% 73% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/56 8 8 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/57 5 8 37% 78% 65% 58% 33% 58% 33% 58% 33% 55% 27%
MP250/58 13 13 0% 38% 38% 13% 13% 13% 13% 13% 13% 13% 13%
MP250/59 1 46 98% 97% -21% 95% -119% 95%  -142% 95%  -142% 94%  -156%
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Anhang C. Ergebnisse numerischer Testldufe - heuristische Losungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP250/60 6 67 91% 83% -86% 77% -158% 5% -179% 75% -179% 75% -179%
MP250/61 13 44 70% 61% -33% 50% -69% 48% -76% 48% -76% 48% -76%
MP250/62 15 32 53% 67% 29% 52% -3% 52% -3% 52% -3% 52% -3%
MP250/63 4 64 94% 93% -10% 91% -42% 90% -52% 90% -52% 90% -56%
MP250/64 3 40 92% 92% -8% 86% -82% 86% -90% 85% -100% 85% -100%
MP250/65 0 38 100%| 100% 12%| 100% -58%| 100% -65%| 100% -73%| 100% -81%
MP250/66 8 98 92% 90% -27% 78% -172% 77% -180% 77% -180% 76% -188%
MP250/67 5 33 85% 90% 37% 78% -43% 7% -50% 76% -57% 72% -83%
MP250/68 11 15 27% 71% 61% 48% 29% 48% 29% 42% 21% 42% 21%
MP250/69 9 60 85% 82% -20% 64% -140% 61% -161% 59% -173% 59% -173%
MP250/70 12 200 94% 83% -178% 74%  -326% 74%  -326% 74%  -326% 72% -365%
MP250/71 11 233 95% 85% -228% 78% -376% 7% -396% 76% -407% 76% -407%
MP250/72 7 89 92% 86% -75% 81% -147% 80% -154% 79% -162% 79% -162%
MP250/73 7 127 94% 87% -140% 74% -370% 70% -452% 65% -535% 63% -568%
MP250/74 0 0 0%| 100% 100% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/75 9 58 84% 84% 0% 75% -61% 74% -66% 74% -66% 74% -66%
MP250/76 27 313 91% 6% -179% 70% -248% 69% -260% 68% -273% 68% -273%
MP250/77 23 23 0% 15% 15% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/78 0 9 100%| 100% 76%| 100% 44%| 100% 44%| 100% 44%| 100% 44%
MP250/79 10 10 0% 50% 50% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/80 6 6 0% 57% 57% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/81 3 24 87% 92% 40% 83% -33% 80% -60% 80% -60% 80% -60%
MP250/82 14 37 62% 69% 18% 52% -28% 50% -32% 48% -37% 48% -37%
MP250/83 9 52 83% 80% -16% 61% -126% 55% -160% 53% -174% 47%  -206%
MP250/84 13 13 0% 50% 50% 7% 7% 0% 0% 0% 0% 0% 0%
MP250/85 42 64 34% 43% 14% 25% -14% 25% -14% 25% -14% 25% -14%
MP250/86 25 33 24% 52% 37% 26% 3% 24% 0% 24% 0% 22% -3%
MP250/87 25 31 19% 40% 26% 24% 6% 22% 3% 22% 3% 22% 3%
MP250/88 3 4 25% 77% 69% 40% 20% 40% 20% 40% 20% 40% 20%
MP250/89 2 5 60% 82% 55% 67% 17% 67% 17% 67% 17% 67% 17%
MP250/90 19 56 66% 66% 0% 56% -30% 56% -30% 56% -30% 56% -30%
MP250/91 19 107 82% 7% -32% 67% -88% 65% -95% 64% -102% 63% -110%
MP250/92 12 41 71% 74% 11% 57% -46% 54% -58% 54% -58% 54% -58%
MP250/93 6 7 14% 84% 81% 60% 53% 60% 53% 60% 53% 60% 53%
MP250/94 9 9 0% 31% 31% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/95 9 9 0% 36% 36% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/96 2 2 0% 87% 87% 33% 33% 33% 33% 0% 0% 0% 0%
MP250/97 0 0 0%| 100% 100%| 100% 100%| 100% 100%| 100% 100%| 100% 100%
MP250/98 6 6 0% 73% 73% 40% 40% 33% 33% 33% 33% 33% 33%
MP250/99 20 20 0% 47% 47% 23% 23% 23% 23% 23% 23% 23% 23%
MP250/100 14 55 75% 81% 27% 70% -17% 70% -17% 70% -17% 67% -28%
MP250/101 3 65 95% 91% -97% 86% -210% 86% -210% 86% -210% 86% -210%
MP250/102 3 40 92% 92% -3% 85% -100% 83% -122% 82% -135% 81% -150%
MP250/103 31 451 93% 81% -182% 7% -234% 7% -242% 76% -247% 76% -252%
MP250/104 19 71 73% 76% 9% 61% -45% 61% -45% 61% -45% 61% -45%
MP250/105 15 95 84% 79% -30% 68% -102% 68% -102% 67% -111% 67% -111%
MP250/106 1 1 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/107 4 4 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/108 2 2 0% 91% 91% 50% 50% 33% 33% 33% 33% 33% 33%
MP250/109 10 10 0% 67% 67% 23% 23% 9% 9% 9% 9% 0% 0%
MP250/110 2 2 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/111 0 0 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/112 0 14 100%| 100% 56%| 100% 18%| 100% 7%| 100% 0%| 100% 0%
MP250/113 18 32 44% 68% 43% 38% -10% 36% -14% 36% -14% 36% -14%
MP250/114 11 177 94% 88% -97% 82% -195% 80% -216% 80% -222% 80% -228%
MP250/115 35 202 83% 75% -46% 65% -100% 65% -104% 64% -108% 64% -110%
MP250/116 38 284 87% 72% -109% 62% -184% 61% -190% 61% -193% 61% -193%
MP250/117 31 490 94% 86% -121% 82% -182% 80% -216% 79% -238% 7% -266%
MP250/118 31 95 67% 63% -14% 45% -70% 42% -79% 42% -79% 42% -79%
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C.2. Vergleich mit dem exakten Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP250/119 14 93 85% 80%  -31% 71%  -94% 70% -102% 69% -107% 68% -111%
MP250/120 2 124 98%| n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/121 5 5 0% 83% 83% 17% 17% 17% 17% 0% 0% 0% 0%
MP250/122| 29 30 3% 41% 39% 12% 9% 12% 9% 12% 9% 12% 9%
MP250/123| 27 28 4% 41% 39% 10% 7% 7% 3% 7% 3% 7% 3%
MP250/124| 23 24 4% 28% 25% 12% 8% 12% 8% 12% 8% 12% 8%
MP250/125 13 14 7% 52% 48% 13% 7% 13% 7% 13% 7% 13% 7%
MP250/126 15 19 21% 52% 39% 21% 0% 21% 0% 21% 0% 21% 0%
MP250/127 18 nv. nwv. 89% n.v. 84% n.v. 83% n.v. 82% n.v. 82% n.v.
MP250/128 19 25 24% 39% 19% 21% -4% 21% -4% 21% -4% 21% -4%
MP250/129 17 17 0% 37% 37% 6% 6% 6% 6% 6% 6% 6% 6%
MP250/130| 20 20 0% 29% 29% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/131 10 38 74% 71% -9% 37% -137% 33% -153% 33% -153% 33% -153%
MP250/132| 24 25 4% 40% 37% 8% 4% 8% 4% 8% 4% 8% 4%
MP250/133 83 nwv. nwv n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/134 55 n.wv. nwv n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/135 2 54 96% 96% 0% 91% -135% 91% -145% 91% -145% 91% -145%
MP250/136 0 34 100%| 100% 31%| 100%  -79%| 100% -100%| 100% -100%| 100% -100%
MP250/137 13 200 93% 82% -178% 73% -308% 72% -335% 70% -365% 69% -376%
MP250/138 14 183 92% 81% -144% 69% -307% 67% -326% 66% -346% 64% -369%
MP250/139 10 35 71% 80% 31% 67%  -17% 64%  -25% 62%  -35% 60%  -40%
MP250/140 9 72 87% 79%  -67% 61% -213% 59% -227% 59% -227% 59% -227%
MP250/141| 45 175 74% 63%  -42% 50%  -94% 49%  -97% 49%  -99% 48% -103%
MP250/142| 33 264 87% 74%  -105% 64% -190% 61% -211% 61% -214% 59% -226%
MP250/143 18 31 42% 59% 30% 36% -11% 33%  -15% 33%  -15% 28%  -24%
MP250/144 13 37 65% 73% 24% 61%  -12% 59%  -16% 58%  -19% 58%  -19%
MP250/145| 37 49 24% 47% 30% 29% 6% 29% 6% 27% 4% 27% 4%
MP250/146 9 19 53% 80% 59% 59% 14% 55% 5% 55% 5% 53% 0%
MP250/147| 15 n.v. n.v. 88% n.v. 82% n.v. 81% n.v. 81% n.v. 80% n.v.
MP250/148| 20 351 94% 85% -170% 77% -303% 76% -318% 76% -328% 76% -328%
MP250/149 2 42 95% 95%  -14% 87% -162% 87% -180% 87% -180% 85% -223%
MP250/150 0 0 0%| 100%  100% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/151 10 11 9% 79% 7% 71% 69% 68% 65% 64% 61% 60% 56%
MP250/152 3 41 93% 96% 41% 90%  -32% 89%  -46% 87%  -71% 86%  -86%
MP250/153| 20 325 94% 81% -210% 73% -339% 73% -345% 72% -358% 71% -378%
MP250/154| 23 187 88% 79%  -73% 71% -140% 70% -143% 68% -160% 67% -167%
MP250/155 25 nwv. nv n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/156| 28 n.v. n.v. 84% n.v. 81% n.v. 80% n.v. 79%  n.v. 79%  n.v.
MP250/157 19 31 39% 68% 48% 44% 9% 39% 0% 37% -3% 32%  -11%
MP250/158 52 nv. nw 80% n.v. 74%  n.v. 73%  n.v. 2%  n.v. 2% n.v.
MP250/159 10 332 97% 90% -219% 87% -331% 86% -355% 86% -361% 86% -381%
MP250/160 11 455 98% 88% -406% 81% -698% 80% -712% 80% -743% 79%  -758%
MP250/161 5 123 96% 94%  -60% 89% -162% 89% -173% 88% -186% 88% -186%
MP250/162 17 17 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/163 0 95 100%| 100%  -46%| 100% -188%| 100% -188%| 100% -206%| 100% -206%
MP250/164 0 82 100%| 100%  -17%| 100% -156%| 100% -204%| 100% -215%| 100% -228%
MP250/165 1 1 0% 94% 94% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/166 5 5 0% 62% 62% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/167| 23 47 51% 64% 27% 36%  -31% 34%  -34% 32%  -38% 32%  -38%
MP250/168 17 395 96%| n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/169 6 63 90% 90% -5% 81% -103% 79% -117% 79% -117% 79% -125%
MP250/170| 23 n.wv. n.v. 84% n.v. 80% n.v. 79%  n.v. 78%  n.v. 7%  n.v.
MP250/171 3 8 62% 89% 70% 67% 11% 62% 0% 62% 0% 62% 0%
MP250/172 0 13 100%| 100% 46%| 100%  -30%| 100%  -30%| 100%  -30%| 100%  -30%
MP250/173 10 nv. nwv. 94% n.v. 91% n.v. 91% n.v. 90% n.v. 90% n.v.
MP250/174 10 nv. nwv 93% n.v. 91% n.v. 90% n.v. 90%  n.v. 90%  n.v.
MP250/175| 92 n.v. n.wv. 74%  n.v. 71%  n.v. 70%  n.v. 68% n.v. 68% n.v.
MP250/176 62 nv. n.v 84% n.v. 80% n.v. 79%  n.v. 78%  n.v. 7%  n.v.
MP250/177 1 16 94% 96% 36% 93%  -14% 93%  -14% 92%  -23% 92%  -23%
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Anhang C. Ergebnisse numerischer Testldufe - heuristische Losungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP250/178 10 278 96% 90% -187% 84% -348% 83% -379% 83% -379% 82% -388%
MP250/179| 45 424 89% 76% -129% 66% -221% 65% -231% 64% -239% 63% -248%
MP250/180 20 99 80% 83% 17% 1% -46% 70% -50% 69% -52% 69% -52%
MP250/181| 25 207 88% 78%  -85% 66% -180% 64% -200% 64% -200% 62% -214%
MP250/182 16 153 90% 83% -66% 1% -178% 70% -183% 70% -189% 69% -194%
MP250/183| 41 n.v. n.v. 7%  n.v. 66% n.v. 66% n.v. 65% n.v. 65%  n.v.
MP250/184 16 108 85% 81% -29% 67% -120% 66% -130% 65% -135% 64% -145%
MP250/185 22 223 90% 78% -125% 69% -219% 67% -233% 66% -248% 65% -260%
MP250/186 13 127 90% 87% -30% 81% -84% 80% -92% 79% -102% 79% -108%
MP250/187 22 262 92% 84% -91% 78% -165% 75% -201% 3% -216% 3% -220%
MP250/188 10 10 0% 44% 44% 17% 17% 17% 17% 0% 0% 0% 0%
MP250/189 1 46 98% 98% 26% 97% -35% 97% -53% 96% -64% 96% -84%
MP250/190 7 381 98% 94% -215% 91% -376% 91% -415% 91% -415% 90% -444%
MP250/191 2 39 95% 96% 22% 90% -95% 88% -129% 87% -160% 85% -200%
MP250/192 7 7 0% 82% 82% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/193 21 nv. nwv 90% n.v. 85% n.v. 83% n.v. 83% n.v. 82% n.v.
MP250/194 8 nv. nuv 96%  n.v. 94%  n.v. 94%  n.v. 94%  n.v. 94%  n.v.
MP250/195 37 nv. nv 82% n.v. 74% n.v. 72%  n.v. 71% n.v. 70% n.v.
MP250/196| 59 n.v. n.v. 76%  n.v. 61% n.v. 61% n.v. 61% n.v. 60% n.v.
MP250/197 29 nv. nv n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/198 46 n.v. nv. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/199| 12 n.v. n.v. 91% n.v. 86% n.v. 85% n.v. 84% n.v. 83% n.v.
MP250/200 11 474 98% 91% -267% 86% -485% 85% -549% 85% -558% 84% -607%
MP250/201 9 10 10% 79% 7% 25% 17% 25% 17% 25% 17% 25% 17%
MP250/202 30 124 76% 69% -27% 54% -91% 53% -94% 52% -100% 52% -100%
MP250/203 13 99 87% 83% -29% 64% -175% 62% -191% 58% -219% 54% -254%
MP250/204 1 206 100% 98% -261% 9%5% -984% 94% -1112% 94% -1187% 93% -1371%
MP250/205 11 120 91% 92% 12% 88% -28% 88% -35% 87% -41% 87% -46%
MP250/206 32 212 85% % -53% 67% -119% 66% -126% 66% -128% 65% -133%
MP250/207 54 397 86% 74% -90% 64% -166% 64% -166% 63% -172% 62% -178%
MP250/208 52 nv. nw 75% n.v. 66% n.v. 63% n.v. 61% n.v. 61% n.v.
MP250/209 10 23 57% 79% 51% 57% 0% 52% -10% 50% -15% 47% -21%
MP250/210 26 34 24% 51% 36% 30% 8% 28% 6% 28% 6% 28% 6%
MP250/211| 43 438 90% 7% -139% 66% -245% 64% -262% 64% -271% 63% -281%
MP250/212| 48 n.v. n.v. 5% n.v. 67% n.v. 65% n.v. 64% n.v. 63% n.v.
MP250/213| 19 106 82% 76%  -36% 64% -100% 63% -108% 61% -116% 61% -116%
MP250/214 8 21 62% 86% 63% 71% 25% 65% 9% 64% 5% 58% -11%
MP250/215 4 41 90% 93% 32% 86% -46% 82% -86% 81% -95% 79% -116%
MP250/216 4 nv. nv 96%  n.v. 92% n.v. 92%  n.v. 90% n.v. 90%  n.v.
MP250/217 8 658 99% 93% -439% 89% -814% 87% -997% 85% -1142% 84% -1216%
MP250/218| 43 410 90% 78% -105% 69% -197% 67% -213% 66% -220% 66% -228%
MP250/219 11 329 97% 88% -266% 83% -414% 82% -431% 82% -448% 81% -467%
MP250/220| 10 236 96% 90% -129% 86% -223% 85% -247% 84% -269% 83% -293%
MP250/221 11 80 86% 83% -23% 2% -100% 1% -111% 70% -116% 69% -129%
MP250/222 3 25 88% 93% 40% 89% 7% 87% -9% 85% -25% 84% -32%
MP250/223 9 102 91% 86% -59% 7% -162% 76% -168% 76% -168% 76% -176%
MP250/224| 67 n.v. n.v. 73% n.v 62% n.v. 60% n.v. 59% n.v. 58% n.v.
MP250/225 1 nv. nv. 99% n.v. 99% n.v. 99% n.v. 99% n.v. 99% n.v.
MP250/226 5 nv. nv 96%  n.v. 94%  n.v. 94%  n.v. 94%  n.v. 93% n.v.
MP250/227| 35 349 90% 75% -146% 63% -271% 62% -284% 61% -288% 60% -297%
MP250/228 24 364 93% 82% -166% 4% -296% 73% -304% 72% -318% 72% -328%
MP250/229 8 467 98% 93% -296% 90% -456% 90% -477% 90% -491% 90% -491%
MP250/230 6 58 90% 93% 36% 91% 13% 90% 6% 90% 3% 89% -2%
MP250/231 9 122 93% 90% -30% 86% -91% 85% -100% 84% -114% 84% -118%
MP250/232 17 119 86% 85% -2% 77% -63% 76% -68% 76% -70% 76% -70%
MP250/233 12 221 95% 88% -119% 84% -191% 83% -211% 82% -225% 82% -225%
MP250/234 44 335 87% 67% -152% 53% -260% 51% -272% 51% -276% 50% -281%
MP250/235 80 nv. nv. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/236| 96 879 89%| n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
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C.2. Vergleich mit dem exakten Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP250/237 24 97 75% 73% -10% 62% -54% 60% -62% 58% -70% 57% -73%
MP250/238 23 214 89% 80% -86% 69% -185% 68% -193% 67% -206% 67% -210%
MP250/239 28 542 95% 83% -227% 7% -344% 76% -371% 75% -375% 75% -380%
MP250/240 53 nv. nv n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/241 10 249 96%| n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/242 39 nv. nwv n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/243 52 n.v. n.v n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/244| 48 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/245 12 nv. nwv. 94% n.v. 90% n.v. 89% n.v. 88% n.v. 87% n.v.
MP250/246 21 218 90% 78% -132% 67% -246% 66% -252% 65% -263% 64% -276%
MP250/247| 117 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/248 80 n.v. nuv n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/249 6 nv. nv. 96% n.v. 94%  n.v. 93% n.v. 93% n.v. 92% n.v.
MP250/250 31 502 94% 80% -220% 75%  -298% 72% -352% 70% -378% 69% -402%
Mittelwert |16,98 100,43 57%| 70%  -19%| 55%  -86%| 54%  -96%| 53% -102%| 53% -109%

Tabelle C.10. — MP250 gelost per GA unter ZF2, Zeitlimit = 5 Minuten, Vergleich mit
bester unterer und oberer Schranke des exakten Verfahrens nach 1 Stunde.
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Anhang C. Ergebnisse numerischer Testldufe - heuristische Losungsverfahren

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj  Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP250/1 8,5 8,5 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/2 9,6 9,6 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/3 3,79 3,79 0% 2% 2% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/4 -0,48 -0,48 0%| 117% 117% 2% 2% -2% 2% 2% -2% 2% 2%
MP250/5 8,7 8,7 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/6 7,72 1,72 0% 63% 63% 12% 12% 12% 12% 1% 1% 1% 1%
MP250/7 77 1,75 1% 65% 65% 21% 21% 21% 20% 21% 20% 21% 20%
MP250/8 12,62 39,59 68% 70% 6% 56% -37% 56% -37% 53% -47% 51% -53%
MP250/9 18,43 41,6 56% 60% 10% 46% -23% 44% -26% 44% -27% 44% -27%
MP250/10 | 21,59 21,65 0% 20% 19% 4% 4% 4% 4% 4% 4% 4% 4%
MP250/11 | 12,73 12,73 0% 36% 36% 19% 19% 19% 19% 18% 18% 18% 18%
MP250/12 | 14,19 73,14 81% 75% -29% 68% -67% 67% -71% 67% -71% 66% -75%
MP250/13 | 20,92 73,47 72% 71% -1% 58% -47% 58% -47% 58% -47% 58% -47%
MP250/14 | 12,78 12,78 0% 15% 15% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/15 14,72 14,72 0% 13% 13% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/16 | 24,31 25,16 3% 20% 17% 3% 0% 3% 0% 3% 0% 3% 0%
MP250/17 787 7,87 0% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/18 2,12 2,12 0% 17% 17% 2% 2% 1% 1% 1% 1% 1% 1%
MP250/19 6 6 0% 7% 7% 2% 2% 1% 1% 1% 1% 1% 1%
MP250/20 | 16,64 42,35 61% 66% 13% 56% -12% 53% -18% 53% -19% 52% -22%
MP250/21 7,85 44,41 82% 79% -20% 70% -72% 70% -72% 70% -72% 70% -72%
MP250/22 | 13,33 149,36 91% 85% -66% 81% -108% 81% -108% 81% -108% 81% -117%
MP250/23 9,47 9,47 0% 30% 30% 1% 1% 1% 1% 1% 1% 1% 1%
MP250/24 8,45 58,09 85% 83% -15% 79% -43% 79% -46% 78% -54% 78% -54%
MP250/25 18,3 121,63 85% 66% -127% 59% -172% 57% -185% 57% -185% 57% -185%
MP250/26 | -1,15 150,59 101%| 102% -193%| 103% -348%| 104% -429%| 105% -495%| 105% -541%
MP250/27 | -1,17 463,75 100%| 103% -1108%| 104% -1580%| 104% -1596%| 105% -1721%| 105% -1879%
MP250/28 | 14,85 47,08 68% 68% -3% 53% -49% 52% -53% 50% -59% 48% -64%
MP250/29 | 13,83 146,74 91% 80% -110% 76% -150% 75% -169% 74% -180% 71% -207%
MP250/30 | 15,54 95,34 84% 79% -32% 73% -68% 72% -71% 72% -75% 71% -78%
MP250/31 5,64 57 1% 76% 76% 64% 63% 64% 63% 64% 63% 64% 63%
MP250/32 7,07 193,51  96% 88% -229% 83% -365% 83% -375% 83% -375% 83% -375%
MP250/33 | -0,59 127,02 100%| 101% -71%| 101% -129%| 101% -147%| 101% -167%| 101% -186%
MP250/34 3,62 119,66 97% 94% -83% 94%  -105% 93% -115% 93% -128% 93% -133%
MP250/35 -0,43 -0,43 0%| 103% 103%| 146% 146%| 151% 151%| 152% 152%| 159% 159%
MP250/36 1,55 1,55 0% 69% 69% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/37 0,56 0,56 0% 70% 70% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/38 4,82 4,82 0% 40% 40% 18% 18% 18% 18% 18% 18% 17% 17%
MP250/39 | 18,74 35,52 47% 56% 17% 43% -8% 43% -8% 43% -8% 43% -8%
MP250/40 | 11,01 13,82 20% 49% 37% 34% 18% 30% 13% 30% 13% 26% 7%
MP250/41 7,57 126,33  94% 89% -76% 85% -158% 84% -164% 84% -169% 84% -175%
MP250/42 | 17,02 210,26 92% 76% -196% 67% -305% 67% -312% 67% -313% 67% -313%
MP250/43 1,21 37,06 97% 96% -34% 92% -137% 92% -153% 92% -154% 91% -172%
MP250/44 9,79 25,09 61% 62% 3% 42% -49% 38% -59% 34% -69% 34% -69%
MP250/45 724 418 83% 89% 34% 82% -3% 81% -11% 80% -17% 80% -18%
MP250/46 | -0,79 18,42 104%| 103% 34%| 104% 1%| 105% -19%| 106% -47%| 107% -74%
MP250/47 -0,8 14,04 106%| 102% 62%| 105% 16%| 105% 10%| 106% -4% | 107% -21%
MP250/48 | 12,68 35,43 64% 74% 28% 60% -11% 57% -19% 56% -23% 55% -27%
MP250/49 | 14,46 42,4 66% 65% -1% 53% -38% 51% -42% 51% -43% 51% -43%
MP250/50 785 7,85 0% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/51 751 7,51 0% 14% 14% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/52 451 4,51 0% 32% 32% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/53 4,38 20,64 79% 86% 35% 78% -4% 76% -15% 76% -15% 74% -22%
MP250/54 | 18,88 46,47 59% 61% 3% 39% -50% 39% -51% 39% -51% 39% -51%
MP250/55 2,42 2,45 1% 78% 7% 5% 4% 5% 4% 4% 3% 4% 3%
MP250/56 724 7,25 0% 8% 8% 1% 1% 1% 1% 1% 1% 1% 1%
MP250/57 5,48 7,54 2% 76% 67% 54% 37% 54% 36% 54% 36% 53% 35%
MP250/58 12,75 12,75 0% 44% 44% 13% 13% 13% 13% 13% 13% 13% 13%
MP250/59 0,01 161,54 100%| 100% -306%| 100% -676%| 100% -681%| 100% -726%| 100% -731%
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C.2. Vergleich mit dem exakten Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj  Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP250/60 5,18 51,75 90% 85% -45% 82% -80% 81% -92% 79% -107% 78% -116%
MP250/61 13,55 26,33 49% 59% 20% 51% 5% 49% 0% 47% -3% 47% -4%
MP250/62 15,78 34,49 54% 67% 28% 52% -5% 50% -8% 50% -8% 50% -8%
MP250/63 3,36 81,58 96% 94% -42% 93% -79% 92% -87% 92% -96% 92% -97%
MP250/64 2,43 72,7 9% 93% -98% 89% -220% 88% -251% 88% -251% 88% -253%
MP250/65 -0,54 77,81 101%| 101% -79%| 102% -215%| 102% -257%| 102% -258%| 103% -274%
MP250/66 7,35 105,33  93% 90% -37% 80% -187% 78% -213% 7% -233% 7% -233%
MP250/67 4,19 71,48 94% 92% -36% 84% -176% 82% -202% 82% -213% 80% -243%
MP250/68 10,66 18,38 42% 72% 52% 53% 19% 51% 15% 46% 7% 43% 2%
MP250/69 9,48 28,47 67% 81% 43% 66% -3% 63% -11% 60% -20% 60% -21%
MP250/70 | 12,45 186,93 93% 83% -160% 78% -235% 76% -254% 5% -275% 73% -308%
MP250/71 10,36 193,01 95% 85% -173% 80% -265% 79% -287% 79% -295% 79% -296%
MP250,/72 6,09 104,52 94% 88% -106% 83% -185% 83% -193% 82% -202% 82% -211%
MP250/73 3,93 123,49 97% 92% -137% 88% -268% 86% -335% 84% -394% 82% -473%
MP250/74 -0,76 -0,75 -1%| 103% 103%| 223% 221% -81% -79% -52% -50%| -36% -34%
MP250/75 9,58 37,14 74% 83% 35% 76% 8% 74% -1% 2% 7% 2% -8%
MP250/76 | 25,32 307,92 92% 7% -177% 5% -205% 2% -237% 70% -262% 70% -264%
MP250/77 | 22,38 22,38 0% 16% 16% 1% 1% 0% 0% 0% 0% 0% 0%
MP250/78 -0,95 18,44 105%| 103% 48%| 105% -1%| 106% -7%| 106% -13%| 106% -14%
MP250/79 9,62 9,62 0% 51% 51% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/80 5,33 5,34 0% 62% 62% 29% 29% 19% 19% 18% 18% 18% 18%
MP250/81 -0,18 84,91 100%| 100% -103%| 101% -349%| 101% -402%| 101% -434%| 101% -470%
MP250/82 13,22 28,67 54% 74% 43% 56% 4% 53% -3% 52% -3% 51% -7%
MP250/83 8,65 31,44 73% 81% 30% 68% -17% 64% -32% 62% -38% 61% -44%
MP250/84 12,67 12,68 0% 52% 52% 8% 8% 8% 8% 8% 8% 1% 1%
MP250/85 44,17 54,46 19% 40% 26% 24% 6% 22% 4% 22% 4% 22% 4%
MP250/86 | 25,32 30,76 18% 53% 43% 27% 12% 25% 9% 25% 9% 23% 7%
MP250/87 | 20,47 31,76 36% 58% 35% 38% 4% 38% 3% 38% 3% 38% 3%
MP250/88 2,78 3,71 25% 78% 71% 59% 45% 43% 24% 29% 5% 28% 4%
MP250/89 2,14 6,68 68% 80% 39% 63% -14% 56% -38% 56% -38% 55% -39%
MP250,/90 15,18 64,17 76% 73% -15% 65% -46% 65% -47% 64% -51% 64% -51%
MP250/91 18,7 112,02 83% 7% -39% 69% -84% 67% -101% 65% -108% 63% -120%
MP250,/92 11,42 49,87 77% 70% -29% 61% -69% 59% -81% 57% -89% 55% -96%
MP250/93 3,56 20,62 83% 92% 52% 7% -32% 76% -41% 2% -63% 69% -78%
MP250/94 8,45 8,45 0% 34% 34% 1% 1% 1% 1% 1% 1% 1% 1%
MP250/95 8,53 8,53 0% 43% 43% 19% 19% 11% 11% 11% 11% 11% 11%
MP250/96 1,21 1,22 1% 93% 93% 48% 47% 47% 47% 46% 46% 45% 45%
MP250/97 -0,76 -0,74 -3%| 104% 104%| 152% 151%| 243% 240%| 273% 268%| 311% 306%
MP250,/98 5,7 5,7 0% 7% 7% 46% 46% 42% 42% 42% 42% 35% 35%
MP250,/99 19,72 20,68 5% 48% 45% 26% 22% 23% 19% 23% 19% 22% 19%
MP250/100 13 543 76% 83% 28% 74% -10% 73% -13% 70% -26% 70% -26%
MP250/101 1,17 54,54 98% 96% -66% 95% -152% 95% -152% 94% -162% 94% -165%
MP250/102| 3,23 26,66 88% 92% 31% 85% -22% 84% -35% 83% -42% 81% -59%
MP250/103| 29,4 353,49 92% 81% -123% 78% -166% 76% -183% 76% -192% 75% -199%
MP250/104| 20,39 125,5 84% 74% -59% 60% -147% 59% -152% 59% -153% 59% -153%
MP250/105| 14,38 141,25 90% 80% -94% 70% -190% 69% -202% 69% -209% 68% -216%
MP250/106| 0,43 0,43 0% 75% 75% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/107| 3,24 3,24 0% 13% 13% 1% 1% 1% 1% 1% 1% 0% 0%
MP250,/108 1,88 1,88 0% 91% 91% 62% 62% 52% 52% 52% 52% 35% 35%
MP250/109| 9,79 9,79 0% 67% 67% 34% 34% 24% 24% 17% 17% 17% 17%
MP250/110 1,48 1,48 0% 19% 19% 1% 1% 1% 1% 1% 1% 1% 1%
MP250/111| -0,64 -0,64 0%| -64% -64%| -16% -16% -7% -7% 0% 0% 0% 0%
MP250/112| -0,51 4,48 111%| 102% 86%| 103% 77%| 103% 73%| 104% 69%| 104% 67%
MP250/113| 16,59 23,36 29% 70% 58% 48% 26% 42% 18% 40% 15% 39% 15%
MP250/114| 8,69 175  95% 90% -95% 87% -166% 85% -203% 85% -209% 84% -219%
MP250/115| 34,23 296,41 88% 5% -112% 66% -194% 65% -200% 65% -204% 64% -211%
MP250/116| 35,48 219,36 84% 74% -62% 65% -115% 64% -121% 64% -123% 64% -124%
MP250/117 | 31,87 377,83 92% 86% -71% 85% -82% 82% -108% 81% -124% 79% -144%
MP250/118| 30,35 86,88 65% 65% 0% 48% -48% 47% -51% 44% -59% 43% -62%

Fortsetzung auf nichster Seite. ..
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Anhang C. Ergebnisse numerischer Testldufe - heuristische Losungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj  Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP250/119| 12,22 165,71 93% 83% -131% 75% -234% 75% -241% 74%  -255% 73% -263%
MP250/120 0,49 108,93 100%| n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/121 3,36 92,45 96% 89% -214% 50% -1272% 48% -1324% 39% -1572% 27% -1910%
MP250/122| 27,81 34,81 20% 43% 29% 25% 6% 24% 5% 22% 3% 22% 3%
MP250/123 26 27,84 7% 44% 41% 16% 10% 13% 7% 13% 7% 13% 7%
MP250/124| 21,96 24,18 9% 39% 32% 14% 5% 10% 1% 9% 0% 9% 0%
MP250/125| 11,55 14,58 21% 56% 45% 31% 12% 26% 7% 26% 6% 26% 6%
MP250/126| 13,43 17,31 22% 56% 43% 31% 11% 28% 7% 27% 7% 24% 2%
MP250/127| 17,61 n.v. n.v. 89% n.v. 86% n.v. 84% n.v. 84% n.v. 83% n.v.
MP250/128| 19,07 24,61 23% 38% 21% 23% 1% 23% 1% 23% 1% 23% 1%
MP250/129| 16,66 16,66 0% 38% 38% 11% 11% 11% 11% 11% 11% 10% 10%
MP250/130| 19,57 19,57 0% 34% 34% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/131| 9,98 14,87 33% 71% 57% 41% 12% 37% 6% 37% 6% 37% 6%
MP250/132| 24,59 25,55 4% 41% 39% 8% 4% 4% 1% 4% 1% 4% 1%
MP250/133| 84,18 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/134| 53,18 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/135 0,5 32,37 98% 99% 40% 98% -17% 98% -31% 98% -38% 98% -39%
MP250/136| -0,12 32,53 100%| 100% 33%| 100% -33%| 101% -57%| 101% -67%| 101% -T7%
MP250/137| 10,93 1245 91% 85% -72% 81% -118% 80% -126% 78% -149% 7% -159%
MP250/138| 12,25 149,31 92% 83% -102% 77% -180% 73% -235% 72%  -244% 2% -245%
MP250/139| 9,91 64,93 85% 80% -29% 67% -113% 65% -127% 64% -135% 60% -165%
MP250/140| 8,75 28,29 69% 79% 33% 66% -11% 63% -20% 63% -21% 59% -31%
MP250/141| 45,73 n.v. n.v. 63% n.v. 52% n.v. 50% n.v. 50% n.v. 48% n.v.
MP250/142| 32,22 343,31 91% 75% -167% 70% -224% 67% -247% 65% -274% 63% -299%
MP250/143| 16,51 32,15 49% 62% 27% 48% 2% 42% -12% 40% -17% 38% -21%
MP250/144| 12,85 30,26 58% 74% 38% 62% 10% 61% 7% 59% 4% 57% 2%
MP250/145| 30,95 55,17 44% 55% 21% 37% -11% 37% -12% 36% -14% 36% -14%
MP250/146| 7,27 22,55 68% 85% 54% 72% 13% 68% 2% 65% -7% 65% -8%
MP250/147| 14,44 347,93 96% 88% -189% 85% -265% 83% -303% 82% -338% 82% -344%
MP250/148| 18,72 340,62 95% 86% -148% 80% -265% 79% -277% 78%  -299% 78% -309%
MP250/149| 0,67 59,81 99% 98% -66% 96% -246% 96% -286% 96% -293% 95% -351%
MP250/150| -0,57 -0,57 0%| 110% 110%| -36% -36% | -24% -24%|  -12% -12% -4% -4%
MP250/151| 9,19 27,09 66% 81% 43% 79% 37% 74% 22% 70% 12% 66% -1%
MP250/152| 2,33 86,49 97% 97% -22% 94%  -135% 93% -164% 92% -191% 91% -224%
MP250/153| 19,1 306,2 94% 82% -193% 75% -294% 75% -295% 74%  -322% 73% -328%
MP250/154| 22,36 265,62 92% 79% -147% 74% -207% 2% -234% 70% -250% 70% -256%
MP250/155| 24,81 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/156 | 24,92 n.v. n.v. 86% n.v. 84% n.v. 84% n.v. 83% n.v. 83% n.v.
MP250/157| 18,29 31,48 42% 69% 47% 54% 20% 45% 6% 42% 0% 36% -10%
MP250/158| 51,68 n.v. n.v. 80% n.v. 78%  n.v. 76%  n.v. 74%  n.v. 73%  n.v.
MP250/159| 9,22 318,55 97% 91% -207% 89% -285% 88% -326% 87% -337% 87% -357%
MP250/160| 10,15 196,13 95% 89% -120% 84% -201% 83% -238% 82% -256% 81% -276%
MP250/161| 3,15 2151 99% 96% -182% 94% -304% 94% -319% 93% -354% 93% -385%
MP250/162| 16,21 16,21 0% 7% 7% 0% 0% 0% 0% 0% 0% 0% 0%
MP250/163| -0,98 151,33 101%| 102% -135%| 102% -257%| 103% -293%| 103% -316%| 103% -397%
MP250/164| -1,2 130,01 101%| 102% -88%| 103% -258%| 104% -311%| 104% -371%| 105% -408%
MP250/165| 0,08 0,11 27%| 100% 99% 98% 97% 94% 92% 78% 69% 7% 69%
MP250/166| 3,98 3,98 0% 73% 73% 6% 6% 2% 2% 2% 2% 2% 2%
MP250/167| 19,39 67,93 71% 70% -4% 50% -75% 46% -90% 46% -90% 44% -96%
MP250/168| 14,32 341,89 96%| n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/169| 5,62 90,48 94% 91% -51% 83% -168% 82% -185% 81% -203% 81% -204%
MP250/170| 20,34 n.v. n.v. 86% n.v. 83% n.v. 82% n.v. 81% n.v. 80% n.v.
MP250/171| 2,57 5,96 57% 90% 7% 84% 63% 82% 58% 80% 55% 80% 54%
MP250/172 32 10,86 71% 86% 53% 74% 12% 73% 9% 71% 1% 71% 0%
MP250/173| 10,16 n.v. n.v. 94% n.v. 91% n.v. 90% n.v. 90% n.v. 90% n.v.
MP250/174| 7,58 n.v. n.v. 95% n.v. 93%  n.v. 93%  n.v. 92%  n.v. 92%  n.v.
MP250/175| 91,32 n.v. n.v. 74%  n.v. 73% n.v. 2% n.v. 71% n.v. 70% n.v.
MP250/176| 62,08 n.v. n.v. 84%  n.v. 81% n.v. 80% n.v. 80% n.v. 79%  n.v.
MP250/177| -0,54 37,08 101%| 102% -25%| 104% -159%| 104% -179%| 104% -182%| 104% -204%
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C.2. Vergleich mit dem exakten Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj  Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP250,/178 9,15 240,75 96% 91% -132% 86% -279% 85% -286% 85% -306% 84% -313%
MP250/179| 45,48 420,02 89% 75% -128% 65% -219% 64% -231% 64% -236% 63% -245%
MP250/180| 19,96 237,3 92% 83% -101% 3% -217% 2% -231% 71% -245% 70% -255%
MP250/181| 23,09 204,61 89% 79% -84% 70% -162% 69% -179% 66% -200% 65% -208%
MP250/182| 17,64 194,36 91% 81% -113% 70% -228% 69% -238% 69% -245% 68% -258%
MP250/183| 42,17 n.v. n.v. 76%  n.v. 67% n.v. 66% n.v. 65% n.v. 64% n.v.
MP250/184| 14,52 147,97 90% 83% -T7% 72% -181% 71% -199% 69% -211% 69% -218%
MP250/185| 20,73 220,93 91% 79% -125% 71% -209% 0% -222% 69% -232% 69% -232%
MP250/186| 13,11 134,96 90% 87% -39% 81% -94% 81% -100% 80% -108% 79% -115%
MP250/187| 21,28 269,65 92% 84% -98% 80% -153% 79% -169% 7% -191% 76% -199%
MP250,/188 9,62 9,62 0% 52% 52% 29% 29% 24% 24% 24% 24% 17% 17%
MP250/189| 0,25 101,06 100%| 100% -65% 99% -117% 99% -155% 99% -221% 99% -280%
MP250/190| 5,79 234,04 98% 95% -94% 93% -167% 93% -186% 92% -222% 92% -231%
MP250/191 0,49 32,08 98% 99% 35% 98% -36% 98% -63% 97% -84% 97% -107%
MP250,/192 6,35 6,35 0% 84% 84% 6% 6% 4% 4% 2% 2% 1% 1%
MP250/193| 21,53 n.v. n.v. 89% n.v. 86% n.v. 84% n.v. 83% n.v. 83% n.v.
MP250/194| 9,62 n.v. n.v. 95%  n.v. 93%  n.v. 93%  n.v. 93% n.v. 93% n.v.
MP250/195| 37,44 n.v. n.v. 81% n.v. 76%  n.v. 74% n.v. 72%  n.v. 70% n.v.
MP250/196| 59,05 436,89 86% 75% -82% 63% -174% 62% -181% 61% -186% 58% -209%
MP250/197| 30,52 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/198| 47,52 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/199| 10,52 n.v. n.v. 92% n.v. 90% n.v. 88% n.v. 87% n.v. 86% n.v.
MP250/200| 12,36 449,56 97% 90% -251% 89% -306% 86% -402% 85% -447% 83% -512%
MP250/201 9,11 9,11 0% 78% 78% 40% 40% 31% 31% 26% 26% 19% 19%
MP250/202 29 108,6 73% 71% -10% 56% -65% 55% -68% 54% -73% 52% -79%
MP250/203 | 11,29 161,82 93% 85% -112% 8% -216% 74% -273% 71% -320% 64% -414%
MP250/204| -0,65 237,4 100%| 101% -323%| 102% -676%| 103% -839%| 103% -1119%| 104% -1443%
MP250/205 9,76 281,54 97% 93% -106% 90% -182% 90% -200% 89% -221% 88% -233%
MP250/206| 31,09 250,87 88% 78% -81% 71% -131% 69% -154% 68% -162% 67% -168%
MP250/207| 53,44 470,2 89% 74%  -126% 66% -199% 65% -208% 64% -220% 63% -225%
MP250/208| 50,9 n.v. n.v. 76%  n.v. 69%  n.v. 67%  n.v. 63% n.v. 61% n.v.
MP250/209| 8,62 29,24 71% 82% 38% 67% -14% 66% -14% 66% -14% 66% -15%
MP250/210| 21,37 36,2 41% 60% 33% 46% 9% 46% 8% 46% 8% 46% 8%
MP250/211| 41,55 499,31 92% 7% -173% 69% -276% 68% -288% 66% -303% 65% -317%
MP250/212| 47,27 n.v. n.v. 5%  n.v. 70%  n.v. 67%  n.v. 66% n.v. 65% n.v.
MP250/213| 18,77 109,42 83% 76% -41% 71% -72% 68% -86% 68% -89% 66% -96%
MP250/214| 7,12 39,2 82% 87% 30% 81% 7% 75% -37% 70% -66% 64% -101%
MP250/215 255 79,91 97% 96% -35% 92% -145% 91% -180% 90% -224% 90% -226%
MP250/216 1,57 563,42 100% 98%  -462% 98% -577% 98% -679% 98% -711% 98% -789%
MP250/217| 7,73 n.v. n.v. 94%  n.v. 92%  n.v. 90% n.v. 89% n.v. 88% n.v.
MP250/218| 42,86 n.v. n.v. 79%  n.v. 71% n.v. 69% n.v. 68% n.v. 66% n.v.
MP250/219| 10,53 266,81 96% 88% -198% 86% -264% 84% -296% 83% -322% 83% -342%
MP250/220| 8,74 222,77 96% 91% -117% 89% -178% 88% -216% 87% -226% 86% -269%
MP250/221 9,45 74,93 87% 85% -16% 78% 2% 75% -95% 70% -138% 69% -147%
MP250/222 1,97 68,43 97% 95% -64% 95% -76% 94% -102% 94% -116% 93% -133%
MP250/223| 8,07 112,03 93% 87% -T7% 78% -199% 6% -227% 75% -247% 71% -296%
MP250/224| 66,54 n.v. n.v. 73%  n.v. 65%  n.v. 62%  n.v. 61% n.v. 58% n.v.
MP250/225| 0,58 354,99 100%| 100% -179%| 100% -186% 99% -238% 99% -258% 99% -297%
MP250/226 1,94 478,25 100% 99% -252% 98% -461% 97% -519% 97% -534% 97% -553%
MP250/227| 34,15 338,39 90% 76% -139% 66% -240% 63% -265% 63% -265% 62% -274%
MP250/228| 24,97 n.v. n.v. 82%  n.v. 75%  n.v. 74%  n.v. 73%  n.v. 2%  n.v.
MP250/229| 7,71 479,64 98% 93% -309% 91% -448% 91% -469% 90% -496% 90% -519%
MP250/230| 5,85 134,47 96% 94% -48% 92% -81% 91% -103% 90% -119% 90% -131%
MP250/231 7,54 128,92 94% 92% -38% 90% -72% 89% -92% 88% -101% 87% -118%
MP250/232| 16,59 233,78 93% 86% -101% 79%  -199% 8% -216% 75% -248% 75% -254%
MP250/233| 9,57 391,45 98% 90% -289% 89% -353% 88% -387% 87% -412% 87% -439%
MP250/234| 43,05 328,11 87% 67% -148% 60% -203% 57% -227% 55% -242% 55% -245%
MP250/235| 81,16 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/236| 93,06 814,47 89%/| n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.

Fortsetzung auf nichster Seite. ..
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz MIP GA 1 Sek. GA 30 Sek. GA 1 Min. GA 2 Min. GA 5 Min.
Name LB Obj  Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP250/237| 24,06 61,75 61% 2% 29% 64% 9% 63% 4% 60% -2% 59% -6%
MP250/238| 22,95 199,88 89% 80% -75% 70% -165% 68% -179% 67% -183% 66% -192%
MP250/239| 28,74 536,94 95% 83% -227% 78% -307% 7% -329% 76% -350% 5% -376%
MP250/240| 52,24 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/241| 10,57 338,03 97%| n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/242| 38,73 243,4 84%| n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/243| 54,73 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/244| 47,23 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/245| 10,02 n.v. n.v. 95% n.v. 93% n.v. 92%  n.v. 91% n.v. 90% n.v.
MP250/246| 20,29 198,63 90% 78% -112% 71% -185% 68% -211% 68% -216% 67% -227%
MP250/247|115,43 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/248| 8551 n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/249| 4,97 n.v. n.v. 96% n.v. 95% n.v. 95% n.v. 94%  n.v. 94% n.v.
MP250/250| 30,67 483,37 94% 80% -210% 7% -263% 75% -287% 74% -315% 2% -342%
Mittelwert | 16,2 112,5 60,6%| 73,3% -37,6%| 61,6% -102,0%| 59,3% -116,9%| 58,6% -129,0%| 58,0% -141,8%

Tabelle C.11. — MP250 gelost per GA unter ZF3, Zeitlimit = 5 Minuten, Vergleich mit
bester unterer und oberer Schranke des exakten Verfahrens nach 1 Stunde.
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C.2. Vergleich mit dem exakten Lésungsverfahren

Instanz MIP GA 1 Sek. GA 1 Min. GA 3 Min. GA 10 Min. GA 30 Min.
Name LB Obj Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP50/1 10 10 0,0%| 33,3% 33,3%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/2 4 4 0,0%| 50,0% 500%| 20,0% 20,0%| 20,0% 20,0%| 20,0% 20,0%| 20,0% 20,0%
MP50/3 9 9 0,0%| 52,6% 52,6%| 250% 25,0%| 250% 25,0%| 25,0% 25,0%| 25,0% 25,0%
MP50/4 2 3 33,3%| 80,0% 70,0%| 60,0% 40,0%| 50,0% 25,0%| 50,0% 25,0%| 50,0% 25,0%
MP50/5 13 19 31,6%| 73,5% 61,2%| 435% 17,4%| 40,9% 13,6%| 40,9% 13,6%| 40,9% 13,6%
MP50/6 24 24 0,0%| 53,8% 538%| 172% 172%| 172% 172%| 172% 17.2%| 17,2% 17.2%
MP50/7 22 23 43%| 214% 17,9%| 8,3% 42%| 8,3% 42%| 4,3% 0.0%| 4,3% 0,0%
MP50/8 5 5 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/9 44 69 36,2%| 532% 26,6%| 33.3% -45%| 323% -6,2%| 312% -7.8%| 312% -7.8%
MP50/10 27 44 38,6%| 64,0% 41,3%| 43,7% 8,3%| 41,3% 4,3%| 41,3% 4,3%| 41,3% 4,3%
MP50/11 5 6 16,7%| 82,1% 78,6%| 58,3% 50,0%| 54,5% 455%| 54,5% 455%| 44,4% 33,3%
MP50/12 12 13 7,7%| 657% 62,9%| 250% 18,7%| 25,0% 18,7%| 14,3% 7.1%| 14,3% 7,1%
MP50/13 11 11 0,0%| 45,0% 450%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/14 19 30 36,7%| 56,8% 31,8%| 38,7% 3.2%| 36,7% 0,0%| 36,7% 0,0%| 36,7% 0,0%
MP50/15 8 32 750%| 852% 40,7%| 71,4% -14,3%| 69,2% -23,1%| 69.2% -23,1%| 69,2% -23,1%
MP50/16 7 12 41,7%| 66,7% 42,9%| 36,4% -9,1%| 30,0% -20,0%| 30,0% -20,0%| 30,0% -20,0%
MP50/17 17 20 15,0%| 46,9% 37,5%| 19,0% 4,8%| 19,0% 4,8%| 19,0% 4,8%| 19,0% 4,8%
MP50/18 19 20 5,0%| 61,2% 59,2%| 38,7% 355%| 29,6% 259%| 20,8% 16,7%| 20,8% 16,7%
MP50/19 16 31 48,4%| 75,0% 51,6%| 54,3% 11,4%| 50,0% 3,1%| 48,4% 0,0%| 48,4% 0,0%
MP50/20 31 39 20,5%| 58,7% 48,0%| 39,2% 23,5%| 36,7% 20,4%| 36,7% 20,4%| 34,0% 17,0%
MP50/21 6 6 0,0%| 76,0% 76,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/22 10 10 0,0%| 50,0% 50,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/23 0 0 0,0%|100,0% 100,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/24 12 54 77,8%| 82,9% 22,9%| 70,0% -35,0%| 70,0% -350%| 69,2% -385%| 69,2% -38,5%
MP50/25 15 58 74,1%| 79,7% 21,6%| 70,0% -16,0%| 68,7% -20,8%| 68,7% -20,8%| 68,1% -23,4%
MP50/26 22 37 40,5%| 62,1% 36,2%| 46,3% 9,8%| 43,6% 51%| 38,9% -2,8%]| 353% -8,8%
MP50/27 30 43 30,2%| 53,1% 32,8%| 33,3% 4,4%| 33,3% 4,4%| 30,2% 0,0%| 30,2% 0,0%
MP50/28 21 21 0,0%| 580% 580%| 19.2% 19.2%| 19.2% 19.2%| 19.2% 19.2%| 19,2% 19.2%
MP50/29 21 25 16,0%| 54,3% 457%| 27,6% 13,8%| 25,0% 10,7%| 25,0% 10,7%| 25,0% 10,7%
MP50/30 27 112 75,9%| 79.4% 145%| 69,3% -27,3%| 69,3% -27,3%| 69,3% -27,3%| 69,3% -27,3%
MP50/31 26 116 77,6%| 79,5% 8,7%| 70,5% -31,8%| 69,8% -349%| 69,0% -38,1%| 69,0% -38,1%
MP50/32 13 52 75,0%| 85,1% 40,2%| 78,0% 11,9%| 76,8% 7.1%| 75,9% 3.7%| 75,5% 1,9%
MP50/33 35 94 62,8%| 72,0% 24,8%| 59,8% -8,0%| 58,8% -10,6%| 57,8% -13,3%| 57,3% -14,6%
MP50/34 45 109 58,7%| 67,9% 22,1%| 60,9% 52%| 60,2% 3,5%| 59,5% 1,8%| 59,5% 1,8%
MP50/35 10 10 0,0%| 33,3% 33,3%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/36 1 1 0,0%| 66,7% 66,7%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/37 21 56 62,5%| 74,4% 31,7%| 65,6% 8.2%| 63,8% 3.4%| 62,5% 0,0%| 62,5% 0,0%
MP50/38 26 57 54,4%| 74,0% 43,0%| 56,7% 5,0%| 54,4% 0,0%| 53,6% -1,8%| 52,7% -3,6%
MP50/39 20 405 95,1%| 86,7% -170,0%| 82,9% -246,2%| 82,1% -261,6%| 81,1% -282,1%| 80,6% -293,2%
MP50/40 21 22 45%| 30,0% 26,7%| 12,5% 8,3%| 12,5% 8,3%| 12,5% 8,3%| 12,5% 8,3%
MP50/41 7 15 53,3%| 83,7% 651%| 58,8% 11,8%| 56,2% 6.2%| 53,3% 0,0%| 46,2% -15,4%
MP50/42 17 32 46,9%| 68,5% 40,7%| 50,0% 59%| 452% -3,2%| 433% -6,7%| 41,4% -10,3%
MP50/43 19 80 76,2%| 86,4% 42,9%| 78,9% 11,1%| 77,4% 4.8%| 75,6% -2,6%| 74,0% -9,6%
MP50/44 10 10 0,0%| 77,3% 77,3%| 56,5% 56,5%| 52,4% 52,4%| 50,0% 50,0%| 47,4% 47,4%
MP50/45 10 48 79,2%| 85,7% 31,4%| 79.2% 0,0%| 783% -4,3%| 77,3% -91%| 76,2% -14,3%
MP50/46 12 41 70,7%| 81,5% 36,9%| 72,7% 6,8%| 71,4% 2,4%| 71,4% 2,4%| 70,0% -2,5%
MP50/47 5 5 0,0%| 73,7% 73,7%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/48 13 13 0,0%| 53,6% 53,6%| 7,1% 7.1%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/49 26 82 68,3%| 783% 31,7%| 63,9% -139%| 612% -22,4%| 60,0% -262%| 60,0% -26,2%
MP50/50 21 132 84,1%| 90,9% 42,6%| 84,3% 1,5%| 82,5% -10,0%| 81,2% -17,9%| 80,9% -20,0%
Mittelwert| 16,54 43,4 33,9%| 654% 39,7%| 40,1%  12%]| 384% -25%| 37.3% -4.8%]| 36.6% -6,5%

Tabelle C.12. — MP50 gelost per GA unter ZF2, Zeitlimit = 30 Minuten, Vergleich mit
bester unterer und oberer Schranke des exakten Verfahrens nach 1 oder 12 Stunden.
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

Instanz MIP GA 1 Sek. GA 1 Min. GA 3 Min. GA 10 Min. GA 30 Min.
Name LB Obj  Gap|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj|Gap LB Gap Obj
MP50/1 | 9,28 9,28 0,0%| 359% 359%| 2,5% 25%| 2,5% 2,5%| 2,5% 25%| 2,5% 2,5%
MP50/2 | 353 3,53 0,0%| 59,7% 59,7%| 20,3% 20,3%| 19,0% 19,0%| 18,5% 18,5%| 18,5% 18,5%
MP50/3 | 8,69 8,69 0,0%| 53,7% 53,7%| 31,8% 31,8%| 30,9% 30,9%| 30,5% 30,5%| 30,5% 30,5%
MP50/4 | 2,52 254 0,8%| 76,6% 76,4%| 46,8% 46,4%| 452% 44,8%| 44,7% 44,3%| 44,6% 44,2%
MP50/5 |10,45 22,23 53,0%| 78,3% 53,9%| 53,3% 0.7%| 51,1% -4,0%| 48,9% -8,7%| 48,9% -8,8%
MP50/6 (22,45 24,46 82%| 57,0% 53,2%| 20,6% 13,5%| 20,6% 13,4%| 20,6% 13,4%| 20,6% 13,4%
MP50/7 |22,04 22,09 0.2%| 22,3% 22,1%| 4.8% 45%| 0,5% 0.3%| 0,5% 0.3%| 0,5% 0,3%
MP50/8 | 421 421 0,0%| 5,4% 54%| 0,2% 0.2%| 0,0% 0,0%| 0,0% 0,0%| 0,0% 0,0%
MP50/9 |43,46 70,48 38,3%| 53,6% 24,7%| 356% -44%| 33,7% -7,6%| 31,6% -10,9%| 31,6% -10,9%
MP50/10 26,07 50,35 48,2%| 65,1% 32,6%| 50,5% 4,4%| 453% -5,6%| 442% -7,9%| 43,0% -10,2%
MP50/11| 4,69 5,72 18,0%| 83,0% 79,2%| 66,0% 585%| 56,8% 47,3%| 56,5% 47,0%| 52,4% 41,9%
MP50/12 11,82 13,62 13,2%| 65,8% 60,6%| 24,5% 13,0%| 242% 12,7%| 24,2% 12,7%| 242% 12,7%
MP50/13 /10,47 10,47 0,0%| 47,5% 47,5%| 0,9% 09%| 0,3% 0,3%| 0,2% 0,2%| 0,2% 0,2%
MP50/14 16,72 27,77 39,8%| 61,9% 36,7%| 51,8% 20,0%| 47,3% 12,4%| 45,6% 9,6%| 45,6% 9,6%
MP50/15| 7,33 24,06 69,5%| 86,4% 55,3%| 80,0% 34,4%| 759% 21,0%| 741% 150%| 72,3% 9,0%
MP50/16| 6,37 9,35 31,9%| 69,6% 55,4%| 50,4% 27,2%| 454% 19,8%| 452% 19,6%| 40,3% 12,4%
MP50/17 |15,59 17,48 10,8%| 55,4% 50,0%| 253% 16,2%| 21,5% 11,9%| 21,5% 11,9%| 215% 11,9%
MP50/18 16,88 20,86 19,1%| 66,7% 58,9%| 50,0% 38,3%| 46,9% 34,4%| 29,1% 12,4%| 26,1% 8,6%
MP50/19 |14,53 29,08 50,0%| 77,0% 53,9%| 68,0% 36,0%| 59,9% 19,8%| 55,0% 9,9%| 53,6% 7.2%
MP50/20 (28,17 45,92 38,7%| 62,0% 38,1%| 50,8% 19,7%| 46,3% 12,4%| 46,1% 12,1%| 45,0% 10,4%
MP50/21| 5,03 5,04 02%| 79,6% 795%| 31,5% 31,3%| 20,4% 20,3%| 20,0% 19,9%| 20,0% 19,9%
MP50/22| 8,82 8,82 0,0%| 54,1% 54,1%| 1,6% 1,6%| 0,5% 0,5%| 0,2% 0,2%| 0,0% 0,0%
MP50/23|-0,95 -0,95 0,0%|107,5% 107,5%|-82,7% -82,7%| -66,7% -66,7%|-35,7% -35,7%| -18,8% -18,8%
MP50/24 110,08 48,98 79,4%| 85,4% 29,2%| 77,8% -7,7%| 76,3% -15,1%| 745% -24,1%| 73,8% -27,4%
MP50/25 (11,95 52,41 77,2%| 83,7% 28,7%| 79.2% 8,7%| 77,7% 2,0%| 77,6% 1,9%| 77,6% 1,9%
MP50/26 |19,19 43,45 55,8%| 66,8% 24,8%| 56,2% 0.8%| 54,0% -4,2%| 50,4% -12,3%| 47,7% -18,5%
MP50/27 129,65 45,38 34,7%| 53,6% 28,9%| 37,8% 4,8%| 36,5% 2,8%| 334% -2,0%| 333% -2,1%
MP50/28 118,18 21,93 17,1%| 64,5% 57,1%| 33,3% 19,6%| 30,1% 15,7%| 30,0% 15,6%| 30,0% 15,6%
MP50/29 118,79 23,89 21,3%| 58,4% 47,1%| 34,9% 172%| 32,7% 14,4%| 24,7% 4,3%| 21,8% 0,5%
MP50/30 (25,15 92,45 72,8%| 80,7% 29,1%| 73.2% 1,4%| 71,4% -52%| 70,7% -7,9%| 70,6% -8,0%
MP50/31 | 26,43 144,27 81,7%| 79,1% -13,8%| 71,8% -54,0%| 70,5% -61,0%| 70,1% -63,0%| 69,8% -64,8%
MP50/32| 6,3 73,78 91,5%| 92,7% 15,1%| 89,6% -21,4%| 89,3% -25,7%| 88,7% -32,3%| 88,3% -37,2%
MP50/33 (25,03 91,43 72,6%| 79,9% 26,7%| 73,6% 35%| 723% -1,1%| 70,8% -6,7%| 69,7% -10,6%
MP50/34 45,89 117,43 60,9%| 67,1% 159%| 58,9% -53%| 58,1% -7.2%| 57,4% -9,0%| 56,9% -10,3%
MP50/35| 9,67 9,67 0,0%| 350% 350%| 10,1% 10,1%| 9,7% 9,7%| 9,0% 9,0%| 9,0% 9,0%
MP50/36| 0,8 0,8 0,0%| 725% 72,5%| 2,4% 2,4%| 1,2% 12%| 0,0% 0,0%| 0,0% 0,0%
MP50/37| 16,2 67,21 75,9%| 80,1% 17,6%| 75,0% -3,8%| 741% -7,3%| 72,9% -125%| 715% -18,4%
MP50/38 25,69 53,3 51,8%| 74,2% 46,5%| 66,5% 30,5%| 63,2% 23,6%| 59,8% 16,7%| 55,5% 7,6%
MP50/39 |21,03 396,25 94,7% | 86,0% -164,6%| 83,7% -207,5%| 82,6% -228,0%| 81,4% -251,1%| 80,5% -267,4%
MP50/40 (20,74 21,7 4,4%| 30,7% 27,5%| 16,7% 12,8%| 13,4% 9,4%| 13,4% 9,4%| 13,4% 9,4%
MP50/41| 5,75 18,57 69,0%| 86,6% 56,8%| 72,4% 11,0%| 66,0% -9.9%| 63,7% -17,2%| 61,1% -25,5%
MP50/42 16,14 24,3 33,6%| 69,9% 54,8%| 58,0% 36,8%| 50,6% 25,6%| 47,0% 20,2%| 432% 14,4%
MP50/43 /19,69 94,15 79,1%| 85,9% 32,7%| 80,2% 53%| 77,7% -6,5%| 76,4% -12,9%| 76,1% -14,3%
MP50/44| 9,3 9,3 0,0%| 78,7% 78,7%| 60,8% 60,8%| 44,3% 44,3%| 40,5% 40,5%| 36,3% 36,3%
MP50/45 /10,94 36,51 70,0%| 84,4% 47,8%| 80,0% 33,1%| 78,0% 26,6%| 76,6% 21,9%| 755% 18,4%
MP50/46 10,72 36,31 70,5%| 83,5% 44,0%| 78,5% 27,1%| 76,0% 18,8%| 75,0% 15,3%| 73,7% 10,8%
MP50/47 | 4,4 4,4 0,0%| 76,5% 76,5%| 33,0% 33,0%| 20,3% 20,3%| 1,8% 1,8%| 1,1% 1,1%
MP50/48 12,18 12,18 0,0%| 54,4% 54,4%| 9.5% 9,5%| 2,4% 2,4%| 1,6% 1,6%| 0,7% 0,7%
MP50/49 118,01 89,22 79,8%| 84,8% 24,8%| 78,1% -8,3%| 76,0% -19,0%| 74,3% -27,1%| 74,0% -29,0%
MP50/50| 8,7 178,53 95,1%| 96,2% 21,5%| 94.8% -6,9%| 93,9% -255%| 93,1% -41,3%| 92,5% -54,6%
Mittelwert) 14,9 44,9 36,6%| 68,3% 40,2%| 454%  7.0%| 425%  08%| 41,2% -2,9%| 40,5% -51%

Tabelle C.13. — MP50 gelost per GA unter ZF3, Zeitlimit = 30 Minuten, Vergleich mit
bester unterer und oberer Schranke des exakten Verfahrens nach 1 oder 12 Stunden.
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C.3. Vergleich mit anderen Lésungsheuristiken

C.3. Vergleich mit anderen Losungsheuristiken

Instanz | GA (1 Sek) GA (30 Sek) GA (5 Min) RS (5 Min) PREPF pRMTS pRpMWE
EP150/1 53 53 53 53 53 53 53
EP150/2 66 66 66 66 66 73 73
EP150/3 51 51 51 51 51 51 51
EP150/4 45 45 45 45 46 45 45
EP150/5 41 41 41 41 41 41 42
EP150/6 38 38 38 38 38 43 43
EP150/7 58 58 58 58 58 60 58
EP150/8 35 35 35 35 35 36 38
EP150/9 34 34 34 34 37 37 35
EP150/10 50 50 50 50 50 53 53
EP150/11 52 52 52 52 52 54 54
EP150/12 40 40 40 40 40 45 45
EP150/13 37 37 37 37 37 37 37
EP150/14 51 51 51 51 51 51 51
EP150/15 55 55 55 55 55 55 59
EP150/16 52 52 52 52 52 52 52
EP150/17 55 55 55 55 55 57 57
EP150/18 50 50 50 50 50 52 50
EP150/19 48 48 48 50 54 55 58
EP150/20 86 85 85 90 92 98 95
EP150/21 40 39 39 40 43 46 46
EP150/22 51 50 50 52 61 66 57
EP150/23 42 42 42 42 42 42 42
EP150/24 47 47 47 48 53 56 54
EP150/25 45 45 44 45 53 48 52
EP150/26 45 45 45 45 46 52 53
EP150/27 35 35 35 35 36 41 41
EP150/28 37 37 37 37 37 37 37
EP150/29 35 35 35 35 42 40 44
EP150/30 36 36 36 36 36 38 37
EP150/31 49 49 49 49 51 53 51
EP150/32 49 49 49 49 49 50 49
EP150/33 73 70 69 73 81 79 84
EP150/34 35 35 35 35 36 38 41
EP150/35 48 48 48 48 48 49 49
EP150/36 50 50 50 50 50 50 50
EP150/37 46 45 45 47 50 62 54
EP150/38 41 40 40 43 44 45 47
EP150/39 44 44 44 45 45 50 54
EP150/40 46 46 46 46 46 46 46
EP150/41 46 46 46 46 46 46 46
EP150/42 48 48 48 49 50 51 52
EP150/43 34 32 32 35 34 40 39
EP150/44 38 37 37 40 43 45 47
EP150/45 43 40 40 43 46 46 54
EP150/46 72 65 64 72 80 80 83
EP150/47 47 47 47 48 47 48 50
EP150/48 44 43 43 46 46 54 53
EP150/49 76 71 70 79 85 86 85
EP150/50 40 40 40 40 40 40 40
EP150/51 65 65 65 65 69 67 77
EP150/52 75 75 75 75 75 79 75
EP150/53 59 59 59 59 59 61 60
EP150/54 78 67 66 76 78 82 81
EP150/55 83 75 74 81 85 93 84
EP150/56 54 54 54 54 54 54 54
EP150/57 86 76 75 81 89 93 94

Fortsetzung auf nachster Seite. . .
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz | GA (1 Sek) GA (30 Sek) GA (5 Min) RS (5 Min) PREPF ppMTS pRpMWER

EP150/58 51 51 51 51 51 51 51
EP150/59 55 55 55 55 55 55 59
EP150/60 57 57 57 57 57 57 57
EP150/61 53 49 49 53 55 60 60
EP150/62 75 75 75 75 75 76 82
EP150/63 66 66 66 66 66 66 66
EP150/64 80 80 80 80 80 80 80
EP150/65 54 53 53 53 53 57 64
EP150/66 58 58 58 58 58 58 58
EP150/67 63 63 63 63 63 63 63
EP150/68 51 51 51 51 51 52 51
EP150/69 44 44 44 44 44 44 44
EP150/70 69 67 67 69 69 71 75
EP150/71 90 75 75 89 92 96 99
EP150/72 50 50 50 50 50 59 51
EP150/73 61 56 56 60 63 67 68
EP150/74 56 56 56 56 56 56 56
EP150/75 76 71 71 75 80 7 80
EP150/76 54 54 54 54 54 56 56
EP150/77 66 66 66 66 66 66 66
EP150/78 71 63 63 70 65 73 68
EP150/79 50 50 50 50 50 55 55
EP150/80 76 63 62 72 79 80 76
EP150/81 54 52 52 55 55 62 61
EP150/82 51 49 49 51 50 63 52
EP150/83 39 38 38 41 39 45 45
EP150/84 119 108 104 118 125 126 126
EP150/85 76 66 66 73 88 88 89
EP150/86 85 72 70 82 87 94 88
EP150/87 67 60 58 67 69 70 72
EP150/88 51 44 43 49 50 60 58
EP150/89 52 51 51 54 51 54 57
EP150/90 81 74 74 80 84 88 90
EP150/91 57 56 56 59 57 65 64
EP150/92 37 37 37 38 37 41 41
EP150/93 67 61 60 69 71 70 73
EP150/94 46 46 46 46 46 48 46
EP150/95 120 110 105 118 124 126 126
EP150/96 60 55 54 60 61 61 69
EP150/97 45 45 45 45 45 48 45
EP150/98 57 53 52 56 59 60 60
EP150/99 55 50 48 56 63 65 66
EP150/100 48 48 48 48 48 48 52
EP150/101 81 81 81 81 81 81 85
EP150/102 79 79 79 80 79 91 85
EP150,/103 82 71 69 80 80 86 84
EP150/104 128 109 103 118 122 124 124
EP150/105 72 72 72 72 76 73 79
EP150/106 72 72 72 72 72 72 72
EP150/107 81 70 69 81 79 85 86
EP150/108 93 93 93 93 93 97 97
EP150/109 78 76 76 76 87 82 82
EP150/110 66 65 65 66 65 69 75
EP150/111 66 64 64 67 64 65 67
EP150/112 78 72 72 76 73 82 78
EP150/113 79 75 75 79 76 81 7
EP150/114 91 81 79 90 86 98 97
EP150/115 66 66 66 66 66 66 66
EP150/116 119 103 97 112 120 117 123
EP150/117 110 94 91 107 105 108 109

Fortsetzung auf nichster Seite. . .
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C.3. Vergleich mit anderen Lésungsheuristiken

... fortgesetzte Tabelle von vorheriger Seite

Instanz | GA (1 Sek) GA (30 Sek) GA (5 Min) RS (5 Min) PREPF pRMTS ppMWER
EP150/118 157 142 136 152 159 172 160
EP150/119 116 105 100 114 124 115 121
EP150/120 66 66 66 66 66 66 66
EP150/121 136 129 122 135 139 141 145
EP150/122 120 105 98 116 119 120 118
EP150/123 77 77 77 77 77 77 77
EP150/124 115 106 105 116 109 117 117
EP150/125 75 65 63 72 70 77 82
EP150/126 64 64 64 64 64 70 64
EP150/127 64 64 64 64 64 64 65
EP150/128 172 158 151 170 175 175 180
EP150/129 73 65 63 71 71 81 79
EP150/130 72 66 64 73 67 75 69
EP150/131 64 61 61 64 64 66 67
EP150/132 81 81 81 81 81 81 81
EP150/133 56 56 56 56 56 56 56
EP150/134 73 73 73 73 73 73 73
EP150/135 52 52 52 52 52 53 61
EP150/136 69 62 59 69 67 71 74
EP150/137 64 64 64 64 64 64 64
EP150/138 85 76 74 83 86 89 84
EP150/139 101 89 87 100 99 107 104
EP150/140 76 71 71 75 75 81 80
EP150/141 71 64 63 72 69 77 74
EP150/142 151 138 128 147 150 157 150
EP150/143 56 56 56 56 56 56 56
EP150,/144 130 123 117 132 139 142 140
EP150/145 60 60 60 60 60 61 61
EP150/146 168 158 151 167 177 181 170
EP150/147 66 59 58 67 60 72 71
EP150/148 95 87 84 96 95 98 99
EP150/149 63 63 63 63 63 65 63
EP150/150 78 71 70 77 78 80 80
Mittelwert | 66,5 63,3 62,5 66,2 67,5 70,1 70,1

Tabelle C.14. — EP150 gelost unter ZF1 mit GA und weiteren Heuristiken aus der
Literatur, Zielfunktionswert der besten Losung. RS = Random Sampling (vgl. Kolisch
w.a. (2003)), PRYPF = Longest path following Priorititsregel, PRMTS = Most total
successors Priorititsregel, PRMWE = Most work content remaining Prioritétsregel (fiir

alle Prioritatsregeln vgl. Fiindeling und Trautmann (2010)).
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

Instanz |GA (1 Sek) GA (30 Sek) GA (5 Min) RS (5 Min) PRLPF pRMTS pRpMWER
MP50/1 11 10 10 16 17 35 22
MP50/2 6 5 5 8 18 35 30
MP50/3 16 12 11 18 25 24 26
MP50/4 8 4 4 9 22 21 26
MP50/5 38 21 20 38 65 57 92
MP50/6 42 28 28 44 74 68 89
MP50,/7 27 23 23 28 40 46 47
MP50/8 5 5 5 5 6 23 9
MP50/9 83 64 61 84 121 118 120
MP50,/10 65 47 46 69 109 115 115
MP50/11 23 12 11 26 34 56 54
MP50,/12 29 14 14 29 44 88 53
MP50/13 16 11 11 16 25 34 27
MP50/14 40 31 30 40 104 110 123
MP50/15 53 28 26 46 80 90 113
MP50/16 19 11 10 20 29 54 60
MP50/17 26 21 21 31 51 58 57
MP50,/18 46 29 23 45 64 04 114
MP50/19 52 34 31 47 95 123 154
MP50/20 72 48 47 74 105 153 170
MP50,/21 22 6 6 18 32 66 49
MP50/22 10 10 10 13 36 53 48
MP50/23 12 0 0 nv n.v. 48  n.v.

MP50/24 60 41 37 63 153 129 148
MP50/25 83 49 47 80 141 161 147
MP50,/26 63 40 35 61 130 102 138
MP50/27 57 45 44 59 118 113 136
MP50,/28 45 27 25 44 93 110 117
MP50,/29 45 28 28 46 93 118 104
MP50/30 117 87 85 121 215 229 217
MP50/31 123 88 84 110 199 241 212
MP50/32 94 56 52 88 189 200 207
MP50/33 124 85 82 121 219 202 225
MP50/34 142 108 103 135 271 198 280
MP50/35 11 10 10 12 15 15 26
MP50/36 2 1 1 3 12 20 14
MP50/37 76 61 55 78 280 279 286
MP50/38 94 60 52 80 245 273 243
MP50/39 164 117 105 177 375 472 451
MP50/40 30 24 24 30 58 69 69
MP50/41 38 15 13 37 117 115 116
MP50/42 48 32 29 55 124 128 135
MP50/43 113 83 70 99 267 314 256
MP50/44 44 16 13 40 54 108 99
MP50/45 65 45 43 74 115 139 155
MP50/46 64 46 42 69 105 122 161
MP50/47 20 5 5 14 25 33 42
MP50/48 25 14 13 23 28 45 54
MP50/49 122 74 67 122 247 261 297
MP50/50 214 133 109 203 315 448 438
Mittelwert | 56,1 373 34,5 56,5 1102 1243 130,0

Tabelle C.15. — MP50 gelost unter ZF2 mit GA und weiteren Heuristiken aus der
Literatur, Zielfunktionswert der besten Losung. RS = Random Sampling (vgl. Kolisch
u.a. (2003)), PRYPF = Longest path following Priorititsregel, PRMTS = Most total
successors Priorititsregel, PRMWE = Most work content remaining Prioritéitsregel (fiir
alle Prioritatsregeln vgl. Fiindeling und Trautmann (2010)).
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C.3. Vergleich mit anderen Lésungsheuristiken

Instanz | GA (1 Sek) GA (30 Sek) GA (5 Min) RS (5 Min) PRLPF pRrMTS pRpMWE
MP250/1 9 9 9 9 11 21 18
MP250,2 10 10 10 10 11 11 12
MP250/3 4 4 4 4 12 12 18
MP250/4 2 0 0 0 5 20 18
MP250/5 9 9 9 9 15 16 18
MP250/6 21 8 8 21 28 30 30
MP250/7 21 10 9 21 27 38 27
MP250/8 38 28 27 42 74 77 84
MP250/9 44 31 30 38 79 80 73
MP250/10 25 23 23 24 60 81  n.v.

MP250/11 18 16 16 20 63 67 52
MP250/12 55 42 42 53 97 106 106
MP250/13 68 49 48 69 115 126 130
MP250/14 15 13 13 17 14 25 16
MP250/15 15 15 15 17 15 22 18
MP250/16 27 26 26 28 50 56 58
MP250/17 8 8 8 8 8 20 17
MP250/18 3 3 3 3 39 22 56
MP250/19 7 7 7 7 56 53 65
MP250,/20 49 37 32 47 98 91 107
MP250,/21 37 26 26 35 84 65 85
MP250,/22 90 71 64 93 183 186 175
MP250,/23 13 10 10 13 25 32 22
MP250/24 51 37 37 55 132 105 146
MP250/25 54 42 42 61 132 95 130
MP250/26 52 30 22 52 174 182 166
MP250/27 39 24 23 46 143 156 190
MP250/28 46 32 31 48 123 115 122
MP250/29 70 53 47 77 101 106 91
MP250/30 71 56 53 74 99 104 95
MP250/31 22 8 8 19 32 43 42
MP250,/32 57 42 40 60 129 124 132
MP250/33 75 49 45 73 124 166 151
MP250/34 66 52 49 66 130 133 134
MP250/35 14 0 0 12 33 42 37
MP250/36 2 2 2 2 15 19 24
MP250/37 1 1 1 4 13 17 23
MP250/38 8 5 5 7 9 17 26
MP250/39 43 32 32 41 91 134 116
MP250,/40 22 16 15 21 45 53 50
MP250/41 72 49 44 72 152 195 175
MP250/42 68 51 50 79 156 195 180
MP250/43 25 14 11 22 47 65 80
MP250/44 26 16 16 30 53 58 57
MP250/45 61 36 36 62 115 94 132
MP250,/46 28 15 9 24 91 65 83
MP250/47 32 16 14 33 61 109 94
MP250/48 49 30 28 43 95 68 105
MP250/49 42 30 29 46 98 83 85
MP250/50 8 8 8 8 8 nuv. n.v.

MP250/51 9 8 8 10 10 19 24
MP250/52 7 5 5 6 5 16 13
MP250/53 31 19 17 34 47 51 51
MP250/54 44 32 31 51 68 75 77
MP250/55 11 3 3 8 41 41 53
MP250/56 8 8 8 9 37 50 49
MP250/57 23 12 11 22 36 39 42
MP250/58 21 15 15 22 35 42 41
MP250/59 38 21 18 35 84 78 82
MP250/60 36 26 24 37 84 116 100

Fortsetzung auf nichster Seite. ..
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz | GA (1 Sek) GA (30 Sek) GA (5 Min) RS (5 Min) PREPF ppMTS pRpMWER

MP250/61 33 26 25 33 60 74 72
MP250/62 45 31 31 41 102 92 103
MP250/63 58 45 41 56 102 110 127
MP250/64 37 22 20 35 81 79 87
MP250/65 43 24 21 37 90 87 84
MP250/66 7 36 34 71 160 136 147
MP250/67 52 23 18 49 76 132 117
MP250/68 38 21 19 36 79 7 72
MP250/69 50 25 22 44 104 89 88
MP250/70 72 47 43 69 160 167 159
MP250/71 71 49 46 66 152 158 156
MP250/72 51 36 34 47 75 94 114
MP250/73 53 27 19 39 82 94 76
MP250/74 26 0 0 23 nwv 83 n.v.

MP250/75 58 36 35 53 66 82 109
MP250/76 112 90 84 115 217 239 202
MP250/77 27 23 23 28 29 66 55
MP250/78 37 16 16 40 n.v. n.v. n.v.

MP250/79 20 10 10 n.v. n.v. n.v. n.v.

MP250/80 14 6 6 11 22 48 69
MP250/81 40 18 15 36 57 83 82
MP250/82 45 29 27 46 80 84 100
MP250/83 45 23 17 46 87 89 78
MP250/84 26 14 13 29 39 45 58
MP250/85 74 56 56 69 129 151 142
MP250/86 52 34 32 52 99 93 107
MP250/87 42 33 32 45 105 106 112
MP250/88 13 5 5 13 35 44 42
MP250/89 11 6 6 10 42 38 40
MP250/90 56 43 43 57 120 132 163
MP250/91 81 57 51 79 n.v. 227 n.v.

MP250/92 46 28 26 43 85 101 82
MP250/93 37 15 15 38 66 84 71
MP250/94 13 9 9 10 34 43 44
MP250/95 14 9 9 17 42 38 33
MP250/96 15 3 2 17 41 41 37
MP250/97 20 1 1 18 24 43 65
MP250/98 22 10 9 24 49 60 59
MP250/99 38 26 26 36 62 68 91
MP250/100 75 47 43 n.v. n.v. n.v. 196
MP250/101 33 21 21 32 97 74 80
MP250/102 39 20 16 34 94 75 77
MP250/103 160 135 128 157 263 285 280
MP250/104 78 49 49 72 99 135 127
MP250/105 73 47 45 71 97 124 142
MP250/106 1 1 1 1 17 29 13
MP250/107 4 4 4 4 14 37 14
MP250/108 22 4 3 19 55 86 83
MP250/109 30 13 10 33 89 117 82
MP250/110 2 2 2 2 33 120 15
MP250/111 0 0 0 0 21 43 9
MP250/112 32 17 14 29 72 104 66
MP250/113 56 29 28 49 84 90 114
MP250/114 90 60 54 93 190 191 204
MP250/115 138 101 96 138 267 285 284
MP250/116 136 100 97 143 234 250 250
MP250/117 222 174 134 n.v. n.v. n.v. n.v.

MP250/118 83 56 53 78 159 151 171
MP250/119 71 48 44 69 169 156 152
MP250/120 n.v. n.v. n.v. n.v. n.v. n.v. n.v.

Fortsetzung auf nichster Seite. . .
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C.3. Vergleich mit anderen Lésungsheuristiken

... fortgesetzte Tabelle von vorheriger Seite

Instanz | GA (1 Sek) GA (30 Sek) GA (5 Min) RS (5 Min) PREPF pRMTS ppMWER

MP250/121 30 6 5 24 7 95 85
MP250/122 49 33 33 47 71 79 76
MP250/123 46 30 29 48 76 97 79
MP250/124 32 26 26 33 82 64 77
MP250/125 27 15 15 24 61 96 78
MP250/126 31 19 19 30 80 92 99
MP250/127 158 113 100 171 433 452 446
MP250/128 31 24 24 33 57 51 60
MP250/129 27 18 18 27 34 37 52
MP250/130 28 20 20 25 28 27 50
MP250/131 35 16 15 31 74 70 92
MP250/132 40 26 26 43 80 83 108
MP250/133 n.v. n.v. n.v. n.v. n.v. n.v. n.v.

MP250/134 n.v. n.v. n.v. n.v. n.v. n.v. n.v.

MP250/135 54 23 22 42 76 94 159
MP250/136 49 19 17 42 103 85 109
MP250/137 72 49 42 67 226 215 200
MP250/138 75 45 39 67 193 226 181
MP250/139 51 30 25 46 94 104 93
MP250/140 43 23 22 42 91 74 88
MP250/141 123 90 86 118 212 202 263
MP250/142 129 91 81 127 192 214 244
MP250/143 44 28 25 45 64 78 75
MP250/144 49 33 31 52 72 96 90
MP250/145 70 52 51 70 103 105 108
MP250/146 46 22 19 45 119 122 127
MP250/147 121 85 74 111 298 297 305
MP250/148 130 87 82 133 267 280 295
MP250/149 37 16 13 32 120 143 126
MP250/150 6 0 0 8 16 35 28
MP250/151 48 35 25 n.v. 125 n.v. n.v.

MP250/152 70 31 22 n.v. n.v. n.v. n.v.

MP250/153 105 74 68 109 197 199 205
MP250/154 108 78 70 110 247 218 208
MP250/155 n.v. n.v. n.v. n.v. n.v. n.v. 356
MP250/156 176 144 132 n.v. 247 289 316
MP250/157 60 34 28 61 151 116 129
MP250/158 263 202 185 274 534 514 510
MP250/159 104 7 69 95 189 190 215
MP250,/160 90 57 53 90 203 206 215
MP250/161 77 47 43 73 200 175 207
MP250/162 17 17 17 18 60 68 72
MP250/163 65 33 31 62 194 161 169
MP250/164 70 32 25 77 131 172 196
MP250/165 17 1 1 18 32 61 54
MP250/166 13 5 5 13 27 18 43
MP250/167 64 36 34 67 117 109 110
MP250/168 n.v. n.v. n.v. n.v. n.v. n.v. n.v.

MP250/169 60 31 28 59 101 128 124
MP250/170 147 115 100 148 298 382 289
MP250/171 27 9 8 26 40 58 47
MP250/172 24 10 10 27 43 50 48
MP250/173 180 114 101 163 380 386 387
MP250/174 149 108 99 131 355 358 369
MP250/175 354 317 291 n.v. 659 671 707
MP250/176 383 303 269 375 626 634 612
MP250/177 25 14 13 28 41 44 58
MP250/178 97 62 57 92 226 215 210
MP250/179 185 132 122 193 343 337 337
MP250,/180 120 68 65 107 218 209 264

Fortsetzung auf nachster Seite. . .
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

Instanz | GA (1 Sek) GA (30 Sek) GA (5 Min) RS (5 Min) PREPF ppMTS pRpMWER

MP250/181 112 74 66 114 243 231 248
MP250/182 92 55 52 101 220 209 238
MP250/183 175 120 116 169 317 319 341
MP250/184 84 49 44 81 147 146 176
MP250/185 99 70 62 106 270 297 288
MP250/186 98 69 61 100 265 263 255
MP250/187 137 99 82 141 234 204 225
MP250/188 18 12 10 18 50 42 43
MP250/189 62 34 25 59 106 202 191
MP250/190 121 80 70 125 266 297 248
MP250/191 50 20 13 59 116 151 159
MP250/192 39 7 7 34 36 68 77
MP250/193 204 139 118 n.v. 457 418 414
MP250/194 182 141 127 191 433 443 443
MP250/195 202 143 122 187 386 474 399
MP250/196 241 153 148 242 468 496 446
MP250/197 n.v. n.v. n.v. n.v. n.v. n.v. n.v.

MP250/198 n.v. n.v. n.v. n.v. n.v. n.v. n.v.

MP250/199 134 83 71 131 319 378 407
MP250/200 129 81 67 122 301 330 358
MP250/201 43 12 12 39 63 91 n.v.

MP250/202 98 65 62 94 111 125 132
MP250/203 7 36 28 73 200 188 194
MP250/204 57 19 14 56 212 204 214
MP250/205 137 94 82 144 322 270 356
MP250/206 139 97 91 151 313 343 297
MP250/207 209 149 143 198 365 372 414
MP250/208 209 151 132 189 372 386 367
MP250/209 47 23 19 42 87 98 105
MP250/210 53 37 36 53 97 96 94
MP250/211 183 127 115 184 329 321 340
MP250/212 189 147 129 177 306 327 323
MP250/213 78 53 49 73 198 211 235
MP250/214 57 28 19 51 115 151 126
MP250/215 60 28 19 49 155 153 176
MP250/216 101 53 39 103 253 251 227
MP250/217 122 72 50 n.v. 235 228 245
MP250/218 200 138 125 194 357 363 357
MP250/219 90 64 58 96 176 199 206
MP250/220 103 73 60 112 187 199 187
MP250/221 65 40 35 62 116 136 137
MP250/222 42 27 19 47 129 142 144
MP250/223 64 39 37 61 106 117 132
MP250/224 244 176 160 262 484 427 493
MP250/225 128 104 86 145 308 276 301
MP250/226 137 83 76 140 267 319 312
MP250/227 142 94 88 134 276 265 267
MP250/228 137 92 85 142 327 326 335
MP250/229 118 84 79 121 279 278 297
MP250/230 91 67 57 n.v. 182  n.v. n.v.

MP250/231 94 64 56 n.v. n.v. n.v. n.v.

MP250/232 117 73 70 117 243 264 307
MP250/233 101 76 68 103 247 258 250
MP250/234 133 93 88 123 257 293 303
MP250/235 n.v. n.v. n.v. n.v. n.v. n.v. n.v.

MP250/236 n.v. n.v. n.v. n.v. n.v. n.v. n.v.

MP250/237 88 63 56 90 148 185 181
MP250/238 115 75 69 107 237 242 260
MP250/239 166 122 113 168 310 332 367
MP250/240 n.v. n.v. n.v. n.v. n.v. n.v. n.v.

Fortsetzung auf nichster Seite. . .
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C.3. Vergleich mit anderen Lésungsheuristiken

... fortgesetzte Tabelle von vorheriger Seite

Instanz | GA (1 Sek) GA (30 Sek) GA (5 Min) RS (5 Min) PREPF pRMTS ppMWER

MP250/241 n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/242 n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/243 n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/244 n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/245 199 124 96 178 313 366 379
MP250/246 94 63 58 97 186 178 198
MP250/247 n.v. n.v. n.v. n.v. n.v. n.v. n.v.
MP250/248 n.v. n.v. n.v. n.v. 471 n.v. n.v.
MP250/249 135 93 79 144 331 307 313
MP250/250 157 126 100 171 270 282 296
Mittelwert | 71,2 47,8 43,2 67,4 1449 152,3 157,3

Tabelle C.16. — MP250 gelost unter ZF2 mit GA und weiteren Heuristiken aus der
Literatur, Zielfunktionswert der besten Losung. RS = Random Sampling (vgl. Kolisch
u.a. (2003)), PRYPF = Longest path following Priorititsregel, PRMTS = Most total
successors Priorititsregel, PRMWE = Most work content remaining Prioritéitsregel (fiir
alle Prioritatsregeln vgl. Fiindeling und Trautmann (2010)).
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

C.4. Verbindung von exakten und heuristischen Verfahren

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap| Obj Gap LB Gap Obj LB Obj Gap LB Gap Obj
EP150/1 53 53 0,0% 53  0,0% 0,0% 53 53  0,0% 0,0%
EP150/2 66 66 0,0% 66 0,0% 0,0% 66 66 0,0% 0,0%
EP150/3 51 51 0,0% 51 0,0% 0,0% 51 51 0,0% 0,0%
EP150/4 45 45 0,0% 45  0,0% 0,0% 45 45  0,0% 0,0%
EP150/5 41 41 0,0%| 41 00% 00%| 41 41 00% 0,0%

EP150/6 38 38 0,0% 38 0,0% 0,0% 38 38 0,0% 0,0%
EP150/7 58 58 0,0% 58 0,0% 0,0% 58 58 0,0% 0,0%
EP150/8 35 35 0,0% 35 0,0% 0,0% 35 35 0,0% 0,0%
EP150/9 34 34 0,0% 34 0,0% 0,0% 34 34 0,0% 0,0%
EP150/10 50 50 0,0% 50 0,0% 0,0% 50 50 0,0% 0,0%
EP150/11 52 52 0,0% 52 0,0% 0,0% 52 52 0,0% 0,0%
EP150/12 40 40 0,0% 40 0,0% 0,0% 40 40 0,0% 0,0%
EP150/13 37 37 0,0% 37 0,0% 0,0% 37 37 0,0% 0,0%
EP150/14 51 51 0,0% 51 0,0% 0,0% 51 51 0,0% 0,0%
EP150/15 55 55 0,0% 55 0,0% 0,0% 55 55 0,0% 0,0%
EP150/16 52 52 0,0% 52 0,0% 0,0% 52 52 0,0% 0,0%
EP150/17 55 55 0,0% 55 0,0% 0,0% 55 55 0,0% 0,0%
EP150/18 50 50 0,0% 50 0,0% 0,0% 50 50 0,0% 0,0%
EP150/19 47 47 0,0% 48 2,1% 2,1% 47 47 0,0% 0,0%
EP150/20 76 n.wv.  n.w. 85 10,6% n.v. 77 85  9,4% n.v.
EP150/21 38 38 0,0% 39 2,6% 2,6% 38 38 0,0% 0,0%
EP150/22 50 50 0,0% 50 0,0% 0,0% 50 50 0,0% 0,0%
EP150/23 42 42 0,0% 42 0,0% 0,0% 42 42 0,0% 0,0%
EP150/24 47 47 0,0% 47 0,0% 0,0% 47 47 0,0% 0,0%
EP150/25 44 44 0,0% 44 0,0% 0,0% 44 44 0,0% 0,0%
EP150/26 44 44 0,0% 45 2,2% 2,2% 44 44 0,0% 0,0%
EP150/27 35 35 0,0% 35 0,0% 0,0% 35 35 0,0% 0,0%
EP150/28 37 37 0,0% 37 0,0% 0,0% 37 37 0,0% 0,0%
EP150/29 34 34 0,0% 35 2,9% 2,9% 34 34 0,0% 0,0%
EP150/30 36 36 0,0% 36 0,0% 0,0% 36 36 0,0% 0,0%
EP150/31 48 48 0,0% 49 2,0% 2,0% 43 438 0,0% 0,0%
EP150/32 49 49 0,0% 49 0,0% 0,0% 49 49 0,0% 0,0%
EP150/33 57 76 25,0% 69 17,4% -10,1% 47 70 32,9% -8,6%
EP150/34 35 35 0,0% 35 0,0% 0,0% 35 35 0,0% 0,0%
EP150/35 48 48 0,0% 48 0,0% 0,0% 48 48 0,0% 0,0%
EP150/36 50 50 0,0% 50 0,0% 0,0% 50 50 0,0% 0,0%
EP150/37 45 45 0,0% 45 0,0% 0,0% 45 45 0,0% 0,0%
EP150/38 40 40 0,0% 40 0,0% 0,0% 40 40 0,0% 0,0%
EP150/39 44 44 0,0% 44 0,0% 0,0% 44 44 0,0% 0,0%
EP150/40 46 46 0,0% 46 0,0% 0,0% 46 46 0,0% 0,0%
EP150/41 46 46 0,0% 46 0,0% 0,0% 46 46 0,0% 0,0%
EP150/42 48 48 0,0% 48 0,0% 0,0% 48 48 0,0% 0,0%
EP150/43 32 32 0,0% 32 0,0% 0,0% 32 32 0,0% 0,0%
EP150/44 36 36 0,0% 37 2.7% 2.7% 36 36 0,0% 0,0%
EP150/45 39 39 0,0% 40 2,5% 2,5% 39 39 0,0% 0,0%
EP150/46 45 96 53,1% 64 29,7% -50,0% 43 65 33,8% -47,7%
EP150/47 47 47 0,0% 47 0,0% 0,0% 47 47 0,0% 0,0%
EP150/48 42 42 0,0% 43 2,3% 2,3% 42 42 0,0% 0,0%
EP150/49 54 108 50,0% 70 22,9% -54,3% 56 71 21,1% -52,1%
EP150/50 40 40 0,0% 40 0,0% 0,0% 40 40 0,0% 0,0%
EP150/51 64 64 0,0% 65 1,5% 1,5% 64 64 0,0% 0,0%
EP150/52 75 75 0,0% 75 0,0% 0,0% 75 75 0,0% 0,0%
EP150/53 59 59 0,0% 59 0,0% 0,0% 59 59 0,0% 0,0%
EP150/54 61 69 11,6% 66 7,6% -4,5% 64 66 3,0% -4,5%
EP150/55 65 n.wv. n.w. 74 12.2% n.v. 57 75 24,0% n.v.
EP150/56 54 54 0,0% 54 0,0% 0,0% 54 54 0,0% 0,0%

Fortsetzung auf nichster Seite. ..
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C.4. Verbindung von exakten und heuristischen Verfahren

... fortgesetzte Tabelle von vorheriger Seite

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap| Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
EP150/57 69 86 19,8% 75 8,0% -14,7% 61 76 19,7% -13,2%
EP150/58 51 51 0,0% 51 0,0% 0,0% 51 51  0,0% 0,0%
EP150/59 55 55 0,0% 55 0,0% 0,0% 55 55 0,0% 0,0%
EP150/60 57 57 0,0% 57  0,0% 0,0% 57 57  0,0% 0,0%
EP150/61 48 48 0,0% 49 2,0% 2,0% 48 48 0,0% 0,0%
EP150/62 75 75 0,0% 75 0,0% 0,0% 75 75 0,0% 0,0%
EP150/63 66 66 0,0% 66 0,0% 0,0% 66 66 0,0% 0,0%
EP150/64 80 80 0,0% 80 0,0% 0,0% 80 80 0,0% 0,0%
EP150/65 53 53 0,0% 53  0,0% 0,0% 53 53  0,0% 0,0%
EP150/66 58 58 0,0% 58 0,0% 0,0% 58 58 0,0% 0,0%
EP150/67 63 63 0,0% 63 0,0% 0,0% 63 63 0,0% 0,0%
EP150/68 51 51 0,0% 51 0,0% 0,0% 51 51 0,0% 0,0%
EP150/69 44 44 0,0% 44 0,0% 0,0% 44 44 0,0% 0,0%
EP150/70 66 66 0,0% 67 1,5% 1,5% 66 66 0,0% 0,0%
EP150/71 68 113 39,8% 75 9,3% -50,7% 68 75 9,3% -50,7%
EP150/72 50 50 0,0% 50 0,0% 0,0% 50 50 0,0% 0,0%
EP150/73 56 56 0,0% 56 0,0% 0,0% 56 56 0,0% 0,0%
EP150/74 56 56 0,0% 56 0,0% 0,0% 56 56  0,0% 0,0%
EP150/75 64 82 22,0% 71 9,9% -15,5% 62 71 12,7% -15,5%
EP150/76 54 54 0,0% 54 0,0% 0,0% 54 54 0,0% 0,0%
EP150/77 66 66 0,0% 66 0,0% 0,0% 66 66 0,0% 0,0%
EP150/78 62 62 0,0% 63 1,6% 1,6% 62 62 0,0% 0,0%
EP150/79 50 50 0,0% 50 0,0% 0,0% 50 50 0,0% 0,0%
EP150/80 53 72 26,4% 62 145% -16,1% 50 62 19,4% -16,1%
EP150/81 52 52 0,0% 52  0,0% 0,0% 52 52  0,0% 0,0%
EP150/82 49 49 0,0% 49 0,0% 0,0% 49 49 0,0% 0,0%
EP150/83 37 37 0,0% 38  2,6% 2,6% 37 37 0,0% 0,0%
EP150/84 61 n.v. n.v.| 104 41,3% n.v. 60 107 43,9% n.v.
EP150/85 50 102 51,0% 66 24,2% -54,5% 46 66 30,3% -54,5%
EP150/86 50 n.v. n.v. 70 28,6% n.v. 46 71 35.2% n.v.
EP150/87 46 65 29,2% 58 20,7% -12,1% 46 59 22,0% -10,2%
EP150/88 42 42 0,0% 43 2,3% 2,3% 37 42 11,9% 0,0%
EP150/89 51 51 0,0% 51 0,0% 0,0% 51 51 0,0% 0,0%
EP150/90 50 n.v. n.v. 74 32,4% n.v. 52 74 29.7% n.v.
EP150/91 56 56 0,0% 56 0,0% 0,0% 56 56 0,0% 0,0%
EP150/92 37 37 0,0% 37 0,0% 0,0% 37 37 0,0% 0,0%
EP150/93 50 63 20,6% 60 16,7% -5,0% 50 60 16,7% -5,0%
EP150/94 46 46 0,0% 46 0,0% 0,0% 46 46 0,0% 0,0%
EP150/95 59 n.wv. nwv.| 105 43,8% n.v. 58 107 45,8% n.v.
EP150/96 50 74 32,4% 54 7,4% -37,0% 50 55 9,1% -34,5%
EP150/97 45 45 0,0% 45 0,0% 0,0% 45 45 0,0% 0,0%
EP150/98 49 74 33,8% 52 58% -42,3% 48 52 7.7% -42,3%
EP150/99 46 49 6,1% 48  42% -2,1% 40 49 18,4% 0,0%
EP150,/100 48 48 0,0% 48 0,0% 0,0% 48 48 0,0% 0,0%
EP150/101 81 81 0,0% 81 0,0% 0,0% 81 81 0,0% 0,0%
EP150/102 79 79 0,0% 79 0,0% 0,0% 79 79 0,0% 0,0%
EP150/103 67 89 24,7% 69 2,9% -29,0% 67 70 43% -27,1%
EP150/104 72  n.v. n.v.| 103 30,1% n.v. 71 105 32,4% n.v.
EP150/105 72 72 0,0% 72 0,0% 0,0% 72 72 0,0% 0,0%
EP150/106 | 72 72 0,0% 72 0,0% 0,0% 72 72 0,0% 0,0%
EP150,/107 65 77 15,6% 69 58% -11,6% 65 70 7.1% -10,0%
EP150/108 93 93 0,0% 93 0,0% 0,0% 93 93 0,0% 0,0%
EP150,/109 76 76 0,0% 76 0,0% 0,0% 76 76 0,0% 0,0%
EP150/110 65 65 0,0% 65 0,0% 0,0% 65 65 0,0% 0,0%
EP150/111 64 64 0,0% 64 0,0% 0,0% 64 64 0,0% 0,0%
EP150/112 71 109 34,9% 72 1,4% -51,4% 72 72 0,0% -51,4%
EP150/113 74 74 0,0% 75 1,3% 1,3% 74 74 0,0% 0,0%
EP150/114 78 78 0,0% 79 1,3% 1,3% 78 78 0,0% 0,0%
EP150/115 | 66 66 0,0% 66 0,0% 0,0% 66 66 0,0% 0.0%

Fortsetzung auf nachster Seite. . .
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap| Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj

EP150/116 70  n.v. n.v. 97 27,8% n.v. 638 99 31,3% n.v.
EP150/117 81 119 31,9% 91 11,0% -30,8% 80 92 13,0% -29,3%
EP150/118 83 n.v. n.v.| 136 39,0% n.v. 83 137 39,4% n.v.
EP150/119 | 72 n.w. n..| 100 28,0% n.v. 71 101 29,7% n.v.
EP150,/120 66 66 0,0% 66 0,0% 0,0% 66 66 0,0% 0,0%
EP150/121 | 69 n.v. n.w.| 122 43,4% n.v. 69 124 44,4% n.v.
EP150/122 | 72 n.w. n.. 98 26,5% n.v. 71 102 30,4% n.v.
EP150/123 77 77 0,0% 77 0,0% 0,0% 7 7 0,0% 0,0%
EP150/124 | 102 106 3,8%| 105 2,9% -1,0%| 101 105 3,8% -1,0%
EP150/125 63 63 0,0% 63 0,0% 0,0% 63 64 1,6% 1,6%
EP150/126 64 64 0,0% 64 0,0% 0,0% 64 64 0,0% 0,0%
EP150/127 64 64 0,0% 64 0,0% 0,0% 64 64 0,0% 0,0%
EP150/128 | 86 n.v. nv.| 151 43,0% n.v. 86 154 442% n.v.
EP150,/129 56 69 18,8% 63 11,1% -9,5% 56 64 12,5% -7,8%
EP150/130 64 64 0,0% 64 0,0% 0,0% 64 64 0,0% 0,0%
EP150/131 59 59 0,0% 61 3,3% 3,3% 59 59 0,0% 0,0%
EP150/132 81 81 0,0% 81 0,0% 0,0% 81 81 0,0% 0,0%
EP150/133 56 56 0,0% 56 0,0% 0,0% 56 56 0,0% 0,0%
EP150/134 73 73 0,0% 73 0,0% 0,0% 73 73 0,0% 0,0%
EP150/135 52 52 0,0% 52 0,0% 0,0% 52 52 0,0% 0,0%
EP150/136 48 64 25,0% 59 18,6% -8,5% 48 60 20,0% -6,7%
EP150/137 64 64 0,0% 64 0,0% 0,0% 64 64 0,0% 0,0%
EP150/138 | 61 n.v. n.v. 74 17,6% n.v. 61 75 18,7% n.v.
EP150/139 71  n.v. n.v. 87 18,4% n.v. 70 87 19,5% n.v.
EP150/140 70 70 0,0% 71 1,4% 1,4% 70 71 1,4% 1,4%
EP150/141 61 61 0,0% 63 3.2% 3,2% 60 63 4.8% 3.2%
EP150/142 | 68 n.. n.wv.| 128 46,9% n.v. 68 132 48,5% n.v.
EP150,/143 56 56 0,0% 56 0,0% 0,0% 56 56 0,0% 0,0%
EP150/144 | 67 n.v. nwv.| 117 42,7% n.v. 64 120 46,7% n.v.
EP150/145 60 60 0,0% 60 0,0% 0,0% 60 60 0,0% 0,0%
EP150/146 | 84 n.v. nv.| 151 44,4% n.v. 84 152 44,7% n.v.
EP150/147 55 56 1,8% 58 5.2% 3,4% 51 58 12,1% 3,4%
EP150/148 75 n.v. n.v. 84 10,7% n.v. 75 86 12,8% n.v.
EP150/149 63 63 0,0% 63 0,0% 0,0% 63 63 0,0% 0,0%
EP150/150 46 n.v. n.v. 70 34,3% n.v. 45 70 35,7% n.v.

Mittelwert ‘56,7 58,92 3,8%‘62,45 6,1% —3,6%‘56,28 62,64 68% -3,2%

Tabelle C.17. — EP150 gelost unter ZF1 mit GA als Konstruktionsheuristik fiir das
MIP, Zielfunktionswerte nach 5+5 Minuten Laufzeit.
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C.4. Verbindung von exakten und heuristischen Verfahren

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap| Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP50/1 10 10 0,0% 10 0,0% 0,0% 10 10 0,0% 0,0%
MP50/2 4 4 0,0% 5 20,0% 20,0% 4 4 0,0% 0,0%
MP50/3 9 9 0,0% 11 182% 18,2% 9 9 0,0% 0,0%
MP50/4 2 3333% 4 50,0% 25,0% 1 4 750% 25,0%
MP50/5 13 19 31,6% 20 35,0% 5,0% 6 21 71,4% 9,5%
MP50/6 24 24 0,0% 28 14,3% 14,3% 13 28 53,6% 14,3%
MP50/7 22 23 4,3% 23 43% 0,0% 22 23 43% 0,0%
MP50/8 5 5 0,0% 5 0,0% 0,0% 5 5 0,0% 0,0%
MP50/9 44 69 36,2% 61 27,9% -13,1% 37 65 431% -6.2%
MP50/10 27 44 38,6% 46  41,3% 4,3% 22 44 50,0% 0,0%
MP50/11 5 6 16,7% 11 545% 455% 5 9 444% 33,3%
MP50/12 12 13 7,7% 14 14,3% 7.1% 7 16 56,2% 18,7%
MP50/13 11 11 0,0% 11 0,0% 0,0% 11 11 0,0% 0,0%
MP50/14 19 30 36,7% 30 36,7% 0,0% 11 30 63,3% 0,0%
MP50/15 8 32 75,0% 26 69,2% -23,1% 6 24 750% -33,3%
MP50/16 7 12 41,7% 10 30,0% -20,0% 1 10 90,0% -20,0%
MP50/17 17 20 15,0% 21 19,0% 4,8% 7 20 65,0% 0,0%
MP50/18 19 20 5,0% 23 17,4% 13,0% 13 23 435% 13,0%
MP50/19 16 31 48,4% 31 48,4% 0,0% 9 30 70,0% -3,3%
MP50/20 31 39 20,5% 47 34,0% 17,0% 20 49 592% 20,4%
MP50/21 6 6 0,0% 6 0,0% 0,0% 6 6 0,0% 0,0%
MP50/22 10 10 0,0% 10 0,0% 0,0% 10 10  0,0% 0,0%
MP50/23 0 0 00% 0 0,0% 0,0% 0 0 0,0% 0,0%
MP50/24 12 54 77,8% 37 67,6% -45,9% 10 36 72,2% -50,0%
MP50/25 15 58 74,1% 47 68,1% -23,4% 10 48 792% -20,8%
MP50/26 22 37 40,5% 35 371% -57% 15 40 62,5% 7,5%
MP50/27 30 43 30,2% 44 31,8% 2,3% 24 42 429% -2,4%
MP50/28 21 21 0,0% 25 16,0% 16,0% 11 26 57,7% 19,2%
MP50/29 21 25 16,0% 28 25,0% 10,7% 12 28 57,1% 10,7%
MP50/30 27 112 75,9% 85 68,2% -31,8% 17 86 80,2% -30,2%
MP50/31 26 116 77,6% 84 69,0% -381% 16 89 82,0% -30,3%
MP50/32 13 52 75,0% 52 75,0% 0,0% 2 53 96,2% 1,9%
MP50/33 35 94 62,8% 82 57,3% -14,6% 24 87 T72,4% -8,0%
MP50/34 45 109 58,7%| 103 56,3% -5,8% 39 105 62,9% -3,8%
MP50/35 10 10 0,0% 10 0,0% 0,0% 10 10 0,0% 0,0%
MP50/36 1 1 0,0% 1 0,0% 0,0% 1 1 0,0% 0,0%
MP50/37 21 56 62,5% 55 61,8% -1,8% 13 55 76,4% -1,8%
MP50/38 26 57 54,4% 52 50,0% -9,6% 22 56 60,7% -1,8%
MP50/39 20 405 95,1%| 105 81,0% -285,7% 17 110 84,5% -268,2%
MP50/40 21 22 45% 24 12,5% 8,3% 15 24 37,5% 8,3%
MP50/41 7 15 53,3% 13 46,2% -15,4% 6 13 53,8% -15,4%
MP50/42 17 32 46,9% 29 41,4% -10,3% 17 27 37,0% -18,5%
MP50/43 19 80 76,2% 70 72,9% -14,3% 16 71 775% -12,7%
MP50/44 10 10 0,0% 13 231% 23,1% 10 15 333% 33,3%
MP50/45 10 48 79,2% 43 76,7% -11,6% 3 43 93,0% -11,6%
MP50/46 12 41 70,7% 42 71,4% 2,4% 5 42 88,1% 2,4%
MP50/47 5 5 0,0% 5 0,0% 0,0% 5 5 0,0% 0,0%
MP50/48 13 13 0,0% 13 0,0% 0,0% 13 13 0,0% 0,0%
MP50/49 26 82 68,3% 67 61,2% -22,4% 15 68 77,9% -20,6%
MP50/50 21 132 84,1%| 109 80,7% -21,1% 9 130 93,1% -15%
Mittelwert |16,54 43,4 33,9%|34,52 357% -7,5%|11,84 3548 488% -6,9%

Tabelle C.18. — MP50 gelost unter ZF2 mit GA als Konstruktionsheuristik fiir das
MIP, Zielfunktionswerte nach 54+5 Minuten Laufzeit.
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP50/1 9,28 9,28 0,0% 95 2,3% 2,3%| 928 9,28 0,0% 0,0%

MP50/2 363 353 00%| 436 19,0% 19,0%| 3,53 353 0,0% 0,0%
MP50/3 8,69 869 00%| 1255 30,8% 30,8%| 869 8,69 0,0% 0,0%
MP50/4 252 254 08%| 4,57 449% 44,4%)| 0,61 2,68 77,2% 5.2%
MP50/5 10,45 22,23 53,0%| 21,54 515% -3,2%| 557 21,28 738% -45%
MP50/6 22,45 24,46 8,2%| 28,26 20,6% 13,4%(10,92 27,34 60,1% 10,5%
MP50/7 22,04 22,09 02%| 22,15 0,5% 0.3%(21,21 22,15 4,2% 0,3%
MP50/8 421 421 00%| 421 0,0% 0,0%| 421 421 0,0% 0,0%
MP50/9 43,46 70,48 38,3%| 6454 32,7% -9,2%|37,43 6453 42,0% -9.2%
MP50/10 |26,07 50,35 48,2%| 46,66 44,1% -7,9%|20,15 48,7 58,6% -3,4%
MP50/11 4,69 5,72 18,0%| 10,89 56,9% 47,5%| 453 10,63 57,4% 46,2%
MP50/12 11,82 13,62 13,2%| 14,82 20,2% 8,1%| 6,69 156 57,1% 12,7%
MP50/13 (10,47 10,47 0,0%| 10,49 0,2% 0,2%|10,47 10,47 0,0% 0,0%
MP50/14 16,72 27,77 39,8%| 30,72 45,6% 9,6%| 9,74 30,68 68,3% 9,5%
MP50/15 7,33 24,06 69,5%| 27,61 73,5% 12,9%| 538 28,09 80,8% 14,3%
MP50/16 6,37 9,35 31,9%| 11,69 455% 20,0%| 0,45 10559 958% 11,7%
MP50/17 |1559 17,48 10,8%| 20,82 25,1% 16,0%| 6,72 19,65 65_8% 11,0%
MP50/18 |16,88 20,86 19,1%| 27,82 39,3% 25,0%| 9,79 25,74 62,0% 19,0%
MP50/19 [14,563 29,08 50,0%| 33,76 57,0% 13,9%| 9,29 34,19 72,8% 14,9%
MP50/20 (28,17 45,92 38,7%| 50,17 43,9% 8,5%(18,84 51,05 63,1% 10,0%
MP50/21 503 5,04 02%| 555 9,4% 9,2%| 5,03 504 0.2% 0,0%
MP50/22 8,82 882 0,0%| 882 0,0% 0,0%| 8,82 882 0,0% 0,0%
MP50/23 [-0,95 -0,95 0,0%| -0,74 -28,4% -28,4%|-0,95 -0,95 0,0% 0,0%
MP50/24 10,08 48,98 79,4%| 39,49 74,5% -24,0%| 9,07 38,47 76,4% -27,3%
MP50/25 [11,95 52,41 77,2%| 505 76,3% -3,8%| 941 51,48 81,7% -1,8%
MP50/26 19,19 43,45 55,8%| 40,62 52,8% -7,0%(14,29 38,55 62,9% -12,7%
MP50/27 [29,65 45,38 34,7%| 445 33,4% -2,0%|23,27 454 48,7% 0,0%
MP50/28 [18,18 21,93 17,1%| 26,13 30,4% 16,1%|10,61 24,92 57,4% 12,0%
MP50/29 |[18,79 23,89 21,3%| 29,43 36,2% 18,8%| 9,34 26,53 64,8% 10,0%
MP50/30 [25,15 92,45 72,8%| 84,88 70,4% -8,9%|17,06 8574 80,1% -7,8%
MP50/31 [26,43 144,27 81,7%| 88,6 70,2% -62,8%|16,32 8558 80,9% -68,6%
MP50/32 6,3 73,78 91,5%| 55,71 88,7% -32,4%| 2,69 53,65 950% -37,5%
MP50/33 (25,03 91,43 72,6%| 83,68 70,1% -9,3%(22,61 84,44 732% -8,3%
MP50/34 |45,89 117,43 60,9%| 1074 57,3% -9,3%(39,33 113,2 653% -3,7%
MP50/35 9,67 9,67 00%| 968 0,1% 0,1%| 9,67 9,67 0,0% 0,0%
MP50/36 0,8 0,8 0,0% 08 0,0% 0,0%| 0,8 08 0,0% 0,0%
MP50/37 16,2 67,21 75,9%| 60,76 73,3% -10,6%|11,93 57,67 79,3% -16,5%
MP50/38 25,69 53,3 51,8%| 59,63 56,9% 10,6%(20,87 59,43 64,9% 10,3%
MP50/39 [21,03 396,25 94,7% (114,86 81,7% -245,0%(16,96 113,9 85,1% -247,9%
MP50/40 (20,74 21,7 4,4%| 24,76 16,2% 12,4%|14,42 22,82 36,8% 4,9%
MP50/41 5,75 18,57 69,0%| 159 63,8% -16,8%| 3,9 1476 73,6% -258%
MP50/42 16,14 24,3 33,6%| 28,48 43,3% 14,7%(16,13 30,23 46,6% 19,6%
MP50/43 19,69 94,15 79,1%| 81,75 759% -15,2%|15,63 80,58 80,6% -16,8%
MP50/44 9,3 9,3 0,0%]| 1555 40,2% 40,2%| 9,3 931 0,1% 0,1%
MP50/45 |10,94 36,51 70,0%| 46,94 76,7% 22,2% 3 4459 933% 18,1%
MP50/46 |10,72 36,31 70,5%| 457 76,5% 20,5%| 4,77 42,62 88,8% 14,8%
MP50/47 4,4 44 00%| 452 2,7% 2,7%| 4.4 44  0,0% 0,0%
MP50/48 [12,18 12,18 0,0%| 12,27 0,7% 0,7%(12,18 12,18 0,0% 0,0%
MP50/49 (18,01 89,22 79,8%| 73,47 755% -21,4%|15,08 72,72 79,3% -22,7%
MP50/50 8,7 178,53 95,1%(127,57 93,2% -39,9%| 7,29 122,39 94,0% -45,9%

Mittelwert | 14,9 44,9 36,6%| 36,89 41,4% -23%|11,13 36,16 51,0% -6,1%

Tabelle C.19. — MP50 gelost unter ZF3 mit GA als Konstruktionsheuristik fiir das
MIP, Zielfunktionswerte nach 5+5 Minuten Laufzeit.
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C.4. Verbindung von exakten und heuristischen Verfahren

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap| Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP250/1 9 9 0% 9 0% 0% 9 9 0,0% 0,0%
MP250/2 10 10 0% 10 0% 0% 10 10 0,0% 0,0%
MP250/3 4 4 0% 4 0% 0% 4 4 0,0% 0,0%
MP250/4 0 0 0% 0 0% 0% 0 0 0,0% 0,0%
MP250/5 9 9 0% 9 0% 0% 9 9 0,0% 0,0%
MP250/6 8 8 0% 8 0% 0% 8 8 0,0% 0,0%
MP250/7 8 8 0% 9 11% 11% 8 8 0,0% 0,0%
MP250/8 14 29 52% 27 48% 7% 12 28 57,1% -3,6%
MP250/9 19 42 55% 30 37% -40% 17 30 433% -40,0%
MP250/10 22 22 0% 23 4% 4% 22 23 4,3% 4,3%
MP250/11 13 13 0% 16 19% 19% 13 14 7,1% 7.1%
MP250/12 14 78 82% 42 67% -86% 11 43 744% -81,4%
MP250/13 21 64 67% 48 56% -33% 18 50 64,0% -28,0%
MP250/14 13 13 0% 13 0% 0% 13 13 0,0% 0,0%
MP250/15 15 15 0% 15 0% 0% 15 15  0,0% 0,0%
MP250/16 25 26 4% 26 4% 0% 26 26 0,0% 0,0%
MP250/17 8 8 0% 8 0% 0% 8 8 0,0% 0,0%
MP250/18 3 3 0% 3 0% 0% 3 3 0,0% 0,0%
MP250/19 7 7 0% 7 0% 0% 7 7 0,0% 0,0%
MP250/20 18 40 55% 32 44% -25% 15 38 60,5% -5,3%
MP250/21 9 32 72% 26 65% -23% 8 24 667% -33,3%
MP250/22 14 142 90% 64 78% -122% 13 64 79,7% -121,9%
MP250/23 10 10 0% 10 0% 0% 10 10 0,0% 0,0%
MP250/24 9 67 87% 37 76% -81% 10 37 730% -81,1%
MP250/25 23 43 47% 42 45% 2% 18 42 57,1% -2,4%
MP250/26 0 69 100% 22 100% -214% 0 22 100,0% -213,6%
MP250/27 0 51 100% 23 100% -122% 0 23 100,0% -121,7%
MP250/28 16 41 61% 31 48% -32% 14 29 51,7% -41,4%
MP250/29 14 129 89% 47 70% -174% 14 45 68,9% -186,7%
MP250/30 17 90 81% 53 68% -70% 16 53 69,8% -69,8%
MP250/31 6 6 0% 8 25% 25% 6 6 0,0% 0,0%
MP250/32 7 96 93% 40 82% -140% 7 41 829% -134,1%
MP250/33 5 86 94% 45 89% -91% 0 47 100,0% -83,0%
MP250/34 6 64 91% 49 88% -31% 3 50 94,0% -28,0%
MP250/35 0 0 0% 0 0% 0% 0 0 0,0% 0,0%
MP250/36 2 2 0% 2 0% 0% 2 2 0,0% 0,0%
MP250/37 1 1 0% 1 0% 0% 1 1 0,0% 0,0%
MP250/38 5 5 0% 5 0% 0% 5 5 0,0% 0,0%
MP250/39 22 30 27% 32 31% 6% 19 30 36,7% 0,0%
MP250/40 12 13 8% 15 20% 13% 10 16 37,5% 18,7%
MP250/41 8 113 93% 44 82% -157% 7 44 84,1% -156,8%
MP250/42 17 84 80% 50 66% -68% 17 50 66,0% -68,0%
MP250/43 3 16 81% 11 73% -45% 2 12 833% -33,3%
MP250/44 13 13 0% 16 19% 19% 13 16 18,7% 18,7%
MP250/45 8 33 76% 36 78% 8% 7 36 80,6% 8,3%
MP250/46 0 20 100% 9 100% -122% 0 9 100,0% -122,2%
MP250/47 0 20 100% 14 100% -43% 0 13 100,0% -53,8%
MP250/48 16 32 50% 28 43% -14% 12 29 58,6% -10,3%
MP250/49 16 40 60% 29 45% -38% 15 30 50,0% -33,3%
MP250/50 8 8 0% 8 0% 0% 8 8 0,0% 0,0%
MP250/51 8 8 0% 8 0% 0% 8 8 0,0% 0,0%
MP250/52 5 5 0% 5 0% 0% 5 5 0,00 0,0%
MP250/53 6 21 71% 17 65% -24% 4 16 75,0% -31,2%
MP250/54 20 48 58% 31 35% -55% 16 32 50,0% -50,0%
MP250/55 3 3 0% 3 0% 0% 3 3 0,0% 0,0%
MP250/56 8 8 0% 8 0% 0% 8 8 0,0% 0,0%
MP250/57 5 8 37% 11 55% 27% 4 12 66,7% 33,3%
MP250/58 13 13 0% 15 13% 13% 13 14 7.1% 7.1%
MP250/59 1 46 98% 18 94% -156% 1 18 94,4% -155,6%

Fortsetzung auf nichster Seite. . .
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap| Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP250/60 6 67 91% 24 5% -179% 6 23 73,9% -191,3%
MP250/61 13 44 70% 25 48% -76% 10 25 60,0% -76,0%
MP250/62 15 32 53% 31 52% -3% 14 29 51,7% -10,3%
MP250/63 4 64 94% 41 90% -56% 4 40 90,0% -60,0%
MP250/64 3 40 92% 20 85% -100% 3 21 857% -90,5%
MP250/65 0 38 100% 21  100% -81% 0 21 100,0% -81,0%
MP250/66 8 98 92% 34 76% -188% 8 31 742% -216,1%
MP250/67 5 33 85% 18 72% -83% 5 21 76,2% -57,1%
MP250/68 11 15 27% 19 42% 21% 11 20 45,0% 25,0%
MP250/69 9 60 85% 22 59% -173% 9 24 62,5% -150,0%
MP250/70 12 200 94% 43 72% -365% 12 44 72,7% -354,5%
MP250/71 11 233 95% 46 76% -407% 11 47 76,6% -395,7%
MP250/72 7 89 92% 34 79% -162% 6 34 82,4% -161,8%
MP250/73 7 127  94% 19 63% -568% 5 21 76,2% -504,8%
MP250/74 0 0 0% 0 0% 0% 0 0 0,0% 0,0%
MP250/75 9 58 84% 35 74% -66% 5 33 84,8% -75,8%
MP250/76 27 313 91% 84 68% -273% 24 86 72,1% -264,0%
MP250/77 23 23 0% 23 0% 0% 23 23  0,0% 0,0%
MP250/78 0 9 100% 16 100% 44% 0 16 100,0% 43,7%
MP250/79 10 10 0% 10 0% 0% 10 10 0,0% 0,0%
MP250/80 6 6 0% 6 0% 0% 6 6 0,0% 0,0%
MP250/81 3 24 87% 15 80% -60% 0 16 100,0% -50,0%
MP250/82 14 37 62% 27 48% -37% 13 30 56,7% -23,3%
MP250/83 9 52 83% 17 47% -206% 9 19 52,6% -173,7%
MP250/84 13 13 0% 13 0% 0% 13 13 0,0% 0,0%
MP250/85 42 64 34% 56 25% -14% 41 56 26,8% -14,3%
MP250/86 25 33 24% 32 22% -3% 14 34 58,8% 2,9%
MP250/87 25 31 19% 32 22% 3% 17 32 46,9% 3,1%
MP250/88 3 4 25% 5 40% 20% 3 4 25,0% 0,0%
MP250/89 2 5 60% 6 67% 17% 2 6 66,7% 16,7%
MP250/90 19 56 66% 43 56% -30% 15 43 65,1% -30,2%
MP250/91 19 107 82% 51 63% -110% 19 51 62,7% -109,8%
MP250/92 12 41 71% 26 54% -58% 8 25 68,0% -64,0%
MP250/93 6 7 14% 15 60% 53% 4 13 69.2% 46,2%
MP250/94 9 9 0% 9 0% 0% 9 9 0,0% 0,0%
MP250/95 9 9 0% 9 0% 0% 9 9 0.0% 0,0%
MP250/96 2 2 0% 2 0% 0% 2 2 0,0% 0,0%
MP250/97 0 0 0% 1 100% 100% 0 1 100,0% 100,0%
MP250/98 6 6 0% 9 33% 33% 6 7 14,3% 14,3%
MP250/99 20 20 0% 26 23% 23% 20 21 4,8% 4,8%
MP250/100 14 55 75% 43 67% -28% 11 41 732% -34,1%
MP250/101 3 65 95% 21 86% -210% 1 21  95,2% -209,5%
MP250/102 3 40 92% 16 81% -150% 1 16 93,7% -150,0%
MP250/103 31 451 93%| 128 76% -252% 27 129 79,1% -249,6%
MP250/104 19 71 73% 49 61% -45% 19 51 62,7% -39,2%
MP250/105 15 95 84% 45 67% -111% 15 45 66,7% -111,1%
MP250/106 1 1 0% 1 0% 0% 1 1 0,0% 0,0%
MP250/107 4 4 0% 4 0% 0% 4 4 0,0% 0,0%
MP250/108 2 2 0% 3 33% 33% 2 2 0,0% 0,0%
MP250/109 10 10 0% 10 0% 0% 10 10 0,0% 0,0%
MP250/110 2 2 0% 2 0% 0% 2 2 0,0% 0,0%
MP250/111 0 0 0% 0 0% 0% 0 0 0,0% 0,0%
MP250/112 0 14 100% 14 100% 0% 0 15 100,0% 6,7%
MP250/113 18 32 44% 28 36% -14% 18 28 357% -14,3%
MP250/114 11 177 94% 54 80% -228% 10 53 81,1% -234,0%
MP250/115 35 202 83% 96 64% -110% 35 101 65,3% -100,0%
MP250/116 38 284 87% 97 61% -193% 37 96 61,5% -195,8%
MP250/117 31 490 94%| 134 7% -266% 26 143 81,8% -242,7%
MP250/118 31 95 67% 53 42% -79% 26 53 50,9% -79,2%

Fortsetzung auf nachster Seite. . .
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C.4. Verbindung von exakten und heuristischen Verfahren

... fortgesetzte Tabelle von vorheriger Seite

MIP 1 h GA 5 Min. GA + MIP 5 Min

Instanz LB Obj Gap| Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP250/119 14 93 85% 44 68% -111% 13 44 70,5% -111,4%
MP250,/120 2 124 98%| nv. n.v. n.v. 2 286 993%  56,6%
MP250/121 5 5 0% 5 0% 0% 5 5 0,00 0,0%
MP250/122| 29 30 3%| 33 12% 9%| 29 30 3,3% 0,0%
MP250/123 27 28 4% 29 7% 3% 27 27 0,0% -3,7%
MP250/124 23 24 4% 26 12% 8% 14 26  46,2% 7.7%
MP250/125 13 14 7% 15 13% 7% 8 15 46,7% 6,7%
MP250/126 15 19 21% 19 21% 0% 14 19 26,3% 0,0%
MP250/127| 18 n.v. nv. | 100 82% n.v. nv. 102 n.wv. n.v.

MP250/128 19 25 24% 24 21% -4% 11 24 54,2% -4,2%
MP250/129 17 17 0% 18 6% 6% 17 17 0,0% 0,0%
MP250/130 20 20 0% 20 0% 0% 20 20 0,0% 0,0%
MP250/131 10 38 74% 15 33% -153% 12 15 20,0% -153,3%
MP250/132 24 25 4% 26 8% 4% 25 25  0,0% 0,0%
MP250/133 83 n.wv. nv. | nv n.v. n.v. 81 n.v. n.v. n.v.

MP250/134 55 nwv. nv. | nv. n.v. n.v. 49 n.v. n.v. n.v.

MP250/135 2 54 96% 22 91% -145% 0 22 100,0% -145,5%
MP250/136 0 34 100% 17 100% -100% 0 17 100,0% -100,0%
MP250/137 13 200 93% 42 69% -376% 10 45 77,8% -344,4%
MP250/138| 14 183 92%| 39  64% -369% 13 39 66,7% -369,2%
MP250/139 10 35 71% 25 60% -40% 10 29 655% -20,7%
MP250/140 9 72 87% 22 59% -227% 9 25 64,0% -188,0%
MP250/141 45 175 74% 86 48% -103% 45 85 47,1% -105,9%
MP250/142 33 264 87% 81 59% -226% 31 83 62,7% -218,1%
MP250/143 18 31 42% 25 28% -24% 16 32 50,0% 3,1%
MP250/144 13 37 65% 31 58% -19% 9 28 67,9% -32,1%
MP250/145 37 49 24% 51 27% 4% 27 49 44,9% 0,0%
MP250/146 9 19 53% 19 53% 0% 8 21 61,9% 9,5%
MP250/147 15 nv. n.wv. 74 80% n.v. 12 73 83,6% n.v.

MP250/148 20 351 94% 82 76% -328% 18 87 79,3% -303,4%
MP250/149 2 42 95% 13 85% -223% 2 14 85,7% -200,0%
MP250/150 0 0 0% 0 0% 0% 0 0 0,0% 0,0%
MP250/151 10 11 9% 25 60% 56% 10 25  60,0% 56,0%
MP250/152 3 41 93%| 22 86%  -86% 3 23 87,0% -78,3%
MP250/153 20 325 94% 68 71% -378% 19 70 72,9% -364,3%
MP250/154 23 187 88% 70 67% -167% 20 74 73,0% -152,7%
MP250/155 25 n.wv. nv. | nv. n.v. n.v. 23 n.v. n.v. n.v.

MP250/156 28 n.v. n.v. 132 79%  n.v. 23 146 84,2% n.v.

MP250/157 19 31 39% 28 32% -11% 19 25 24,0% -24,0%
MP250/158 52 nwv. nwv 185 2%  n.v. 50 202 752% n.v.

MP250/159| 10 332 97%| 69 86% -381% 8 68 882% -3832%
MP250/160 11 455  98% 53 79% -758% 10 52 80,8% -775,0%
MP250/161 5 123 96%| 43 88% -186% 3 43 93,0% -186,0%
MP250/162 17 17 0% 17 0% 0% 17 17 0,0% 0,0%
MP250/163 0 95 100% 31 100% -206% 0 31 100,0% -206,5%
MP250/164 0 82 100% 25 100% -228% 0 26 100,0% -215,4%
MP250/165 1 1 0% 1 0% 0% 1 1  0,0% 0,0%
MP250/166 5 5 0% 5 0% 0% 5 5 0,0% 0,0%
MP250/167 23 47 51% 34 32% -38% 23 33 30,3% -42,4%
MP250/168| 17 395 96%| n.v.  n.v. n.v. 15 nv. nv. n.v.

MP250/169 6 63 90% 28 79% -125% 6 28 78,6% -125,0%
MP250/170 23 n.v. nv. 100 7%  n.v. 20 96 79,2% n.v.

MP250/171 3 8 62% 8 62% 0% 3 9 66,7% 11,1%
MP250/172 0 13 100% 10 100% -30% 0 10 100,0% -30,0%
MP250/173 10 nv. nv. | 101 90% n.v. n.v. 99 n.v n.v.

MP250/174 10 nv. nv 99 90%  n.v. nv. 100 n.v. n.v.

MP250/175 92 nv. nv. | 291 68% n.v. nv. 283 n.wv. n.v.

MP250/176 62 nv. nv. | 269 7%  n.v. nv. 279 n.v. n.v.

MP250/177 1 16 94% 13 92% -23% 1 13 92,3% -23,1%

Fortsetzung auf nichster Seite. ..
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap| Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj

MP250/178 10 278 96% b7 82% -388% 9 57 84,2% -387,7%
MP250/179 45 424 89%| 122 63% -248%/| n.v. 121  n.v. -250,4%
MP250/180 20 99 80% 65 69% -52% 19 66 71,2% -50,0%
MP250/181 25 207 88% 66 62% -214% 24 67 64,2% -209,0%
MP250/182 16 153 90% 52 69% -194% 15 52 71,2% -194,2%
MP250/183 41 n.v. n.wv. 116 65% n.v. 36 109 67,0% n.v.

MP250/184 16 108 85% 44 64% -145% 15 45 66,7% -140,0%
MP250/185 22 223 90% 62 65% -260% 20 69 71,0% -223,2%
MP250/186 13 127 90% 61 79% -108% 13 62 79,0% -104,8%
MP250/187 22 262 92% 82 73% -220% 21 84 75,0% -211,9%
MP250/188 10 10 0% 10 0% 0% 10 10 0,0% 0,0%
MP250/189 1 46 98% 25 96% -84% 1 25 96,0% -84,0%

MP250/190 7 381 98% 70 90% -444% 2 69 97,1% -452,2%
MP250/191 2 39 95% 13 85% -200% 2 15 86,7% -160,0%
MP250/192 7 7 0% 7 0% 0% 7 7 0,0% 0,0%
MP250/193 21 nv. nv. | 118 82% n.v. nv. 118 n.v. n.v.
MP250/194 8 nv. nv. | 127 94%  n.v. nv. 133  n.v. n.v.
MP250/195 37 nv. nv. 122 70%  n.v. 33 123 73,2% n.v.
MP250/196 590 n.v. n.v. 148 60% n.v. 57 164 652% n.v.
MP250/197 29 nwv. nv. | nv n.v. n.v. 28 n.v. n.v. n.v.
MP250/198 46 nwv. nwv. | nv. n.v. n.v. 31 n.v. n.v. n.v.
MP250/199 12 nv. nv 71 83% n.v. 11 71 84,5% n.v

MP250/200 11 474  98% 67 84% -607% 9 72 87,5% -558,3%
MP250/201 9 10 10% 12 25% 17% 10 10 0,0% 0,0%
MP250/202 30 124 76% 62 52% -100% 30 69 56,5% -79,7%
MP250/203 13 99 87% 28 54% -254% 13 22 40,9% -350,0%
MP250/204 1 206 100% 14 93% -1371% 1 13 92,3% -1484,6%
MP250/205 11 120 91% 82 87% -46% 9 87 89,7% -37,.9%
MP250/206 32 212 85% 91 65% -133% 29 90 67,8% -135,6%
MP250/207 54 397 86%| 143 62% -178%| n.v. 140 n.v. -183,6%

MP250/208 52  n.v. n.v. 132 61% n.v. 47 128 63,3% n.v.
MP250/209 10 23 57% 19 47% -21% 8 25 68,0% 8,0%
MP250/210 26 34 24% 36 28% 6% 21 37 432% 8,1%
MP250/211 43 438 90%| 115 63% -281% 40 122 67,2% -259,0%
MP250/212| 48 n.v. nv 129 63% n.v. nv. 125 nv. n.v.

MP250/213 19 106 82% 49 61% -116% 18 49 63,3% -116,3%
MP250/214 8 21 62% 19 58% -11% 8 18 55,6% -16,7%
MP250/215 4 41 90% 19 79% -116% 3 21 85,7% -952%
MP250/216 4 nv. nwv 39 90% n.v. 1 42 97,6% n.v.

MP250/217 8 658 99% 50 84% -1216% 7 57 87,7% -1054,4%
MP250/218 43 410 90%| 125 66% -228% 39 135 71,1% -203,7%
MP250/219 11 329 97% 58 81% -467% 9 57 84.2% -477,2%
MP250/220 10 236 96% 60 83% -293% 10 58 82,8% -306,9%
MP250/221 11 80 86% 35 69% -129% 11 25 56,0% -220,0%
MP250/222 3 25 88% 19 84% -32% 3 16 81,2% -56,2%
MP250/223 9 102 91% 37 76% -176% 9 28 67,9% -264,3%

MP250/224 67 n.v. n.v. 160 58% n.v. 62 154 59,7% n.v.
MP250/225 1 nv. nw 86 99% n.v. 1 85 98,8% n.v.
MP250/226 5 nv. nv 76 93% n.v. n.v. 84 n.v. n.v.

MP250/227| 35 349 90%| 88 60% -297%| 33 91 63,7% -283,5%
MP250/228 24 364 93% 85 72%  -328% 20 84 76,2% -333,3%
MP250/229 8 467 98% 79 90% -491%| n.v. 78 n.v. -498,7%
MP250/230 6 58 90% 57 89% -2% 6 53 88,7% -9,4%
MP250/231 9 122 93% 56 84% -118% 9 56 83,9% -117,9%
MP250/232 17 119 86% 70 76% -70% 16 72 778%  -653%
MP250/233 12 221 95% 68 82% -225% 8 73 89,0% -202,7%
MP250/234 44 335 87% 88 50% -281% 42 86 51,2% -289,5%
MP250/235 80 nv. nv.|nv. nv n.v. 71 nwv. nv. n.v.

MP250/236| 96 879 89%| n.v. n.v. n.v. 90 n.v. nv. n.v.

Fortsetzung auf nachster Seite. . .
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C.4. Verbindung von exakten und heuristischen Verfahren

... fortgesetzte Tabelle von vorheriger Seite

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap| Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP250/237 24 97 75% 56 57% -73% 24 59 59,3% -64,4%
MP250/238 23 214 89% 69 67% -210% 23 67 657% -219,4%
MP250/239 28 542 95%| 113 75% -380% 28 117 76,1% -363,2%
MP250/240 53 nwv. nv. | nv n.v. n.v. 49 n.v. n.v. n.v.
MP250/241 10 249 96%| n.v. n.v n.v. 8 nv. nuv n.v.
MP250/242 39 nv. nv. | nv n.v. n.v. 39 nv. n.v. n.v.
MP250/243 52 n.v. nwv. | nv. n.v. n.v. 48 n.v. n.v. n.v.
MP250/244| 48 nwv. nv. | nv. nwv. n.v. 40 nv. nw. n.v.
MP250/245 12 nv. nwv. 96 87%  n.v. 11 101 89,1% n.v.
MP250/246 21 218 90% 58 64% -276% 19 57 66,7% -282,5%
MP250/247| 117 n.v. n.wv. | n.v. n.v. n.v. 108 n.v. n.v. n.v.
MP250/248 80 nwv. nv. | nv n.v. n.v. 76 n.v. n.v. n.v.
MP250/249 6 nv. nv 79 92%  n.v. 5 70 92,9% n.v.
MP250/250 31 502 94%/| 100 69% -402% 30 104 71,2% -382,7%
Mittelwert |16,98 100,43 57%|43,19  53% -109%14,79 44,68  54%  -107%

Tabelle C.20. — MP250 gelost unter ZF2 mit GA als Konstruktionsheuristik fiir das
MIP, Zielfunktionswerte nach 545 Minuten Laufzeit.
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP250/1 8,5 85 0% 8,5 0% 0%| 8,5 85 0,0% 0,0%
MP250/2 9,6 96 0% 9,6 0% 0%| 9,6 96 0,0% 0,0%
MP250/3 379 379 0%| 3,79 0% 0%| 3,79 3,79 0,0% 0,0%
MP250/4 -048 -0,48 0%| -0,47 -2% -2%(-0,48 -0,48 0,0% 0,0%
MP250/5 8,7 87 0% 8,7 0% 0%| 87 87 0,0% 0,0%
MP250/6 7,72 772 0%| 7,76 1% 1%| 7,72 7,72 0,0% 0,0%
MP250/7 7.7 7,75 1%| 9,71 21% 20%| 7,7 7,75 0,6% 0,0%

MP250/8 12,62 39,59 68%]| 25,89 51% -53%| 10,9 27,95 61,0% -41,6%
MP250/9 18,43 41,6 56%| 32,79 44% -27%15,68 30,72 49,0% -35,4%
MP250/10 | 21,59 21,65 0%| 22,56 4% 4%|21,65 21,65 0,0% 0,0%
MP250/11 | 12,73 12,73 0% | 15,61 18% 18%(12,61 13,66 7,7% 6,8%
MP250/12 | 14,19 73,14 81%| 41,72 66% -75%1(10,37 42,79 758% -70,9%
MP250/13 | 20,92 73,47 72%| 49,85 58% -47% 17,69 50,88 65,2% -44,4%

MP250/14 | 12,78 12,78 0%| 12,78 0% 0%(12,78 12,78  0,0% 0,0%
MP250/15 | 14,72 14,72 0%| 14,72 0% 0% 14,72 14,72  0,0% 0,0%
MP250/16 | 24,31 25,16 3%| 25,18 3% 0%[25,16 25,16 0,0% 0,0%
MP250/17 787 7,87 0%| 7,87 0% 0%| 7,87 7,87 0,0% 0,0%
MP250/18 2,12 2,12 0%| 2,15 1% 1%| 2,12 2,12 0,0% 0,0%
MP250/19 6 6 0%| 6,04 1% 1% 6 6 0,0% 0,0%

MP250/20 | 16,64 42,35 61%| 34,72 52% -22%(14,94 34,71 57,0% -22,0%
MP250/21 7,85 44,41 82%| 25,84 70% -72%| 7,34 2485 70,5% -78,7%
MP250/22 | 13,33 149,36 91%| 68,75 81% -117%|12,08 68,82 82,4% -117,0%
MP250/23 9,47 9,47 0%| 9,56 1% 1%| 9,47 9,47 0,0% 0,0%
MP250/24 8,45 58,09 85%| 37,72 78% -54%| 8,31 36,69 77,4% -58,3%
MP250/25 18,3 121,63 85%| 42,61 57% -185%(17,87 41,62 57,1% -192,2%
MP250/26 | -1,15 150,59 101%| 23,5 105% -541%]-1,16 22,14 105,2% -580,2%
MP250/27 | -1,17 463,75 100%| 23,43 105% -1879%|-1,24 24,08 105,1% -1825,9%
MP250/28 | 14,85 47,08 68%| 28,64 48% -64% (13,82 27,54 49,8% -71,0%
MP250/29 | 13,83 146,74 91%| 47,81 71% -207% 13,51 50,53 73,3% -190,4%
MP250/30 | 15,54 95,34 84%)| 53,66 71% -78% 15,39 54,48 71,8% -75,0%
MP250/31 5,64 57 1%| 15,56 64% 63%| 4,65 6,63 29,9% 14,0%
MP250/32 7,07 193,51 96%| 40,7 83% -375%| 6,86 45,66 85,0% -323,8%
MP250/33 | -0,59 127,02 100%| 44,44 101% -186%| 0,7 46,51 985% -173,1%
MP250/34 3,62 119,66 97%| 51,42 93% -133%]| 3,34 53,28 93,7% -124,6%
MP250/35 | -0,43 -0,43 0%| 0,73 159% 159%|-0,43 -0,43 0,0% 0,0%

MP250/36 1,55 1,55 0%| 1,55 0% 0%| 1,55 1,55 0,0% 0,0%
MP250/37 0,56 0,56 0%| 0,56 0% 0%| 056 056 0,0% 0,0%
MP250/38 4,82 4,82 0%| 5,84 17% 17%| 4,82 4,82 0,0% 0,0%
MP250/39 | 18,74 3552 47%| 32,83 43% -8% 17,73 36,77 51,8% 3,4%
MP250/40 | 11,01 13,82 20%| 14,82 26% 7%| 9,85 14,75 33,2% 6,3%

MP250/41 7,57 126,33 94%| 45,96 84% -175%| 7,66 459 83,3% -1752%
MP250/42 | 17,02 210,26 92%| 50,92 67% -313%|17,01 50,95 66,6% -312,7%
MP250/43 121 37,06 97%| 13,64 91% -172%| 0,89 13,63 93,5% -171,9%
MP250/44 9,79 25,09 61%| 14,86 34% -69%| 9,4 1582 40,6% -58,6%
MP250/45 724 418 83%| 3541 80% -18%| 59 3538 833% -18,1%
MP250/46 | -0,79 18,42 104%| 10,57 107% -74%|-0,79 11,53 106,9% -59,8%
MP250/47 -0,8 14,04 106%| 11,56 107% -21%-0,81 15,32 105,3% 8,4%
MP250/48 | 12,68 3543 64%)| 27,88 55% -27%(11,62 28,71 59,5% -23,4%
MP250/49 | 14,46 42,4 66%| 29,66 51% -43%(13,25 28,74 53,9% -47,5%

MP250/50 785 7,85 0%| 7,85 0% 0%| 785 7,85 0,0% 0,0%
MP250/51 751 7,51 0%| 7,51 0% 0%| 751 7,51 0,0% 0,0%
MP250/52 451 4,51 0%| 4,52 0% 0%| 4,51 451 0,0% 0,0%

MP250/53 4,38 20,64 79%| 16,91 74% -22%| 2,59 16,94 84,7% -21,8%
MP250/54 | 18,88 46,47 59%/| 30,85 39% -51%(16,34 30,84 47,0% -50,7%
MP250/55 2,42 2,45 1%| 2,53 4% 3%| 243 247 1,6% 0,8%
MP250/56 724 7,25 0%| 7,33 1% 1%| 7,24 725 0,1% 0,0%
MP250/57 548 7,54 27%)| 11,65 53% 35%| 322 11,46 71,9% 34,2%
MP250/58 | 12,75 12,75 0%| 14,72 13% 13%(11,91 14,52 18,0% 12,2%
MP250/59 0,01 161,54 100%| 19,44 100% -731%|-0,01 20,67 100,0% -681,5%

Fortsetzung auf nichster Seite. . .

224



C.4. Verbindung von exakten und heuristischen Verfahren

... fortgesetzte Tabelle von vorheriger Seite

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP250/60 5,18 51,75 90%| 23,94 78% -116%| 5,13 23,84 78,5% -117,1%
MP250/61 | 13,55 26,33 49%| 25,39 47% -4%| 9,39 28,25 66,8% 6,8%
MP250/62 15,78 34,49 54%| 31,84 50% -8% (14,86 32,66 54,5% -5,6%
MP250/63 3,36 81,58 96%| 41,5 92% -97%| 2,82 40,43 93,0% -101,8%
MP250/64 2,43 72,7 97%| 20,58 88% -253%| 2,4 21,46 88,8% -238,8%
MP250/65 -0,54 77,81 101%| 20,78 103% -274%|-0,54 23,64 102,3% -229,1%
MP250/66 7,35 105,33 93%| 31,6 77% -233%| 7,29 53,01 86,2% -98,7%
MP250/67 4,19 71,48 94%| 20,84 80% -243%| 4,17 23,61 82,3% -202,8%
MP250/68 10,66 18,38 42%| 18,68 43% 2%| 9,53 23,46 59,4% 21,7%
MP250/69 9,48 28,47 67%| 23,53 60% -21%| 8,57 235 635% -21,1%
MP250/70 | 12,45 186,93 93%| 45,83 73% -308% (12,17 46,85 74,0% -299,0%
MP250/71 10,36 193,01 95%| 48,68 79% -296% (10,45 53,18 80,3% -262,9%
MP250/72 6,09 104,52 94%| 33,66 82% -211%| 6,15 34,73 82,3% -201,0%
MP250/73 3,93 123,49 97%| 21,57 82% -473%| 3,7 2546 855% -385,0%
MP250/74 -0,76 -0,75 -1%| -0,56 -36% -34%1-0,76 -0,65 -16,9% -15,4%
MP250/75 9,58 37,14 74%| 34,39 72% -8%| 4,79 33,57 857% -10,6%
MP250/76 | 25,32 307,92 92%| 84,57 70% -264%(22,71 83,63 72,8% -268,2%
MP250/77 | 22,38 22,38 0%/ 22,38 0% 0% (22,38 22,38 0,0% 0,0%
MP250/78 -0,95 18,44 105%| 16,23 106% -14%|-0,96 17,22 105,6% -7.1%
MP250/79 9,62 9,62 0%| 9,63 0% 0%| 9,62 9,62 0,0% 0,0%
MP250/80 5,33 5,34 0%| 6,49 18% 18%| 5,34 5,34 0,0% 0,0%
MP250/81 -0,18 84,91 100% 14,9 101% -470% 0 17,89 100,0% -374,6%
MP250/82 13,22 28,67 54%| 26,83 51% -7%1(12,81 29,55 56,6% 3,0%
MP250/83 8,55 31,44 73%| 21,81 61% -44%| 8,6 23,74 63,8% -32,4%
MP250/84 12,67 12,68 0%| 12,83 1% 1%(12,67 12,68 0,1% 0,0%
MP250/85 44,17 54,46 19%)| 56,51 22% 4%139,45 55,49 28,9% 1,9%
MP250/86 | 25,32 30,76 18%| 32,91 23% 7% 12,76 35,54 64,1% 13,4%
MP250/87 | 20,47 31,76 36%| 32,83 38% 3%[15,69 32,77 52,1% 3,1%
MP250/88 2,78 3,71 25%| 3,87 28% 4%| 2,76 3,78 27,0% 1,9%
MP250/89 2,14 6,68 68% 4,8 55% -39%| 1,67 4,79 651% -39,5%
MP250/90 15,18 64,17 76%| 42,6 64% -51%1(14,93 43,57 65,7% -47,3%
MP250/91 18,7 112,02 83%| 50,88 63% -120%18,68 55,59 66,4% -101,5%
MP250/92 11,42 49,87 77%| 25,41 55% -96%| 6,96 26,27 73,5% -89,8%
MP250/93 3,56 20,62 83%| 11,61 69% -78%| 3,53 14,45 756% -42,7%
MP250/94 8,45 8,45 0% 8,56 1% 1%| 8,45 8,45 0,0% 0,0%
MP250/95 853 853 0%| 9,57 11% 11%| 8,53 8,53 0,0% 0,0%
MP250/96 1,21 1,22 1% 2,22 45% 45%| 1,21 1,21 0,0% -0,8%
MP250/97 -0,76 -0,74 -3%| 0,36 311% 306%|-0,76 0,29 362,1% 355,2%
MP250/98 5,7 5,7 0%| 8,81 35% 35%| 4,1 859 52,3% 33,6%
MP250/99 19,72 20,68 5%/| 25,44 22% 19%18,66 23,65 21,1% 12,6%
MP250/100 13 54,3 76%| 43,07 70% -26%| 9,2 50,87 81,9% -6,7%
MP250/101 1,17 54,54 98%| 20,59 94% -165%| 0,93 21,73 957% -151,0%
MP250/102| 3,23 26,66 88%| 16,78 81% -59%| 1,43 18,77 92,4% -42,0%
MP250/103| 29,4 353,49 92%] 118,08 75% -199%| n.v. 132 n.v. -167,8%
MP250/104| 20,39 125,5 84%| 49,7 59% -153%1(19,31 47,69 59,5% -163,2%
MP250/105| 14,38 141,25 90%| 44,75 68% -216% (14,86 46,6 68,1% -203,1%
MP250/106| 0,43 0,43 0%| 0,43 0% 0%| 0,43 0,43 0,0% 0,0%
MP250/107| 3,24 3,24 0%| 3,25 0% 0%| 324 324 0,0% 0,0%
MP250/108 1,88 1,88 0% 2,91 35% 35%| 1,88 1,88 0,0% 0,0%
MP250/109| 9,79 9,79 0%/ 11,82 17% 17%| 9,79 9,79 0,0% 0,0%
MP250/110 1,48 1,48 0% 1,49 1% 1%| 1,48 1,48 0,0% 0,0%
MP250/111| -0,64 -0,64 0%| -0,64 0% 0%|-0,64 -0,64 0,0% 0,0%
MP250/112| -0,51 4,48 111%| 13,48 104% 67%|-0,61 15,34 104,0% 70,8%
MP250/113| 16,59 23,36 29%| 27,38 39% 15%16,48 24,36 32,3% 4,1%
MP250/114| 8,69 175 95%| 54,84 84% -219%10,46 60,73 82,8% -188,2%
MP250/115| 34,23 296,41 88%| 954 64% -211%/33,85 102,91 67,1% -188,0%
MP250/116| 35,48 219,36 84%| 97,73 64% -124%(35,49 97,8 63,7% -124,3%
MP250/117| 31,87 377,83 92%| 154,6 79% -144%26,19 156,61 83,3% -141,3%
MP250/118| 30,35 86,88 65%| 53,55 43% -62% 25,79 56,53 54,4% -53,7%

Fortsetzung auf nachster Seite. . .
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

MIP 1 h GA 5 Min. GA + MIP 5 Min

Instanz LB Obj Gap Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP250/119| 12,22 165,71 93%| 45,59 73% -263%| 11,8 48,42 75,6% -242,2%
MP250/120| 0,49 108,93 100% | n.v. n.v. n.v. 0,49 n.v. n.v. n.v.

MP250/121 3,36 92,45 96% 4.6 27% -1910%| 3,41 6,14 44,5% -1405,7%
MP250/122| 27,81 34,81 20%)| 35,78 22% 3%(25,85 34,77 25,7% -0,1%
MP250/123 26 27,84 7%| 29,8 13% 7%(24,18 27,87 13,2% 0,1%
MP250/124| 21,96 24,18 9% | 24,17 9% 0% (13,32 26,08 48,9% 7,3%
MP250/125| 11,55 14,58 21%| 15,57 26% 6%| 6,47 14,38 55,0% -1,4%
MP250/126| 13,43 17,31 22%)| 17,64 24% 2%(11,82 18,5 36,1% 6,4%
MP250/127| 17,61 n.v. n.v. (102,79 83% n.v. |14,38 101,94 85,9% n.v.

MP250/128| 19,07 24,61 23%| 24,77 23% 1%(11,25 23,64 52,4% -4,1%
MP250/129| 16,66 16,66 0%| 18,61 10% 10% (16,65 16,67 0,1% 0,1%
MP250/130| 19,57 19,57 0%| 19,57 0% 0%119,57 19,57 0,0% 0,0%
MP250/131| 9,98 14,87 33%| 15,87 37% 6%| 9,57 16,85 43,2% 11,8%
MP250/132| 24,59 25,55 4%| 25,74 4% 1%(23,73 2559 7,3% 0,2%
MP250/133| 84,18 n.v. n.v. n.v. n.v. n.v. 80,22 n.v. n.v. n.v.

MP250/134| 53,18 n.v. n.v. n.v. n.v. n.v. 48,95 n.v. n.v. n.v.

MP250/135 0,5 32,37 98%| 23,34 98% -39%|-0,46 24,28 101,9% -33,3%
MP250/136| -0,12 32,53 100%| 18,43 101% -77%| 1,31 16,08 91,9% -102,3%
MP250/137| 10,93 1245 91%| 48,08 77% -159% (11,31 50,17 77,5% -148,2%
MP250/138| 12,25 149,31 92%| 43,25 72% -245%|11,87 51,57 77,0% -189,5%
MP250/139| 9,91 64,93 85%| 24,52 60% -165%| 9,57 29,45 67,5% -120,5%
MP250/140| 8,75 28,29 69%/| 21,52 59% -31%| 8,32 236 64,7% -19,9%
MP250/141| 45,73 n.v. n.v. | 88,79 48% n.v. 44,6 9585 535% n.v.

MP250/142| 32,22 343,31 91%| 85,94 63% -299% (31,63 96,79 67,3% -254,7%
MP250/143| 16,51 32,15 49%| 26,57 38% -21%15,49 31,39 50,7% -2,4%

MP250/144| 12,85 30,26 58%| 29,75 57% -2%| 9,27 29,47 68,5% -2,7%
MP250/145| 30,95 55,17 44%| 482 36% -14%| 26,6 58,29 54,4% 5,4%
MP250/146| 7,27 22,55 68%]| 20,96 65% -8%| 7,04 19,85 64,5% -13,6%

MP250/147 | 14,44 347,93 96%| 78,35 82% -344%/|11,48 78,11 85,3% -345,4%
MP250/148| 18,72 340,62 95%| 83,22 78% -309%|17,01 88,8 80,8% -283,6%
MP250/149| 0,67 59,81 99%| 13,25 95% -351%| 0,66 15,85 95,8% -277,3%
MP250/150| -0,57 -0,57 0%| -0,55 -4% -4%1-0,57 -0,57 0,0% 0,0%
MP250/151| 9,19 27,09 66%| 26,87 66% -1%| 9,19 25,67 64,2% -5,5%
MP250/152| 2,33 86,49 97%| 26,7 91% -224%| 2,29 25,63 91,1% -237,5%
MP250/153| 19,1 306,2 94%| 71,52 73% -328%(18,35 83,55 78,0% -266,5%
MP250/154| 22,36 265,62 92%| 74,58 70% -256%(18,89 79,53 76,2% -234,0%
MP250/155| 24,81 n.v. n.v. n.v. n.v. n.v. 21,73  n.v. n.v. n.v.

MP250/156| 24,92 n.v. n.v. |148,05 83% n.v. [22,54 153,4 85,3% n.v.

MP250/157| 18,29 31,48 42%| 28,51 36% -10% (18,28 29,41 37,8% -7,0%
MP250/158| 51,68 n.v. n.v. |193,84 73%  n.v. n.v. 204,64 n.v. n.v.

MP250/159| 9,22 318,55 97%| 69,77 87% -357%| 8,43 70,7 88,1% -350,6%
MP250/160| 10,15 196,13 95%| 52,22 81% -276%| 9,38 58,59 84,0% -234,7%
MP250/161| 3,15 215,1 99%| 44,39 93% -385%| 2,58 46,42 94,4% -363,4%
MP250/162| 16,21 16,21 0%| 16,22 0% 0% (16,21 16,21 0,0% 0,0%
MP250/163| -0,98 151,33 101%| 30,46 103% -397%|-1,01 38,39 102,6% -294,2%
MP250/164 -1,2 130,01 101%| 25,57 105% -408%|-1,22 28,48 104,3% -356,5%
MP250/165| 0,08 0,11 27%| 0,35 7% 69%| 0,08 0,16 50,0% 31,2%

MP250/166| 3,98 3,98 0%| 4,05 2% 2%| 3,98 3,98 0,0% 0,0%
MP250/167| 19,39 67,93 71%| 34,73 44% -96%(19,39 35,63 45,6% -90,7%
MP250/168| 14,32 341,89 96% | n.v. n.v. n.v. 13,96 n.v. n.v. n.v.

MP250/169| 5,62 90,48 94%| 29,79 81% -204%| 5,62 31,71 82,3% -185,3%
MP250/170| 20,34 n.v. n.v. 102,82 80% n.v. [19,41 99,6 80,5% n.v.
MP250/171| 2,57 596 57%| 13,07 80% 54%| 0,88 9,93 91,1% 40,0%

MP250/172 3,2 10,86 71%| 10,89 71% 0% | -0,85 16,1 105,3% 32,5%
MP250/173| 10,16 n.v. n.v. 101,9 90% n.v. n.v. 111,54 n.v. n.v.
MP250/174| 7,58 n.v. n.v. 96,65 92%  n.v. nv. 99,73 n.v. n.v.
MP250/175| 91,32 n.v. n.v. 309,29 70%  n.v. nv. 3074 n.v. n.v.
MP250/176| 62,08 n.v. n.v. 293,53 79%  n.v. n.v. 286,75 n.v. n.v

MP250/177| -0,54 37,08 101%| 12,21 104% -204%|-0,54 12,54 104,3% -195,7%

Fortsetzung auf nichster Seite. ..
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C.4. Verbindung von exakten und heuristischen Verfahren

... fortgesetzte Tabelle von vorheriger Seite

MIP 1 h GA 5 Min. GA + MIP 5 Min

Instanz LB Obj Gap Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP250/178 9,15 240,75 96%| 58,24 84% -313%| 8,22 63,99 87,2% -276,2%
MP250/179| 45,48 420,02 89%| 121,9 63% -245% (43,08 128,65 66,5% -226,5%
MP250/180| 19,96 237,3 92%| 66,91 70% -255%1(20,23 63,94 68,4% -271,1%
MP250/181| 23,09 204,61 89%| 66,39 65% -208% 23 71,23 67,7% -187,3%
MP250/182| 17,64 194,36 91%| 54,32 68% -258% (16,53 59,8 72,4% -225,0%
MP250/183| 42,17 n.v. n.v. 117,59 64% n.v. |35,94 115,78 69,0% n.v.

MP250/184| 14,52 147,97 90%| 46,56 69% -218%/14,23 48,56 70,7% -204,7%
MP250/185| 20,73 220,93 91%/| 66,46 69% -232%(19,79 65,1 69,6% -239,4%
MP250/186| 13,11 134,96 90%| 62,84 79% -115%|13,75 62,64 78,0% -115,5%
MP250/187| 21,28 269,65 92%| 90,29 76% -199%(20,44 80,22 74,5% -236,1%
MP250/188| 9,62 9,62 0%| 11,58 17% 17%| 9,62 9,62 0,0% 0,0%
MP250/189 0,25 101,06 100%| 26,58 99% -280%| 0,19 24,43 99,2% -313,7%
MP250/190 5,79 234,04 98%| 70,76 92% -231% 48 77,62 93,8% -201,5%
MP250/191 0,49 32,08 98%| 15,51 97% -107%| 0,48 19,89 97,6% -61,3%
MP250/192 6,35 6,35 0% 6,41 1% 1%| 6,35 6,35 0,0% 0,0%
MP250/193| 21,53 n.v. n.v. 124,19 83% n.v. n.v. 142,62 n.v. n.v.

MP250/194 9,62 n.v. n.v. |129,32 93% n.v. 4,07 120,14 96,6% n.v.

MP250/195| 37,44 n.v. n.v. |125,68 70% n.v. [33,92 12551 73,0% n.v.

MP250/196| 59,05 436,89 86% |141,53 58% -209%56,58 165,34 65,8% -164,2%
MP250/197| 30,52 n.v. n.v. n.v. n.v. n.v. 29,59 n.v. n.v. n.v.

MP250/198 47,52 n.v. n.v. n.v. n.v. n.v. 32,83 n.v. n.v. n.v.

MP250/199| 10,52 n.v. n.v. | 77,51 86% n.v. [10,12 75,44 86,6% n.v.

MP250/200| 12,36 449,56 97% 73,4 83% -512%| 9,33 73,11 87,2% -514,9%
MP250/201 9,11 9,11 0%| 11,19 19% 19%| 6,65 9,11 27,0% 0,0%
MP250/202 29 108,6 73%| 60,69 52% -79%1(29,36 64,59 545% -68,1%
MP250/203| 11,29 161,82 93%| 31,47 64% -414%|11,27 29,85 62,2% -442,1%
MP250/204| -0,65 237,4 100%| 15,39 104% -1443%|-0,69 20,22 103,4% -1074,1%
MP250/205 9,76 281,54 97%| 84,61 88% -233%| 8,66 88,68 90,2% -217,5%
MP250/206| 31,09 250,87 88% 93,7 67% -168%(29,68 96,41 69,2% -160,2%
MP250/207| 53,44 470,2 89%|144,88 63% -225%| n.v. 14529 n.v. -223,6%
MP250/208 50,9 n.v. n.v. |131,52 61% n.v. 46,62 138,25 66,3% n.v.

MP250/209 8,62 29,24 71%| 25,53 66% -15%| 6,71 25,38 73,6% -15,2%
MP250/210| 21,37 36,2 41% 39,3 46% 8%(19,53 39,1 50,1% 7.4%
MP250/211| 41,55 499,31 92%119,78 65% -317%/39,87 132,88 70,0% -275,8%
MP250/212| 47,27 n.v. n.v. |134,85 65% n.v. n.v. 12795 n.v. n.v.

MP250/213| 18,77 109,42 83%| 55,77 66% -96%18,33 52,69 652% -107,7%
MP250/214 7,12 39,2 82%| 19,54 64% -101%| 7,12 26,02 72,6% -50,7%
MP250/215 2,55 79,91 97%| 24,53 90% -226%| 2,52 38,46 93,4% -107,8%
MP250/216 1,57 563,42 100%| 63,41 98% -789%| 0,16 70,92 99,8% -694,4%
MP250/217 7,73 n.v. n.v. 64,98 88% n.v. 566 7585 92,5% n.v.

MP250/218| 42,86 n.v. n.v. | 126,9 66% n.v. [38,46 138,72 72,3% n.v.

MP250/219| 10,53 266,81 96% 60,4 83% -342%| 9,37 67,2 86,1% -297,0%
MP250/220| 8,74 222,77 96%/| 60,35 86% -269%| 8,26 63,4 87,0% -251,4%
MP250/221 9,45 7493 87%| 30,33 69% -147%| 9,39 28,02 66,5% -167,4%
MP250/222 1,97 68,43 97%| 29,37 93% -133%| 2,02 19,25 89,5% -255,5%
MP250/223 8,07 112,03 93%| 28,26 71% -296%| 7,91 34,04 76,8% -229,1%
MP250/224| 66,54 n.v. n.v. |159,33 58% n.v. 61,81 167,72 63,1% n.v.

MP250/225| 0,58 354,99 100%| 89,51 99% -297%| 0,14 89,64 99,8% -296,0%
MP250/226 1,94 478,25 100%| 73,22 97% -553%| 0,45 87,19 99,5% -448,5%
MP250/227| 34,15 338,39 90%/| 90,55 62% -274%|32,31 98,51 67,2% -243,5%
MP250/228| 24,97 n.v. n.v. 89,37 2% n.v. 19,39 91,45 78,8% n.v.

MP250/229 7,71 479,64 98%| 77,43 90% -519% 43 80,43 94,7% -496,3%
MP250/230 5,85 134,47 96% 58,3 90% -131%| 5,28 61,64 91,4% -118,2%
MP250/231 7,54 128,92 94%| 59,13 87% -118%| 7,47 n.v. n.v. n.v.

MP250/232| 16,59 233,78 93%| 66,03 75% -254%| 15,9 68,38 76,7% -241,9%
MP250/233 9,57 391,45 98%| 72,58 87% -439%| 6,93 74,31 90,7% -426,8%
MP250/234| 43,05 328,11 87%/| 95,02 55% -245%| 41,1 86,31 52,4% -280,2%
MP250/235| 81,16 n.v. n.v. n.v. n.v. n.v. |70,41 n.v. n.v. n.v.

MP250/236| 93,06 814,47 89%| n.v. n.v. n.v. |88,72 n.v. n.v. n.v.

Fortsetzung auf nachster Seite. . .
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Anhang C. Ergebnisse numerischer Testlaufe - heuristische Lésungsverfahren

... fortgesetzte Tabelle von vorheriger Seite

MIP 1 h GA 5 Min. GA + MIP 5 Min
Instanz LB Obj Gap Obj Gap LB Gap Obj| LB Obj Gap LB Gap Obj
MP250/237| 24,06 61,75 61%| 58,5 59% -6% (23,32 64,11 63,6% 3,7%

MP250/238| 22,95 199,88 89%| 68,5 66% -192%21,92 74,28 70,5% -169,1%
MP250/239| 28,74 536,94 95% (112,91 75% -376% 26,95 112,08 76,0% -379,1%

MP250/240| 52,24 n.v. n.v. n.v. n.v. n.v. 49,26 n.v. n.v. n.v.
MP250/241| 10,57 338,03 97%| n.v. n.v. n.v. 8,9 n.v. n.v. n.v.
MP250/242| 38,73 243,4 84%| n.v. n.v. n.v. 38,53 n.v. n.v. n.v.
MP250/243| 54,73 n.v. n.v. n.v. n.v. n.v. 48,11 n.v. n.v. n.v.
MP250/244| 47,23 n.v. n.v. n.v. n.v. n.v. |38,64 n.v. n.v. n.v.

MP250/245| 10,02 n.v. n.v. |101,73 90% n.v. 8,34 115,97 92,8%  n.v.
MP250/246| 20,29 198,63 90%/| 60,79 67% -227%18,85 61,6 69,4% -222,5%
MP250/247|115,43 n.v. n.v. n.v. n.v. n.v. 110,6 n.v. n.v. n.v.
MP250/248| 85,51 n.v. n.v. n.v. n.v. n.v. 76,72 n.v. n.v. n.v.
MP250/249| 4,97 n.v. n.v. | 8319 94% n.v. 3,84 8234 953% n.v.
MP250/250| 30,67 483,37 94%109,33 72% -342%128,91 122,45 76,4% -294,7%

Mittelwert | 16,2 112,5 60,6%| 44,64 58,0% -141,8%13,95 46,32 59,0% -129,2%

Tabelle C.21. — MP250 gelost unter ZF3 mit GA als Konstruktionsheuristik fiir das
MIP, Zielfunktionswerte nach 5+5 Minuten Laufzeit.
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