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Innovationspotentiale auf dem Weg zu Industrie 4.0

Jiirgen Gausemeier, Anja Czaja, Christian Diilme
Heinz Nixdorf Institut, Universitét Paderborn
Flirstenallee 11, 33102 Paderborn
Tel. +49 (0) 5251/ 60 62 67, Fax. +49 (0) 5251 /60 62 68
E-Mail: {Juergen.Gausemeier|Anja.Czaja|Christian.Dilme}@hni.upb.de

Zusammenfassung

Mehr denn je wird die rasante Entwicklung der Informations- und Kommunikations-
technik den Maschinenbau und verwandte Branchen prigen. Es zeichnen sich Erzeug-
nisse und Geschéftsprozesse mit einer inhdrenten Teilintelligenz ab, die iiber das Inter-
net kommunizieren und ggf. kooperieren. Dafiir steht der Begriff Cyber-Physical Sys-
tems (CPS). Die Auspriagung von CPS auf die industrielle Wertschopfung wird als In-
dustrie 4.0 bezeichnet. Offenbar er6ffnen sich aus Industrie 4.0 faszinierende Moglich-
keiten. Dabei darf aber nicht tibersehen werden, dass der Einsatz geballter Informations-
und Kommunikationstechnik am Ende einer wohlstrukturierten Handlungskette stehen
muss, die in erster Linie durch die Notwendigkeit der strategischen Unternehmenstiih-
rung bestimmt sein muss. In diesem Sinne zeigt der Beitrag, wie die Erfolgspotentiale
der Zukunft friihzeitig erkannt werden und wie erfolgversprechende Geschéiftsmodelle
entstehen konnen. Einen weiteren Schwerpunkt bildet die Systematik der Produktent-
stehung. Diese verdeutlicht, dass Produkt-, Dienstleistungs- und Produktionssyste-
mentwicklung integrativ zu erfolgen haben und diese wiederum im engen Wechselspiel
mit der strategischen Planung vorzunehmen sind. Fiir diese neue Art der Entwicklung
von Marktleistungen, muss ein neuer Ansatz der Entwicklungsmethodik gewahlt wer-
den, weil die heute etablierten Entwicklungsmethodiken fachgebietszentriert sind und
die Integration der beteiligten Fachgebiete wie Mechanik, Elektrotechnik/Elektronik
und Softwaretechnik nicht unterstiitzen. Systems Engineering ist der von uns propagier-
te Ansatz. Wir zeigen, wie auf der Basis von digitalen Modellen der zu entwickelnden
Objekte im Zeitalter von Cyber-Physical Systems intelligente Produkte und Produkti-
onssysteme erfolgreich entwickelt werden konnen.

Schliisselworte

Intelligente Technische Systeme, Cyber-Physical Systems, Industrie 4.0, Produktentste-
hung, Systems Engineering, Virtualisierung, Szenarien, Unternehmensfiihrung, Ge-
schiftsstrategien, Geschéftsmodelle
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Innovation Potential on the Way to Industrie 4.0

Abstract

The fast development of information and communication technology will influence ma-
chines construction and manufacturing engineering, as well as the related industries
more than ever. There will be products and business processes with inherent intelli-
gence, which communicate and cooperate through the internet. The term Cyber-Physical
Systems (CPS) stands for this direction. The particular aspect of Cyber-Physical Sys-
tems (CPS), which focuses on the added industrial value, is called Industrie 4.0. Obvi-
ously, Industrie 4.0 allows fascinating opportunities. In this context, it should be borne
in mind that for the application of information and communication technology a well-
structured chain of actions is necessary, which first and foremost has to be based on the
strategic business management. In this regard, this paper presents how to early detect
success potential and to deduce promising business models. Another focus lies on the
systematic of product development. This illustrates that product, service, and production
systems have to be developed interactively and closely related to the strategic planning.
Therefore, a new development approach is necessary; the established development ap-
proaches only focus on one discipline and do not support the integration of mechanics,
electronics, and software fields. Systems engineering (SE) is an approach that has a po-
tential to fulfill these requirements. We show how to successfully develop intelligent
products and production systems based on virtual system models.

Keywords

intelligent technical systems, cyber-physical systems, Industrie 4.0, product engineer-
ing, systems engineering, virtualization, scenarios, business management, business
strategy, business models
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1 Von der Mechatronik zu Industrie 4.0

Die von uns primér betrachteten Branchen Maschinen- und Anlagenbau, Elektrotech-
nik/Elektronik, Automobilindustrie und Medizintechnik vollziehen mit ihren Erzeugnis-
sen und Produktionssystemen einen Wandel zu Systemen mit einer inhdrenten Teilintel-
ligenz. Dafiir stehen die populdren Begriffe Intelligente Technische Systeme, Cyber-
Physical Systems und Industrie 4.0. Wesentlicher Treiber dieser Entwicklung ist die
Informations- und Kommunikationstechnik (IKT), die in enger Beziehung zur Kogniti-
onswissenschaften Systeme ermoglicht, die adaptiv, robust, vorausschauend und benut-
zungsfreundlich sind (siehe Bild 1).

Intelligente Technische Systeme...

adaptiv

...interagieren mit dem Umfeld und passen
sich diesem autonom an

robust

...bewaéltigen auch unerwartete und vom
Entwickler nicht berticksichtigte Situationen
in einem dynamischen Umfeld

vorausschauend

...antizipieren auf Basis von Erfahrungswissen
die kiinftigen Wirkungen von Einfliissen und
mdgliche Zustande

benutzungsfreundlich

... beruicksichtigen das spezifische
Benutzerverhalten

Bild 1: FEigenschaften von intelligenten technischen Systemen

Im Rahmen der Technologiekonzeption des BMBF-Spitzenclusters ,,Intelligente Tech-
nische Systeme Ostwestfalen-Lippe (it’'s OWL)* strukturieren wir entsprechend Bild 2
ein intelligentes technisches System in vier Einheiten: Grundsystem, Sensorik, Aktorik
und Informationsverarbeitung. Der Informationsverarbeitung kommt dabei eine zentrale
Rolle zu. Sie interveniert via Kommunikationssystem zwischen der Sensorik, durch die
die notwendigen Informationen iiber die Betriebssituation wahrgenommen werden, und
der Aktorik, die im Zusammenspiel mit dem Grundsystem die letztliche physische Sys-
temaktion ausfiihrt. Beim Grundsystem handelt es sich in der Regel um mechanische
Strukturen.

Wir bezeichnen eine derart elementare Konfiguration aus den genannten vier Einheiten
als Teilsystem. Beispiele fiir Teilsysteme sind Antriebe, Automatisierungskomponen-
ten, intelligente Energiespeicher etc. Systeme, wie eine Werkzeugmaschine, bestehen in
der Regel aus mehreren Teilsystemen, die als interagierender Verbund zu betrachten
sind.
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In erster Linie prigt die Art der Informationsverarbeitung den beabsichtigten Wandel
von mechatronischen zu intelligenten technischen Systemen. So verfiigen Erstere nur
iiber eine reaktive und relativ starre Informationsverarbeitung zwischen Sensorik und
Aktorik. Intelligente Technische Systeme hingegen konnen diese gezielt modifizieren.
Reaktive Wirkungsabldufe werden dabei nicht vollstindig ersetzt, da die meisten exis-
tentiellen Systemmechanismen schon aus Griinden der Sicherheit reaktiv und reflexartig
ablaufen miissen.

Das aus der Kognitionswissenschaft stammende Dreischichtenmodell fiir die Verhal-
tenssteuerung [Str98] veranschaulicht diese abstrakte Sichtweise auf die Informations-
verarbeitung intelligenter Systeme: Die nicht-kognitive Regulierung enthilt die kontinu-
ierliche Steuerung und Regelung (motorischer Regelkreis) sowie Reflexe. Ubertragen
auf ein mechatronisches System wire das beispielsweise die Sicherstellung des kontrol-
lierten Bewegungsverhaltens eines Mehrkorpersystems, z.B. aktives Fahrwerk eines
PKWs. Die assoziative Regulierung enthidlt u.a. Reiz-Reaktions-Mechanismen und
Konditionierung. In einem technischen System wiirde die Reglerumschaltung — z.B. von
einer Geschwindigkeits- auf eine Abstandsregelung — auf dieser Schicht veranlasst.

Die kognitive Regulierung weist typische Funktionen der kiinstlichen Intelligenz wie
Zielmanagement, Planung und Handlungssteuerung auf. Eine technische Realisierung
auf dieser Schicht wire die Selbstoptimierung, wonach ein System aufgrund geénderter
Betriebsbedingungen automatisch seine Ziele modifiziert und dann sein Verhalten
selbststindig an die verdnderten Ziele anpasst [GRS14].

Ein weiterer zentraler Punkt des Technologiekonzepts ist, dass intelligente technische
Systeme — die hdufig geographisch verteilt sind — kommunizieren und kooperieren. Die
Funktionalitét des entstechenden vernetzten Systems erschlie3t sich erst durch das Zu-
sammenspiel der Einzelsysteme. Weder die Vernetzung noch die Rolle der Einzelsys-
teme ist statisch; vielmehr kann sich beides im Sinne der geforderten Gesamtfunktiona-
litdt verandern.

Die Vernetzung erfolgt zunehmend in globaler Dimension. Dabei werden Ansétze im
Sinne von Cyber-Physical Systems integriert, die in der Vergangenheit vollig separat
betrachtet wurden, wie beispielsweise Cloud Computing einerseits und eingebettete
Systeme andererseits. Das vernetzte System wird nicht mehr ausschlieBlich durch eine
globale Steuerung beherrschbar sein, vielmehr muss auch durch lokale Strategien ein
global gutes Verhalten erreicht werden.
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Vernetztes
System Informations-
verarbeitung
Kognitive
Kommunikations= Regulierung
Assoziative

Mensch-Maschine-

Regulierung Schnittstelle
_______________ Nicht kognitive |5 """ """ Mensch

Regulierung

! Kommunika- Kommunika-
! tionssystem tionssystem .
Leistungs- Y E
versorgung . . .
> Aktorik Teilsystem Sensorik Umgebung
i A [}
I -
> Grundsystem
Legende
----- » |nformationsfluss ——®  Energiefluss = Stofffluss

: interne Einheit [:] externe Einheit

Bild 2: Intelligente mechatronische Systeme

Vor diesem Hintergrund erweist sich die Verbindung der Konzepte mit der Bezeich-
nung Internet der Dinge und Internet der Daten und Dienste als ein entscheidender Trei-
ber der skizzierten Entwicklung zu cyber-physischen Systemen. Wie in Bild 3 darge-
stellt, handelt es sich um zwei konvergierende Entwicklungsstringe, die neue Perspek-
tiven in vielen Lebens- und Wirtschaftsbereichen erdffnen. Diese neuen Anwendungs-
felder sind in Bild 4 beispielhaft wiedergegeben.

Das Internet der Dinge ist letztlich das Resultat aus der oben beschriebenen Technolo-
giekonzeption. In diesem kommunizieren physische Objekte, z.B. Werkstiicke, Maschi-
nen, Betriebsmittel, Lager- und Transportsysteme und Fertigungsleitstand, die inhdrente
Teilintelligenz aufweisen, iiber Internet oder andere Netze.

Der Wandel zu einer virtuellen Geschaftswelt basiert hingegen auf einem zunechmenden
Angebot von internetbasierten Dienstleistungen und der Verfligbarkeit von groflen Da-
tenmengen, die immer schneller verarbeitet werden kdnnen.

Globale Datennetze, basierend auf Technologien wie Big Data, Cloud Computing und
Smart Devices, ermoglichen ein Internet der Daten und Dienste, aus dem sich faszi-
nierende Mdglichkeiten fiir innovative Dienstleistungen — oft in geschickter Kombinati-
on von Sachleistungen — und attraktive Geschéiftsmodelle ergeben [ASSW14].



Seite 16 Gausemeier, Czaja, Diilme

Zentralrechner

1 Benutzer,
1 Computer
Data Warehouses,
Internet, PC

1 Benutzer,
viele Computer
Big Data,
Cloud Computing,
Smart Devices

Internet der Daten
und Dienste

Cyber-Physical
Systems (CPS)

Internet der Dinge

P

; + IP-Fahigkeit
Eingebettete + Semantische Beschreibung
Systeme + Vernetzung, Internet (M2M)

+ Drahtlose Kommunikation

—= + Sensorik, Aktorik
Physikalische + Integration hochleistungs-
Objekte, Gerate, ... fahiger Kleinstcomputer

Bild 3:  Zwei konvergierende Entwicklungsstringe als Innovationstreiber [FA13]

Smart Buildings

Smart Mobility Smart Products

Internet der Daten
und Dienste

Smart Health

Bild 4:  Anwendungsfelder von intelligenten vernetzen Systemen — Cyber-Physical
Systems nach [FAI3]

Die Auspriagung der beschriebenen Konzepte Internet der Dinge und Internet der Daten
und Dienste auf die industrielle Wertschopfung fiihrt zu dem Begriff Industrie 4.0, der
eine Entwicklung zum Ausdruck bringt, die in der Riickschau moglicherweise als die 4.
Industrielle Revolution gesehen wird. Wir verstehen unter Industrie 4.0 die Fahigkeit
von Produktionsmitteln, sich ad hoc zu leistungsfahigen Wertschopfungsnetzwerken
iiber Unternehmensgrenzen hinweg zu konfigurieren (siche Bild 5). Dies setzt voraus,
dass die Produktionsmittel, wie Maschinen, Betriebsmittel, Lager- und Transportsyste-
me eine inhdrente Teilintelligenz mit den Eigenschaften adaptiv, robust und voraus-
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schauend aufweisen und sich iiber innovative Benutzungsoberflichen jeder Zeit erkli-
ren und dem Menschen kontextkonforme Moglichkeiten der Interaktion mit dem Sys-
tem anbieten. In Erginzung zu den Produktionsmitteln tragen die zu produzierenden
Objekte wie Werkstiicke, Baugruppen und Erzeugnisse Informationen {iber die Resulta-
te bereits durchlaufener und bevorstehender Wertschopfungsstufen mit sich, sodass das
die ,,smarten” Produkte sich quasi ihren Weg durch ein Wertschopfungsnetzwerk bah-
nen. Die klassische strenge Strukturierung der Informationsverarbeitung in einem auto-
matisierten Produktionssystem in eine horizontale Integration (auf gleicher Aggregati-
onsstufe — also Maschine/Maschine oder Fertigungsbetrieb/Fertigungsbetrieb) und in
eine vertikale Integration (iiber die klassischen Leitebenen: Sensor/Aktor-Maschinen-,
Prozess-, Fertigungs- und Betriebsleitebene) ist nicht mehr zwingend, da jedes IP-fdhige
physische Objekt mit jedem anderen via Internet kommunizieren kann.

Die Protagonisten von Industrie 4.0 versprechen sich eine Fiille von Vorteilen, wie bei-
spielsweise die oft genannte Fahigkeit komplexe Erzeugnisse kundenspezifisch zu den
Kosten eines GroBserienerzeugnisses herzustellen. Es zeichnet sich ab, dass das Para-
digma der flexiblen Automation einen erheblichen Leistungsschub erfdhrt, der auch
iber den einzelnen Fertigungsbetrieb hinaus ein gesamtes unternehmensiibergreifendes
Wertschopfungsnetzwerk erfasst. Die erwartete Produktivititssteigerung diirfte ent-
scheidend dazu beitragen, den sich in den néchsten Jahrzehnten abzeichnenden Fach-
kraftemangel zu kompensieren und die Wettbewerbsféhigkeit einer Hochlohnwirtschaft
zu erhalten.

Internet der Daten
und Dienste

0oog
0ooo
0000
([ [ o

Internet der Dinge L[]

—|
[ |

Ad hoc-Vernetzung von intelligenten Maschinen, Betriebsmitteln,
Produkten/Werkstlicken sowie Lager- und Transportsystemen via
Internet zu leistungsféhigen Wertschopfungsnetzwerken.
Sicherung der Wettbewerbsfahigkeit einer Hochlohn-Wirtschaft.
Industrie 4.0: Evolutiondre dynamische Entwicklung, die spater
als vierte industrielle Revolution eingestuft wird.

Bild 5: Industrie 4.0 — Ein neues Paradigma fiir industrielle Wertschopfung

Bei aller Euphorie fiir Industrie 4.0 darf nicht iibersehen werden, dass die Einfiihrung
und Nutzung von IT-Systemen am Ende einer gut iiberlegten Handlungskette steht und
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nicht am Anfang; ,,das Pferd darf nicht von hinten aufgezdumt werden*. Bild 6 verdeut-
licht die vier Stufen einer idealtypischen Handlungskette [GP14].

1) Vorausschau: Hier geht es um das Antizipieren der Entwicklungen von Miérkten,
Technologien und Geschiftsumfeldern, um die Chancen von morgen, aber auch die
Bedrohungen fiir das etablierte Geschéft von heute frithzeitig zu erkennen.

2) Strategien: Hier sind Geschéfts-, Produkt- und Technologiestrategien zu entwickeln,
um die erkannten Chancen von morgen rechtzeitig zu nutzen.

3) Prozesse: Getreu dem Motto ,,structure follows strategy* sind auf dieser Ebene die
Geschéftsprozesse so zu gestalten, dass sie die gewdéhlten Strategien optimal unter-
stutzen.

4) Systeme: Auf dieser Ebene sind die wohlstrukturierten Geschéftsprozesse durch IT-
Systeme zu unterstiitzen.

Beruht die Geschéftsstrategie auf
einer Vision (Zukunftsentwurf)?

Q Folgen die Prozesse einer
Geschéftsstrategie?

Vorausschau

D Sind die zu unterstiitzenden
: Geschaftsprozesse definiert?

Strategien

ndustrie 4.0<

Systeme
Bild 6: 4-Ebenen-Modell zur zukunftsorientierten Unternehmensgestaltung

Im Prinzip zielen die beiden oberen Ebenen auf die unternehmerische Effektivitit — also
das ,,Richtige* tun — und die beiden unteren Ebenen auf die strategisch begriindete Effi-
zienz — also es ,,richtig® tun — ab. Wie in Bild 6 angedeutet adressiert Industrie 4.0 in
erster Linie die Systemebene. Bevor es hier zu Aktivitdten und Investitionen kommt,
sind mit Bezug auf die drei iibergeordneten Ebenen die im Bild wiedergegeben Fragen
zu stellen. Erst wenn diese beantwortet sind, haben Industrie 4.0-Losungen eine Aus-
sicht auf Erfolg.

Eine exportorientierte Industrienation mit der Branchenstruktur Deutschlands kann es
sich nicht leisten, sich auf die Anwendung von Industrie 4.0 zu beschrianken. Deutsch-
land muss auch ein Anbieter von Industrie 4.0-Ausriistung und-Losungen auf den glo-
balen Mirkten werden. Der Begriff ,,Duale Strategie bringt das zum Ausdruck, was
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heiflt, dass Deutschland sowohl Leitmarkt ist als auch als Leitanbieter fiir Industrie 4.0
auftritt. Vor diesem Hintergrund stellen sich die folgenden Schliisselfragen:

e Welche Rahmenbedingen miissen gegeben sein, damit Deutschland ein Leit-
markt werden kann?

e Wo liegen die Mirkte fiir die Leitanbieterindustrie und was fordern diese?

e Auf welche Mitbewerber wird die deutsche Leitanbicterindustrie stolen?

e Wie muss sich die Leitanbieterindustrie entwickeln, um auf den Mirkten von
morgen erfolgreich zu sein?

Im folgenden Kapitel versuchen wir derartige Fragen zu beantworten.

2 Erfolgspotentiale der Zukunft erkennen

Industrie 4.0 eroffnet eine Vielzahl von Marktleistungsinnovationen. Um diese zu er-
kennen, sind die Grenzen des gewohnten Denkens zu iiberwinden. Die Szenario-
Technik ist das dafiir geeignete Denkzeug. Ein Szenario ist eine allgemeinverstiandliche
und nachvollziehbare Beschreibung einer méglichen Situation in der Zukunft, die auf
einem komplexen Netz von Auspriagungen (Projektionen) von Einflussfaktoren beruht
[GP14]. Bei der Vorausschau ist zwischen dem Szenariofeld und dem Gestaltungsfeld
zu unterscheiden (siehe Bild 7). Das Szenariofeld umfasst das zukiinftige Umfeld fiir
Industrie 4.0 in Deutschland. Es enthélt ausschlieBlich externe, von einzelnen Unter-
nehmen nicht lenkbare Umfeldgrofen. Das Gestaltungsfeld dient der Vorausschau al-
ternativer Gestaltungsmoglichkeiten von Industrie 4.0; Basis sind von Politik, Verbén-
den und Unternehmen beeinflussbare Lenkungsgrofen.

Umfeld fiir Industrie 4.0: 2030

Bestimmt durch Einflusse, wie
* Selbstbestimmung

* Durchdingung mit IKT
» Guterverkehr

« Forschungspolitik

Rahmenbedingungen Gestaltungsfeld:

Bestimmt durch Gestaltungs-
variablen, wie

* Innovationssystem

* Digitale Infrastruktur

Politik Okonomie Gesellschaft Umwelt

* Arbeitsrecht « IT-Sicherheit
* Rolle der Internet- * Wertschépfungskonzeption
giganten * Produktionsarchitektur

» Umgang mit geistigem
Eigentum (IP)

» Beschaftigungsverhaltnisse

Bild 7:  Umfeld Deutschland und Gestaltungsfeld Industrie 4.0

Das Vorgehen bei der Szenario-Erstellung umfasst finf Schritte, die im Folgenden an-
hand des Beispiels Industrie 4.0 erldutert werden.

Einflussfaktoren identifizieren (Schritt 1): Hierzu wird das Szenariofeld in die Ein-
flussbereiche Rahmenbedingungen, Technologie, Mensch und Organisation unterteilt.
Die Einflussbereiche dienen als Suchfelder zur Identifikation von Einflussfaktoren. Dies
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fiihrt zu 61 Einflussfaktoren. Beispiele fiir Einflussfaktoren sind Selbstbestimmung,
Struktur der Arbeit oder Durchdringung mit IKT:

e Selbstbestimmung: Selbstbestimmung bedeutet nach freiem Willen iiber sein
Leben entscheiden zu konnen und setzt daher voraus, dass der Mensch sich {iber
seine eigenen Ziele im Klaren ist. Es gibt zwei psychologische Auspriagungen:
Der Mensch ist mit festen Vorgaben und damit einhergehender Entbindung von
Entscheidungen zufrieden (z.B. aufgrund von Uberforderung). Oder er will
selbst entscheiden wann, wo und wie er arbeiten mochte. Im zweiten Fall erhoht
selbstbestimmtes Arbeiten die Motivation und somit auch die Leistung.

e Struktur der Arbeit: Hierunter wird die Verteilung von hoch und gering quali-
fizierten Tétigkeiten verstanden. Nach HIRSCH-KREINSEN kann Industrie 4.0 zu
einer ausgepriagten Polarisierung der Arbeit fiihren. Viele Tatigkeiten wiirden
demnach anspruchsvoller, zugleich wiirde es dort, wo sich Automatisierung
nicht lohnt, einen hohen Anteil manueller Arbeit geben [Hir14].

¢ Durchdringung mit IKT: Die Durchdringung der Arbeits- und Lebenswelt mit
Informations- und Kommunikationstechnik wird zum einen durch die technische
Entwicklung in diesem Bereich beeinflusst. Diese Entwicklungen stoBen oft
weitere Innovationen in anderen Industriezweigen an und wirken daher als Be-
fahiger (Enabler). Zum anderen spielen die Bereitschaft bzw. die Moglichkeit
der Menschen, neue Informations- und Kommunikationstechnologien in ihren
Alltag zu integrieren, eine grofle Rolle fiir deren Verbreitung. So kann die zu-
nehmende Durchdringung mit Informations- und Kommunikationstechnik ,,als
Segen* oder ,,als Fluch* empfunden werden.

Schliisselfaktoren ermitteln (Schritt 2): Aus der relativ groBen Anzahl von Einfluss-
faktoren sind diejenigen zu ermitteln, die das Szenariofeld besonders priagen und einen
besonders hohen Einfluss auf den Untersuchungsgegenstand ausiiben. Dazu wird auf
eine Einflussanalyse zur Betrachtung der direkten und indirekten Beziehung der Ein-
flussfaktoren und eine Relevanzanalyse zur Ermittlung der Bedeutung der Einflussfak-
toren fiir das Gestaltungsfeld zuriickgegriffen. Hierdurch ergeben sich 20 Schliisselfak-
toren.

Entwicklungsméglichkeiten beschreiben (Schritt 3): Je Schliisselfaktor werden mit
einem vorgegebenen Zeithorizont (wie 2030) mehrere Entwicklungsmoglichkeiten (Pro-
jektionen) beschrieben. Die Erarbeitung von solchen alternativen Zukunftsbildern je
Schliisselfaktor ist der entscheidende Schritt der Szenario-Technik, weil damit die Bau-
steine fiir die spiteren Szenarien geschaffen werden. Es gilt sowohl aus heutiger Sicht
plausible, als auch extreme, aber vorstellbare Entwicklungen in Betracht zu ziehen. Be-
zogen auf den Schliisselfaktor ,,Selbstbestimmung® kdnnen drei Projektionen ermittelt
werden (sieche Bild 8). Neben der eher wahrscheinlichen Entwicklung ,,Autonomie
zahlt* sind auch die Projektionen ,,Stress vermeiden® und , Triigerisches Bild der
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Selbstbestimmung® denkbar. Der Schliisselfaktor ,,Durchdringung mit IKT* weist drei
Projektionen auf (sieche Bild 9).

1A Autonomie zahlt

Die Menschen in Deutschland haben nahezu in allen Bereichen des Erwerbsle-
bens so viele Mdglichkeiten ihr Leben zu gestalten wie nie zuvor. Bildung, Wohn-
ort, Beruf u.v.m. sind variable GréR3en, die nicht langer durch die Herkunft determi-
niert sind. Die neuen Freiheiten haben gravierende Auswirkungen auf die Lebens-
entwirfe der Menschen. Arbeitnehmer verlangen Verantwortung und Entschei-
dungsspielrdume. Industrie 4.0 hat hier neue Perspektiven eréffnet. Der Umfang
der Entfaltungsmdglichkeiten bestimmt die Auswahl des Arbeitsverhéltnisses.

Die psychische Belastung der Beschaftigten steigt kontinuierlich. Neue Entschei-
dungsfreirdume sind Fluch und Segen zugleich. Sie ermdglichen den Menschen
sich selbst zu verwirklichen, fiihren oftmals aber auch zur Uberlastung. Die Zahl
der Burn-out-Erkrankten in Deutschland steigt seit Jahren. Arbeitsverhéaltnisse, die
mit weniger Engagement und Verantwortung verbunden sind, finden hohen
Zuspruch. Viele trennen strikt Arbeit und Freizeit. Es herrscht die Haltung vor,
andere unternehmen zu lassen und sich darauf zu beschranken, zu definieren,
wie das fur einen selbst eingerichtet sein muss, um angenehm zu sein.

1C Triigerisches Bild der Selbstbestimmung

Leistungsfahige Assistenzsysteme unterstitzten die Beschéaftigten in nahezu allen
Bereichen der Wirtschaft. Sie liefern vielféltige Informationen, nehmen Diagnosen
vor und unterbreiten Vorschlage fir Handlungen. Auf dem ersten Blick sind die
Benutzer der Assistenzsysteme Entscheider. Bei ndherem Hinsehen sind es
Getriebene; gut organisierte Leistungserstellungsprozesse und die damit verbun-
denen Assistenzsysteme geben den Takt vor. Die Beschaftigten sind haufig
Marionetten der Algorithmen.

Bild 8: Projektionen fiir den Schliisselfaktor ,, Selbstbestimmung *

8A Maximal vernetzte Welt

Die rapide Durchdringung der Arbeits- und Freizeitwelt mit Informations- und
Kommunikationstechnik hat in den vergangenen Jahren weiter zugenommen.

| Jeder hat immer und tberall Zugriff auf Informationen und Dienste. Der Einsatz

8 semantischer Technologien erméglicht eine effiziente Bewaltigung der Flle von
verfigbaren Informationen. Durchgesetzt haben sich vor allem intuitiv zu bedie-

d nende Systeme. Die Faszination der neuen Méglichkeiten blendet die Menschen:
Sicherheitsrisiken, wie die Weitergabe sensibler Daten, werden verdréngt. Es
herrscht ein Widerspruch zwischen der theoretischen Wertschatzung und der
gelebten Achtlosigkeit im Umgang mit der eigenen Privatsphére.

Die taglich produzierte Datenmenge erlangt neue Ausmalie. Viele sehen darin
ungeahnte Moglichkeiten. Die ungeheure Fille an Daten erweist sich wie von
vielen vorhergesagt als das Gold des 21. Jahrhunderts. Doch die freie Verfligbar-
keit von Daten ist trigerisch. Nur wenigen gelingt es, die technologischen
Méglichkeiten zu nutzen und aus Daten Informationen zu generieren: Es bilden
sich Informationseliten. Diese beherrschen die Algorithmen und ziehen konse-
quent Nutzen aus den Daten. Offensichtlich herrscht kein Mangel an Informatio-
nen; aber die Menschen fiihlen sich nicht informiert.

Der IKT-Hype der Freizeitwelt hat keinen Einzug in die Produktion gefunden. Die
notwendigen hohen Anforderungen an die Verlasslichkeit der IT-Systeme werden
nicht erflllt. Die erwarteten Effizienzsteigerungen sind ausgeblieben. Auch im
Privatleben &ndert sich der Umgang mit IKT. Die Skepsis gegeniber IKT nimmt
stark zu, weil die Folgen des ,lockeren“ Umgangs nun allmahlich sichtbar werden.
Menschen sehen sich mit der totalen Transparenz konfrontiert und streben nach
Privatheit. Privatheit bedeutet die Fahigkeit, seine Sichtbarkeit im Netz selbst
definieren und regulieren zu kénnen.

Bild 9:  Projektionen fiir den Schliisselfaktor ,, Durchdringung mit IKT*
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Konsistente Zukunftsbilder (Szenarien) ermitteln (Schritt 4): Entscheidend fiir die
Glaubwiirdigkeit von Zukunftsbildern ist die Konsistenz, d.h. die Widerspruchsfreiheit
der einzelnen Projektionen zueinander. Basis dafiir ist eine paarweise Konsistenzbewer-
tung. Der Bewertungsbereich erstreckt sich von einer starken gegenseitigen Unterstiit-
zung (5) bis zur totalen Inkonsistenz (1). Bild 10 zeigt das Beispiel einer Konsistenzbe-
wertung der Faktoren ,,Durchdringung mit IKT* und ,,Selbstbestimmung®. Die Projek-
tionen ,,Informationseliten* und ,,Autonomie zidhlt“ sind inkonsistent und kénnen daher
nicht gemeinsam in einem Szenario vorkommen. Dagegen begiinstigen sich die Projek-
tionen ,,Informationseliten” und ,,Triigerisches Bild der Selbstbestimmung* stark; sie
kdnnen gut in einem in sich schliissigen Szenario vorkommen.

Konsistenzmatrix Durchdringung mit IKT
Fragestellung: ,Wie vertragt sich
Zukunftsprojektion i (Zeile) mit

Maximal | Informa-

Zukunftsprojektion j (Spalte)?“ IT-Frust-
ration

vernetzte | tions-
Bewertungskala: : Welt eliten
1 = totale Inkonsistenz

2 = partielle Inkonsistenz

3 = neutral oder voneinander unabhangig
4 = gegenseitiges Begunstigen

5 = starke gegenseitige Unterstiitzung

Dass in einer Welt der
Informationseliten die

AT Autonomie aller zihilt,
Autonomie zihlt 4 1 4 ist inkonsistent.
g
=
£
‘g Stress' 5 4 5
vermeiden M T X :
% Ein triigerisches Bild
K] der Selbstbestimmung
$ Triigerisches geht einher mit Infor-

Bild der Selbst- 4 5 2 mationseliten.

bestimmung

Bild 10: .Paarweise Bewertung der Konsistenz von Zukunftsprojektionen

Auf Basis der ausgefiillten Konsistenzmatrix werden mithilfe der Scenario-Software
konsistente Zukunftsbilder ermittelt. Zundchst werden konsistente Projektionsbiindel
bestimmt; das sind Kombinationen von Projektionen, die besonders gut zueinander pas-
sen. Sie bestehen je Schliisselfaktor aus genau einer Projektion. Im Rahmen einer Clus-
teranalyse werden die konsistentesten Projektionsbiindel zu Szenarien zusammenge-
fasst. Die Ergebnisse der Clusteranalyse werden mit dem sog. Zukunftsraum-Mapping
visualisiert. Hier werden die verschiedenen Projektionsbiindel in einer Hilfsebene dar-
gestellt. Es entsteht eine ,,Landkarte der Zukunft“. Bevorzugtes Instrument des Zu-
kunftsraum-Mappings ist die Multidimensionale Skalierung (MDS). Sie liefert je Pro-
jektionsbiindel zwei Koordinatenwerte, so dass die Projektionsbiindel auf einer Ebene
positioniert werden konnen. Dabei werden die Projektionsbiindel so positioniert, dass
dhnliche Biindel moglichst dicht beieinander und unéhnliche Biindel mdglichst weit
voneinander entfernt liegen. In einer derartigen Graphik zeigen sich Szenarien als
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,Bundel-Gruppen®. Fiir das betrachtete Beispiel fiihrt das zu vier Umfeldszenarien
(sieche Bild 11).

Szenario 1

,Balance von Mensch,
Technik|und Staat als
Basis fiir den Erfolg'

Szenario 2
Szenario 4 »Konsequente Digitali-
»Digitalisierung global sierung, technikzen-
und fremdbestimmt* trierte Arbeitswelt”

Eine Kugel ist ein konsistentes Projektionsbiindel,
es enthalt von jedem Schlisselfaktor genau eine
Projektion. Ahnliche Biindel werden mit Hilfe einer,
Clusteranalyse zusammengefasst.

- Gy

Bild 11: Visualisierung der Szenarien mittels multidimensionaler Skalierung

Szenarien ,,in Prosa“ beschreiben (Schritt 5): Entscheidend fiir den Erfolg der Szena-
rien ist, dass sie nachvollziehbar, verstandlich und leicht kommunizierbar sind. Bei der
Beschreibung der Szenarien ,,in Prosa® wird auf die Textbausteine zuriickgegriffen, die
im Zuge der Bildung der Zukunftsprojektionen formuliert worden sind. Nachfolgend
sind beispielhaft die Management-Summaries von Szenario 1 und Szenario 4 angefiihrt.

Szenario 1: ,,Balance von Mensch, Technik und Staat als Basis fiir den Erfolg

e Die Menschen leben bewusst und gesund. Die Technik entlastet und unterstiitzt
die Menschen.

¢ Die Digitalisierung hat Aus- und Weiterbildung stark verdndert; Lehre und Ler-
nen erfolgt iiberwiegend orts- und zeitungebunden; Massive Open Online Cour-
ses setzen sich durch. Die Zahl der Lehrenden ist erheblich gesunken.

e Der Staat engagiert sich wirksam, wenngleich es Tendenzen gibt, das Engage-
ment des Staates zurlickzufahren. Die Forschungsforderung ist sehr erfolgreich.
Die seit Jahren erfolgreich praktizierte Sozialpartnerschaft steht unter Druck; die
Liberalisierung des Arbeitsrechts schreitet voran.

e Die Moglichkeiten der Informations- und Kommunikationstechnik werden ge-
nutzt, um innovative Konzepte einer ,,Teaching & Learning* Factory zu realisie-
ren. Im Fokus steht die Unterstiitzung der Tétigkeiten durch Assistenzsysteme.
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Es ist eine De-Polarisierung der Struktur der Arbeit zu verzeichnen. Die Lohne
gleichen sich global tendenziell an. Die soziale Ungleichheit hat abgenommen.

e Es haben sich linderunabhingige Wirtschaftszonen etabliert. Der Einfluss der
Internetgiganten auf Wirtschaft und Gesellschaft liegt deutlich unter den Be-
fiirchtungen. Die Biirger und Biirgerinnen legen groften Wert darauf, {iber ihre
Daten zu bestimmen. Vielfalt hat sich durchgesetzt.

e Die digitale Vernetzung der Welt ist hoch. Agile Allianzen prigen die Wert-
schopfungsnetzwerke.

e Die Innovationsdynamik ist hoch: Open Source ist sehr verbreitet; Patente ver-
lieren an Bedeutung. Offene Standards setzen sich durch.

e Die Migrationseffizienz ist hoch: Altere Maschinen und Anlagen koénnen durch
innovative Upgrade-Technologien ohne grofen Aufwand in das Digitalisie-
rungszeitalter iiberfithrt werden. Die Benutzungsfreundlichkeit ist hoch und die
IT-Sicherheit gewdhrleistet.

e Das Umweltbewusstsein ist stark ausgeprigt. Die Kreislaufwirtschaft hat sich
durchgesetzt; Giiter werden lokal produziert.

Szenario 4: ,, Digitalisierung global und fremdbestimmt

e Die Technikzentrierung prigt die Arbeitswelt; die Maschinen geben den Takt
vor; die Menschen sind teils Marionetten der Algorithmen.

¢ Die Digitalisierung hat Aus- und Weiterbildung verandert; Lehre und Lernen er-
folgt vermehrt orts- und zeitungebunden. In vielen Bereichen wird weiterhin auf
die bewidhrten Konzepte zuriickgegriffen; der menschliche Kontakt und das
Mentoring zidhlen nach wie vor.

e Der Staat hat sich aus vielen Bereichen zurlickgezogen. Die Liberalisierung des
Arbeitsrechts schreitet voran. Auch die Forschungsférderung wurde reduziert,
was zur Zweitklassigkeit der Forschungslandschaft gefiihrt hat; Spitzenforscher
sind in die Wirtschaft abgewandert.

e Hochflexible Automatisierung ist gang und gébe. Nur ein relativ kleiner Teil an
Aufgaben ist anspruchsvoller geworden; hier wurde der Bediener zum Entschei-
der. Einfache Tatigkeiten in der Produktion sind teilweise entfallen. Die Lohne
gleichen sich auf eher niedrigem Niveau global tendenziell an.

e Die vergangenen Wirtschaftskrisen haben die Wahrungs- und Wirtschaftsrdume
auf die Probe gestellt. Dadurch sind die jeweiligen Linder enger zusammenge-
wachsen. Getrieben durch die fortschreitende Digitalisierung und die Verbrei-
tung von virtuellen Wahrungen (Bitcoins) entstehen auch unabhingig von den
Grenzen der Nationalstaaten Wirtschaftsrdaume. Der Einfluss der Internetgigan-
ten hat ungeahnte Ausmalle erlangt.
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Es haben sich zwei Klassen von Kooperationspartnern entwickelt: Relativ weni-
ge kreative Gestalter und viele austauschbare Ausfiihrer. Diese Entwicklung
wird durch die Bildung von Informationseliten forciert. Diesen gelingt es, die
technologischen Moglichkeiten zu nutzen und aus Daten Informationen und
Wissen zu generieren.

Die Standardisierung kommt nicht voran, weil die filhrenden Industrienationen
sich primér durch Eigeninteresse leiten lassen. Nur selten setzen sich Standards
durch. Angesichts von vereinzeltem Wildwuchs und hohen Engineeringaufwén-
den in der Automatisierung bevorzugt ein grofler Teil der Anwender Produkte
der dominierenden Anbieter; selbst wenn diese nicht innovativ und teuer sind;
aber man weil}, was man erhélt. Vor diesem Hintergrund gibt es Bestrebungen,
das Patentwesen zu rationalisieren und global zu organisieren.

In ausgewihlten Bereichen ermdglicht die dynamische Entwicklung der IKT
technische Systeme mit einer inhdrenten Teilintelligenz. Oft wird die Komplexitét
der Technik nicht beherrscht. Digitalisierung und Automatisierung sind mit viel
Aufwand verbunden. In der Bevolkerung und der Wirtschaft fehlt ein Sicherheits-
bewusstsein.

Das Umweltbewusstsein ist gering; die Kreislaufwirtschaft bleibt unter ,,ferner
liefen. Der Giiterverkehr fithrt zum Dauerstau auf der Strafle; nur zaghaft wird
in den Ausbau des intelligenten Giiterverkehrs investiert.

Dariiber hinaus empfiehlt sich die bildliche Darstellung der Szenarien in Form von so

genannten Pictures of the Future oder Collagen. Fiir eine Collage wird jede Projektion

mit einem treffenden Bild versehen. Anschlieend werden die Bilder entsprechend der
in einem Szenario auftretenden Projektionen zusammengefiihrt. Bild 12 zeigt beispiel-

haft die Collage des Szenarios 1.
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Bild 12: Szenario 1 ,,Balance von Mensch, Technik und Staat als Basis fiir den Erfolg“

Zur Auswahl eines Referenzszenarios als Ausgangspunkt fiir die Entwicklung einer
Marktleistung werden die Szenarien anhand ihrer Eintrittswahrscheinlichkeit und ihrer
Auswirkungen auf den Produktions- und Wirtschaftsstandort Deutschland bewertet. Da
das Szenario 1 eine starke Verdnderung des Produktions- und Wirtschaftsstandorts
Deutschland mit sich bringt und eine hohe Eintrittswahrscheinlichkeit aufweist, wird es
als Referenzszenario ausgewihlt.

Bei der Erstellung der Gestaltungsfeld-Szenarien wird analog verfahren. Fiir Indust-
rie 4.0 flihrt dies zu 18 Gestaltungsfaktoren. Beispiele sind das Innovationssystem, die
Wertschopfungskonzeption und die Produktionsarchitektur:

¢ Innovationssystem: Unter einem Innovationssystem wird die Gesamtheit an
Organisationen und Institutionen — vor allem Unternehmen, Universitdten und
Forschungseinrichtungen — verstanden, die einzeln oder in Kooperation mitei-
nander an der Erschaffung, Verbreitung und Anwendung wissenschaftlichen o-
der technologischen Wissens beteiligt sind [DIW 14-ol].

e  Wertschopfungskonzeption: Das Wertschopfungskonzept definiert, wie das
Wertversprechen gegeniiber dem Kunden erfiillt wird, das heif3t, wie durch die
Kombination von unternehmensinternen und externen Ressourcen und Fahigkei-
ten in einem Wertschopfungsnetzwerk Wert geschaffen wird [BR11].

e Produktionsarchitektur: In der Produktionsarchitektur werden die Struktur
und die Schnittstellen, der Standardisierungs- und Flexibilisierungsgrad sowie
Regeln zur Gestaltung der Produktion festgelegt [TS13].
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Fiir die Gestaltungsfaktoren wurden mdogliche Auspragungen ermittelt. Bild 13 zeigt
beispielhaft die Auspriagungen fiir den Gestaltungsfaktor ,,Wertschopfungskonzeption®.

11A Systemkopf

- Viele deutsche Unternehmen verfolgen die Wertschépfungskonzeption ,System-
kopf“: Sie konzentrieren sich auf Funktionen mit dem héchsten Differenzierungs-
grad und damit Wertschépfungspotential wie z.B. Forschung und Entwicklung,
Design, Marketing und hochwertige Produktion. Sie organisieren von Deutschland
aus global verteilte Wertschépfungsnetze und lagern insbesondere Einfacharbeit
aus.

11B Intelligenter Produktionsdienstleister

[ = s=—=====—2 |ndustrie 4.0 fuhrt zu einer Renaissance von Deutschland als Produktionsstand-
ort. Deutschland ist weltweit fihrend im Aufbau von vernetzten, intelligenten
Fertigungssystemen. Dies ermdglicht Fertigungskosten auf bzw. sogar teilweise
unter dem Niveau der Niedriglohnlé&nder.

11C Ganzheitlicher Wertschépfungsansatz

Die deutsche Industrie ist kreativer Gestalter und Umsetzer zugleich. Die klassi-
( ~ sche Produktorientierung wurde durch eine Nutzenorientierung abgelést.
% Geschéaftsmodellideen made in Germany sind Realitat. Die Unternehmen verfligen
k . Uber das notwendige Kapital sowie ein exzellentes Marketing. In Kombination mit
‘ i “ den traditionellen Starken den Bereichen FuE, Produktion etc. nehmen viele
” deutsche Unternehmen zentrale Rollen in den globalen Wertschopfungsnetzen ein.

‘

Bild 13: Ausprdgungen des Gestaltungsfaktors ,, Wertschopfungskonzeption

Die Auspriagungen der Gestaltungsfaktoren wurden paarweise auf ihre Vertréglichkeit
bewertet. Basierend auf der Konsistenzmatrix ergeben sich drei Gestaltungsfeldszena-
rien, die folgende Titel erhalten: 1) ,,Ausgeprégte Interoperabilitit™, 2) ,,Verldsslichkeit
im Fokus* und 3) ,,Fortsetzung der Offline-Produktion®.

Die entsprechenden Konzepte zur Gestaltung von Industrie 4.0 sind in Relation zu den
ermittelten Entwicklungen des Umfelds zu setzen. Die zugrundeliegende Fragestellung
lautet: Welche Kombinationen von Gestaltungs- und Umfeldszenarien passen gut zuei-
nander? Die Bewertungsskala reicht von ++ (sehr hohe Konsistenz) bis -- (sehr hohe
Inkonsistenz). Sehr hohe Konsistenz bedeutet, dass das Gestaltungsfeldszenario sehr gut
in einem Umfeldszenario vorstellbar ist. Das Gegenteil ist der Fall, wenn die Gegen-
iberstellung mit einer sehr hohen Inkonsistenz bewertet wird. Hier ist das entsprechen-
de Gestaltungsfeldszenario bei Eintreten des Umfeldszenarios nicht sinnvoll. Bild 14
zeigt die Gegeniiberstellung der drei entwickelten Gestaltungsfeldszenarien in den Zei-
len mit den vier Umfeldszenarien in den Spalten. Aus der Gegeniiberstellung von Um-
feld- und Gestaltungsfeldszenarien eréffnen sich fiir Unternehmen neue Perspektiven fiir
ein attraktives Geschift im Kontext von Industrie 4.0. Fiir ein Unternehmen, das auf der
Suche nach einer neuen Marktleistung ist, ist das Gestaltungsfeldszenario von besonde-
rer Relevanz, das eine hohe Konsistenz zum ausgewdhlten Referenzszenario (Szenario
1) aufweist, da dies der voraussichtlichen Handlung seines Kunden im Kontext von In-
dustrie 4.0 entspricht. Im vorliegenden Fall trifft dies auf Gestaltungsfeldszenario 2 zu:
,» Verldsslichkeit im Fokus* stellt fiir den Kunden eine konsistente Handlungsoption dar,
falls das Referenzszenario eintritt.
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Nachfolgend wird das Vorgehen zur Ableitung einer strategischen Stofrichtung zur
Gestaltung des Geschifts von morgen exemplarisch an der Marktleistung Schalt-
schrankbau erldutert. Wir versetzen uns in die Perspektive eines Komponentenlieferan-
ten, der das Gestaltungsfeldszenario mit der Brille seines Kunden (Schaltschrankbauer)
betrachtet. Die zugrundeliegende Fragestellung lautet demnach: Wie gestaltet der
Schaltschrankbauer sein Geschift im Lichte des Gestaltungsfeldszenarios 2?

Referenzszenario

R —
Umfeld- Szenario 1 Szenario 2 Szenario 3 Szenario 4
szenarien | Balance von Mensch, | Konsequente Digitali- | Die Digitalisierung |Digitalisierung global
B Technik und Staat als | sierung, technikzen- bleibt in vielen und fremdbestimmt
=, Basis fiir den Erfolg | trierte Arbeitswelt Barrieren stecken

Szenario 1
Ausgepréagte
Interoperabilitat

+ + - = +
= + =
Offine-Produktion e + & e

sehr hohe sehr hohe
+ + } neutral :
Konsistenz Inkonsistenz

Bild 14: Ableitung von strategischen Stofsrichtungen

Szenario 2
Verlasslichkeit
im Fokus

Gesiatungs-
+
+ +

Derzeit entfillt der mit Abstand groBte Anteil an der Durchlaufzeit eines Schaltschranks
auf die Montage, insbesondere auf die Verdrahtung und die Priifung. Diese Aufgaben
werden manuell durchgefiihrt und sind aufgrund ihrer hohen Komplexitét sehr fehleran-
fallig. Eine Automatisierung ist in der Regel jedoch nicht wirtschaftlich. Die Zusam-
menarbeit der Wertschdpfungspartner wird derzeit durch Medienbriiche' erschwert.
Dies konnte sich im Lichte von Industrie 4.0 dndern (siehe Bild 15). Das Gestaltungs-
feldszenario 2 ,,Verldsslichkeit im Fokus* ermoglicht einem Komponentenlieferanten
die StoBrichtung Vorwirtsintegration, d.h. die Ergdnzung seiner Marktleistung durch
Dienstleistungen, die der Kunde bislang im Prinzip selbst durchgefiihrt hat. Eine solche
Dienstleistung wire eine AR?-basierte Montageunterstiitzung. Die entsprechende Wert-
schopfungskette sdhe wie folgt aus.

1 Unter einem Medienbruch wird der Wechsel zwischen verschiedenen Medien verstanden. Hierunter
fallt insbesondere der Wechsel zwischen Papier und computerunterstiitzen Informationssystemen im
Verlauf eines Geschéftsprozesses [Al1105].

2 AR: Augmented Reality, computergenerierte Informationen (z.B. Darstellung des zu montierenden
Bauteils) werden in das Sichtfeld des Monteurs eingeblendet.
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Heute Bestellung Schaltschrank, Komponenten und
Schaltplan Kabel bestimmen
2 [k \os \i

N :’ X

Lieferung Komponenten
Schaltschrank und Kabel
Anlagenbauer Schaltschrank- Komponenten-
(Auftraggeber) bauer lieferant
I ’Z;,’k"-t-,',',f'ﬁg' - - . ~ Direkt Komponentenund
Bestellung Schaltschrank, Kabel bestimmen,
digitaler Schaltplan 3D-Schaltschrankmodell
QF m QK

= q -
/ |
Lieferung ( 2 Komponenten, ~
Schaltschrank b vorkonfektionierte

Kabelbaume und
digitale Monta-
geanleitung

Anlagenbauer Schaltschrank-
(Auftraggeber) bauer

Komponenten-
lieferant

Bild 15: Wertschopfungskette Schaltschrankbau

Der Anlagenbauer (Hersteller von maschinenbaulichen Anlagen) vergibt den Auftrag
iiber einen Schaltschrank an den Schaltschrankbauer. Wesentlicher Teil des Auftrags ist
der digitale Schaltplan. Dieser wird zusammen mit dem CAD-Modell des Schalt-
schranks vom Schaltschrankbauer an den Komponentenlieferant weitergegeben. Auf
Basis beider Dateien erstellt der Komponentenlieferant passgenaue, vorkonfektionierte
Kabelbdume. Zusitzlich wird eine digitale Montageanleitung bereitgestellt. Diese unter-
stlitzt den Schaltschrankbauer mittels einer AR-Brille bei der Bestiickung des Schalt-
schranks mit Komponenten und vorkonfektionierten Kabelbdumen. Auf diese Weise
resultiert aus der Erweiterung der Leistungen des Komponentenlieferanten und dem
Einsatz neuer Techniken zur Unterstiitzung der Montage und Priifung beim Schalt-
schrankbau ein gestiegener Kundennutzen fiir den Anlagenbauer in Form eines zuver-
lassigeren und schneller gelieferten Schaltschranks.

Die Geschéftsidee ,,Angebot vorkonfektionierter Kabelbdume und Montageunterstiit-
zung durch AR* ist anschliefend zu einem Wert versprechenden Geschéftsmodell aus-
zugestalten. Geschiftsmodelle leisten einen signifikanten Beitrag zur Differenzierung
im Wettbewerb und lassen sich nicht ohne weiteres imitieren [Sch13]. Aufgabe der Ge-
schiftsmodellentwicklung ist es, die einzelnen Geschéftsmodellelemente zu spezifizie-
ren, sodass sich ein schliissiges, d.h. in sich konsistentes Geschiftsmodell ergibt. Am
Heinz Nixdorf Institut wurde hierfiir eine Systematik entwickelt, welche es ermoglicht,
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konsistente Geschéftsmodellalternativen zu entwickeln [GRK13], [K6s14]. Grundlage
ist eine Geschéftsmodellstruktur, die aus den vier Partialmodellen Angebots-, Kunden-,
Wertschopfungs- und Finanzmodell besteht. Dabei konnen jedem Partialmodell einzel-
ne Geschiftsmodellelemente zugeordnet werden (Kundensegmente, Nutzenversprechen

etc.) (vgl. Bild 16).

Angebotsmodell Kundenmodell Wertschdpfungs- Finanzmodell
modell
Kundensegmente Marketingkanale Schliisselaktivitaten Investitionskosten
KS MK IK
(KS) .® (MK) (SA) (1K)
L Schlisselressourcen ?
; (SR) i &
Nutzenversprechen Kundenbeziehungen U : .
(NV) (KB) )
@‘ Organisationsform Betriebskosten
- OF BK
= (OF) - - (BK)
__|
Marktleistung Erléskonzept | ¢¢ )
(ML) (EK) SchlUsselpartner . $ ‘
|
hN%gq |
N = et

Bild 16: Struktur eines Geschdftsmodells [GA14], [Kbs14]

Die Geschiftsmodellelemente dienen als Suchfelder fiir Geschéftsmodellvariablen und
zugehorige Gestaltungsoptionen. Geschiftsmodellvariablen sind Einflussgroflen (He-
bel), die zur Gestaltung eines Geschiftsmodells verfligbar sind. Gestaltungsoptionen
sind die je Variable mdglichen Handlungsalternativen. Das Geschiftsmodellelement
Kundensegment enthilt z.B. die Geschaftsmodellvariable ,,Flexibilitdtsanspruch Kabel-
baumldosung®. Hierbei existieren die drei Gestaltungsoptionen ,,Hohe Flexibilitit er-
wiinscht®, ,,Wenig Flexibilitdt gewiinscht“ und ,,Standardisierte Kabelbdume*.

Die Systematik folgt der Basisidee, dass schliissige Geschéftsmodelle auf der konsisten-
ten Kombination von Gestaltungsoptionen beruhen. Aus der Sammlung der relevanten
Geschéftsmodellvariablen und Gestaltungsoptionen sind daher diejenigen miteinander
zu kombinieren, die in einem Geschéftsmodell gut zusammenpassen. Hierbei wird ana-
log zur Szenario-Technik vorgegangen. Auf Grundlage einer paarweisen Vertraglich-
keitsbewertung (sieche Bild 10) und anschlieBenden Clusteranalyse werden alternative
Geschiftsmodelle entwickelt. Fiir den Komponentenhersteller der elektrischen Verbin-
dungstechnik ergeben sich auf diese Weise acht konsistente Geschéftsmodelle. Bild 17
zeigt einen Auszug der entsprechenden Auspragungsliste [GAD+14].
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Geschéftsmodellalternative
GME GMV Gestaltungsoptionen Nr.| GMA1 | GMA2 | GMA3 | GMA4
Engineeringdienstleister 1A 100
Geschafts- Produktionsdienstleister 1B 100
gegenstand
o Schaltschrankbauer 1C| 100 100
g Flexibilititsan- Hohe Flexibilitdt gewiinscht 2A| 20 85 100
2 [ spruch Kabel- Wenig Flexibilitat bendtigt 2B 40 15
o .
g | baumiSsung Standardisierte Kabelbaume 2c| 80 | 60
°
= . - -
§ Softwareunter- Durchgéangig ohne Medienbriiche |[3A| 85 100 25 10
stiitzung von Medienbriiche zur Fertigung 3B| 10 85
Entwicklung und Keine Softwareunterstiitzung 3C| 5 75 5
s Reduktion Einbauzeit 11A| 80 100 40
'§ Funktionsintegration 11B 40
é Innovation Reduktion Montagerisiko 11Cc| 20 20 20
g Reduktion Priifaufwand 11D
ﬁ Plug & Work 11E 100
2
GME Geschéftmodellelement |:| Eindeutige Auspragung |:| Alternative Auspragung
GMA Geschéftmodellalternative Dominante Auspragung |:| Auspragung tritt nicht auf

Bild 17: Ausprdgungsliste der ermittelten Geschdftsmodellalternativen [GAD+14]

Aus den acht Geschéftsmodellalternativen ist das Erfolg versprechendste auszuwidhlen.
Fiir die Bewertung der entwickelten Geschéftsmodellalternativen werden die Dimensio-
nen Attraktivitdit und Erreichbarkeit im Rahmen einer Nutzwertanalyse bewertet. Die
Attraktivitdt weist die Kriterien Strategieckonformitdt, Wettbewerbsfahigkeit und Zu-
kunfts-Fit auf [PGO05]. Die Erreichbarkeit bewertet den finanziellen und zeitlichen Auf-
wand, der mit dem Wechsel zu einer Geschiftsmodelloption verbunden ist. Die damit
verbundenen Kriterien sind Investitionsvolumen und mogliche Markteintrittsbarrieren.
Im vorliegenden Beispiel wird die Geschéftsmodellalternative 1 ,,Vorkonfektionierte
Kabelbdume mit AR-Betreibermodell* ausgewdhlt. In diesem Geschéftsmodell verkauft
der Komponentenhersteller vorkonfektionierte Kabelbdaume, welche die Einbauzeit fiir
den Schaltschrankbauer reduzieren. Zugleich bietet er an, dem Schaltschrankbauer ei-
nen AR-basierten Dienst inkl. Hardware (AR-Brille etc.) und Software sowie den 3D-
Modellen und 3D-Daten zur Unterstiitzung der Montage im Rahmen eines Betreiber-
modells bereitzustellen.

3 Systematik der Produktentstehung

Die Informations- und Kommunikationstechnik ist der wesentliche Treiber fiir die Er-
zeugnisse der hier betrachteten Branchen. Daraus ergeben sich hohe Anforderungen an
den sogenannten Produktentstehungsprozess. Dieser Prozess erstreckt sich von der Pro-
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dukt- bzw. Geschéftsidee bis zum Serienanlauf (Start of Production — SOP) und weist
die Aufgabenbereiche Strategische Produktplanung, Produktentwicklung, Dienstleis-
tungsentwicklung und Produktionssystementwicklung auf. Die Produktionssystement-
wicklung beinhaltet im Prinzip die Fertigungsplanung bzw. Arbeitsplanung erginzt um
die Materialflussplanung. Unserer Erfahrung nach kann der Produktentstehungsprozess
nicht als stringente Folge von Phasen und Meilensteinen verstanden werden. Vielmehr
handelt es sich um ein Wechselspiel von Aufgaben, die sich in vier Zyklen gliedern
lassen; Bild 18 und Bild 19 sollen dies verdeutlichen.

Potentialfindung

= Erfolgspotentiale,
Handlungsoptionen
der Zukunft

' Strategische

Produktplanung

Produktfindung

= Produkt- und
Dienstleistungsideen

= Anforderungen

O = Geschaftsstrategie

@ = Geschaftsmodell
/

= Produktstrategie
= Geschaftsplan

%%, \ = Strategiekonforme,
%%\  ganzheitliche
Produktkonzeption
Produkt-
entwicklung

= Strategiekonforme,
ganzheitliche Dienst-
leistungskonzeption
Dienstleistungs-
entwicklung

= Strategiekonforme,
ganzheitliche Produk-
tionskonzeption

Produktionssystem-

entwicklung ‘

Bild 18: Referenzmodell der strategischen Planung und integrativen Entwicklung von
Marktleistungen (die 3 Entwicklungszyklen sind nur angedeutet)

Erster Zyklus: Strategische Produktplanung

Dieser Zyklus charakterisiert das Vorgehen vom Finden der Erfolgspotentiale der Zu-
kunft bis zur erfolgversprechenden Produktkonzeption — der sog. prinzipiellen Lésung.
Er umfasst die Aufgabenbereiche Potentialfindung, Produktfindung, Geschéftsplanung
und Produktkonzipierung. Das Ziel der Potentialfindung ist das Erkennen der Erfolgs-
potentiale der Zukunft sowie die Ermittlung entsprechender Handlungsoptionen. Es
werden Methoden wie die Szenario-Technik, Delphi-Studien oder Trendanalysen einge-
setzt. Basierend auf den erkannten Erfolgspotentialen befasst sich die Produktfindung
mit der Suche und der Auswahl neuer Produkt- und Dienstleistungsideen zu deren Er-
schlieBung. In der Geschéftsplanung geht es um die Erstellung einer Geschéftsstrategie
und damit verbunden um die Entwicklung eines Geschéftsmodells sowie um die Pro-
duktstrategie. Letztere enthélt Aussagen zur Gestaltung des Produktprogramms, zur
wirtschaftlichen Bewiltigung der vom Markt geforderten Variantenvielfalt, zu einge-
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setzten Technologien, zur Programmpflege {iber den Produktlebenszyklus etc. Die Pro-
duktstrategie miindet in einen Geschéftsplan, der den Nachweis erbringt, ob mit dem
neuen Produkt bzw. mit einer neuen Produktoption ein attraktiver Return on Investment
zu erzielen ist.

Produktkonzipierung

= Strategiekonforme,
ganzheitliche
Produktkonzeption

Entwurf und Ausarbeitung

technik . technik x
o Produktent

“R i = Verifiziertes
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Dienstleistungskonzipierung

= Strategiekonforme,
ganzheitliche Dienst-
leistungskonzeption

Dienstleistungsplanung

Material- F o]
planung planung planung Dienst- x
l Fa|| || leistungs-
entwicklung

= Verifiziertes
B Dienstleistungs-
angebot
= g

g% © Strategiekonforme,
a ganzheitliche Produk-
y tionskonzeption

R

Arbeitsplanung
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Bild 19: Die drei Entwicklungszyklen

Zweiter Zyklus: Produktentwicklung/Virtuelles Produkt

Dieser Zyklus umfasst die fachgebietsiibergreifende Produktkonzipierung, den fachge-
bietsspezifischen Entwurf und die entsprechende Ausarbeitung sowie die Integration der
Ergebnisse der einzelnen Fachgebiete zu einer Gesamtldosung. Da in diesem Zusam-
menhang die Bildung und Analyse von rechnerinternen Modellen eine wichtige Rolle
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spielt, hat sich der Begriff Virtuelles Produkt bzw. Virtual Prototyping verbreitet
[SK97].

Dritter Zyklus: Dienstleistungsentwicklung

Ziel dieses Zyklus ist die Umsetzung einer Dienstleistungsidee in eine Marktleistung.
Empirische Feldstudien haben gezeigt, dass auch die Dienstleistungsentwicklung nicht
als stringente Folge von Phasen und Meilensteinen verstanden werden kann. Auch hier
handelt es sich um ein Wechselspiel von Aufgaben, und zwar der Dienstleistungskonzi-
pierung, der Dienstleistungsplanung und der Dienstleistungsintegration.

Vierter Zyklus: Produktionssystementwicklung/Digitale Fabrik

Den Ausgangspunkt bildet die Konzipierung des Produktionssystems. Dabei sind die
vier Aspekte Arbeitsablaufplanung, Arbeitsmittelplanung, Arbeitsstittenplanung und
Produktionslogistik (Schwerpunkt: Materialflussplanung) integrativ zu betrachten. Die-
se vier Aspekte sind im Verlauf dieses vierten Zyklus weiter zu konkretisieren. Die Be-
griffe Virtuelle Produktion bzw. Digitale Fabrik driicken aus, dass in diesem Zyklus
ebenfalls rechnerinterne Modelle gebildet und analysiert werden — Modelle von den
geplanten Produktionssystemen bzw. von Subsystemen wie Fertigungslinien und Ar-
beitsplétze.

Produkt-, Dienstleistungs- und Produktionssystementwicklung sind parallel und eng
aufeinander abgestimmt voranzutreiben. Nur so wird sichergestellt, dass auch alle Mog-
lichkeiten der Gestaltung einer leistungsfahigen und innovativen Marktleistung ausge-
schopft werden. In allen vier Zyklen als auch Zyklen-iibergreifend sind mehrere Aspek-
te zu integrieren. Die etablierten, jeweils auf die spezifischen Fachgebiete fokussierten
Entwicklungsmethoden, wie die Konstruktionslehre nach PAHL/BEITZ [PBF+07] im
klassischen Maschinenbau und, wie die VDI-Richtlinie 2206 ,.Entwicklungsmethodik
fiir mechatronische Systeme* [VDI2206] in der Mechatronik, konnen dies nicht leisten.
Systems Engineering (SE) hat das Potential, Disziplinen und vielfdltige Aspekte zu
integrieren, und kann somit als Grundlage fiir eine Weiterentwicklung der Entwick-
lungsmethodik dienen [HFW+12], [GDS+13]. Besondere Herausforderungen bestehen
in den sogenannten friihen Phasen “Planen und Kliren der Aufgabe“ und “Konzipie-
rung®, deren wesentliches Ergebnis der fachdiszipliniibergreifende ganzheitliche Syste-
mentwurf ist. Im Folgenden stellen wir die von uns entwickelte Spezifikationstechnik
fiir die fachdiszipliniibergreifende Systemkonzipierung vor.

Integrative Konzipierung von Produkt und Produktionssystem

Im Zentrum des Handlungsbedarfs auf dem Weg zu einer von Systems Engineering
gepriagten Entwicklungsmethodik fiir die hier behandelten intelligenten technischen
Systeme steht eine ganzheitliche integrative Spezifikation des Systemkonzepts. Wie in
Bild 20 angedeutet soll damit die Liicke zwischen dem Anforderungskatalog, der eine
erste grobe Spezifikation des Gesamtsystems darstellt und naturgemél interpretierbar
ist, und den etablierten Spezifikationstechniken der einzelnen Fachgebiete geschlossen
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werden. Die Systemspezifikation fiihrt zu einem Systemmodell. Es bildet alle relevan-
ten Aspekte ab und ermdglicht frithzeitig erste Analysen (z.B. der Zuverldssigkeit oder
des dynamischen Verhaltens). Das Systemmodell bildet zudem den Ausgangspunkt fiir
die fachdisziplinspezifische Entwurfs- und Ausarbeitungsphase. Es ist die Grundlage
fiir die Kommunikation und Kooperation der involvierten Fachexperten iiber den ge-
samten Produktentwicklungsprozess und dient als Plattform fiir den Erhalt der Konsis-
tenz aller im Zuge des Produktentwicklungsprozesses entstehenden Partialmodelle bzw.
Dokumente.

Anforderungen an Produkt
und Produktionssystem

Handlungsfeld

Fachgebietstbergreifende Modellierung
des Systementwurfs

<< Systementwurf <

Mechanik | | Elektronik | Regelungs- | Software- Arbeits-
technik technik planung

)|\ £ T R P

Disziplinspezifischer
Entwurf

Zunehmende Konkretisierung

\/
\/
., S
£2
2 g
28 A
2= Verifiziertes Gesamtsystem von
Produkt und Produktionssystem
~ d v

Bild 20: Zentrale Herausforderung: Eine neue Spezifikationstechnik zur friihzeitigen
fachgebietsiibergreifenden Modellierung des Systementwurfs eines komplexen
multidisziplindren Systems

Die Spezifikationstechnik CONSENS — ,,CONceptual design Specification technique
for the ENgineering of complex Systems* gliedert sich in zehn Aspekte, die jeweils
rechnerintern als Partialmodelle représentiert werden und zusammen ein System kohé-
renter Partialmodelle bilden (Bild 21) [GRS14], [GLL12]. Mit Hilfe dieser Aspekte
werden sdmtliche Gesichtspunkte des Systems beriicksichtigt und allgemeinverstandlich
beschrieben. Die Aspekte Umfeld, Anwendungsszenarien, Anforderungen, Funktionen,
Wirkstruktur, Gestalt und Verhalten beschreiben die Konzeption des Produkts; die As-
pekte Prozesse, Ressourcen und Gestalt (PS) beschreiben die Konzeption des zugehori-
gen Produktionssystems. Die Aspekte der Spezifikationstechnik werden im Folgenden
nidher erldutert [GFD+09].
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Bild 21: Aspekte zur fachgebietsiibergreifenden Beschreibung der Konzeption eines

multidisziplindren Produkts und des entsprechenden Produktionssystems
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Umfeld: Das System wird zu Beginn als ,,Black Box* in seinem Umfeld abgebildet.
Alle Einfliisse, die auf das System wirken sowie Systemelemente des Umfelds, die in
Wechselwirkung mit dem System stehen, werden modelliert.

Anwendungsszenarien: Sie beschreiben eine situationsspezifische Sicht auf das in der
Systemkonzipierung beschriebene System und das Systemverhalten. Sie bestehen aus
einem Steckbrief und verweisen auf alle fiir das Szenario relevanten Elemente der Sys-
temkonzeption.

Anforderungen: Das Partialmodell umfasst eine strukturierte Sammlung aller Anforde-
rungen an das zu entwickelnde Produkt. In den Entwicklungsphasen Konzipierung und
Konkretisierung sind diese Anforderungen umzusetzen. Jede Anforderung wird textuell
beschrieben. Quantifizierbare Anforderungen werden durch Attribute und deren Aus-
pragungen konkretisiert. Hilfestellung beim Aufstellen von Anforderungslisten geben
Checklisten [PBF+07], [RotO1].

Funktionen: Dieser Aspekt beinhaltet eine hierarchische Aufgliederung der Funktiona-
litdt des Systems. Eine Funktion ist der allgemeine und gewollte Zusammenhang zwi-
schen Eingangs- und AusgangsgroBen mit dem Ziel, eine Aufgabe zu erfiillen. Funktio-
nen werden durch Losungsmuster bzw. deren Konkretisierungen realisiert. Eine Unter-
gliederung in Subfunktionen erfolgt so lange, bis zu den Funktionen sinnvolle Lo-
sungsmuster gefunden werden.

Wirkstruktur: In der Wirkstruktur werden die Systemelemente, deren Merkmale so-
wie die Bezichungen der Systemelemente zueinander beschrieben. Ziel ist die Abbil-
dung des grundsétzlichen Aufbaus und der prinzipiellen Wirkungsweise des Systems.
Systemelemente représentieren Systeme, Module, Bauteile oder Software-
Komponenten. Stoff-, Energie- und Informationsfliisse sowie logische Beziehungen
beschreiben die Wechselwirkungen zwischen den Systemelementen.

Gestalt (Produkt): Bereits in der Konzipierung sind erste Festlegungen der Gestalt des
Systems vorzunehmen. Sie sind ebenfalls Teil der Prinziplosung. Der Aspekt umfasst
Angaben iiber Anzahl, Form, Lage, Anordnung und Art der Wirkflachen und Wirkorte
des Systems. Des Weiteren konnen Hiillflichen und Stiitzstrukturen beschrieben wer-
den. Die rechnerunterstiitzte Modellierung erfolgt mit Hilfe géngiger 3D-CAD-
Systeme.

Verhalten: Bei der Spezifikation von mechatronischen Systemen spielen die Modellie-
rung von Aktivititen, Zustdnden und Zustandsiibergingen sowie die Auswirkung auf
die Wirkstruktur eine wesentliche Rolle. Diese Art der Modellierung erfolgt im Par-
tialmodell Verhalten.

Prozesse: Die Wirkstruktur und erste Gestaltinformationen dienen dazu, das Produkt-
konzept in eine gestaltorientierte Struktur zu iiberfithren. Hierdurch werden die zu ferti-
genden Bestandteile der Wirkstruktur identifiziert. Dies sind die gestaltbehafteten Sys-
temelemente wie Module, Bauteile und Baugruppen. AnschlieBend werden im Partial-
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modell Prozesse eine erste Montage- und Fertigungsreihenfolge ermittelt. Diese werden
mit Hilfe von Prozessen und Materialelementen spezifiziert. Die Prozesse beschreiben
den Produktionsablauf als eine Folge von Arbeitsvorgéngen. Diese beinhaltet sowohl
Herstellungs-, Montage- als auch Transportvorginge.

Ressourcen: Die Prozesse beschreiben die durchzufiihrenden Arbeitsschritte betriebs-
mittelunabhédngig. Die Durchfiihrung der einzelnen Prozesse erfolgt durch Ressourcen.
Als Ressourcen werden alle benétigten Sachmittel sowie das Personal bezeichnet
[DIN69901]. Die Ressourcen werden den Prozessen zugeordnet, wobei es moglich ist,
dass eine Ressource mehrere Prozesse ausfiihrt. Ressourcen sind durch Materialfliisse
miteinander verbunden. Die einzelnen Ressourcen werden durch Parameter und Gestal-
tinformationen konkretisiert.

Gestalt (Produktionssystem): Analog zur Produktentwicklung werden bereits wihrend
der Konzipierung des Produktionssystems erste Festlegungen zu seiner Gestalt getrof-
fen. Unter Gestalt verstehen wir Arbeitsriume und Platzbedarf von Maschinen oder
Wirkflachen von Handhabungseinrichtungen. Diese Informationen werden in Form von
Flachenbedarfen, Skizzen oder 3D-CAD-Modellen gespeichert und den Ressourcen
zugewiesen.

Virtualisierung in der Produktentwicklung

Neben der integrativen und interdisziplindren Zusammenarbeit der beteiligten Fachex-
perten spielt die durchgingige Virtualisierung eine wichtige Rolle im Entwicklungspro-
zess. Durchgiingige Virtualisierung bedeutet die Bildung und Analyse von rechnerinter-
nen Modellen verschiedener Detaillierungs- und Konkretisierungsstufen iiber den ge-
samten Prozess des Produkt- und Produktionssystementwicklung. Bild 22 verortet ver-
schiedene Aspekte der virtuellen modellbasierten Entwicklung im Entwicklungsprozess
anhand des V-Modells der VDI-Richtlinie 2206. Ausgangspunkt ist die fachgebiets-
iibergreifende Systemspezifikation. Zur rechnerunterstiitzten Modellierung der Sys-
temkonzeption mit CONSENS existiert das Software-Werkzeug Mechatronic Modeller
[GLL12]. AuBerdem kann eine rechnerinterne Abbildung des Systemmodells mit
CONSENS durch verschiedene UML /SySML -Werkzeuge erfolgen. Hierfiir wurde
exemplarisch ein SysML4CONSENS-Profil fiir den Sparx Enterprise Architect (EA)
erarbeitet, welches eine CONSENS-konforme Modellierung ermoglicht. Das methodi-
sche Vorgehen von CONSENS wurde so mit der Modellierungssprache SysML und
dem Softwarewerkzeug Enterprise Architect kombiniert [IKD13].

Auf Basis der modellbasierten Systemspezifikation kdnnen erste Simulationsmodelle
zur frithzeitigen Analyse auf Systemebene abgeleitet und entsprechende Simulationen
durchgefiihrt werden; z.B. die integrierte Dynamikanalyse zur frithzeitigen Analyse des
dynamischen Systemverhaltens auf Basis von Modelica-Modellen [GTS14]. Die Ergeb-
nisse konnen dann wiederum in die Systemspezifikation zuriickgespiegelt werden.
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Bild 22: Das V-Modell als Basis fiir Modellierung und Analyse

Ausgehend von der fachgebietsiibergreifenden Systemspezifikation erfolgt die fachge-
bietsspezifische Konkretisierung des Systems. Dafiir werden die etablierten Werkzeuge
wie 3D-CAD und E-CAD-Systeme eingesetzt.

Visuelle Analysen: Im Zuge der Konkretisierung kann die Technologie Virtual Reality
(VR) zur Analyse und Bewertung virtueller Prototypen eingesetzt werden. Virtual Rea-
lity trdgt dazu bei, virtuelle Prototypen erlebbar zu machen. Dies gilt insbesondere fiir
die Gestalt und das Verhalten, wie die Kinematik eines Systems. Weitere Visualisie-
rungstechniken ermoglichen es, VR-Modelle mit Simulationsdaten zu iiberlagern, so-
dass das visuell wahrgenommene Verhalten des Systems leicht nachvollziehbar wird
[Was13].

Des Weiteren gibt es X-in-the-Loop Ansétze zum rechnerunterstiitzten Testen komple-
xer mechatronischer Systeme. Zur frithzeitigen Systemverifikation und -test der Soft-
wareentwicklung kdnnen beispielsweise Model-in-the-Loop (MiL) und Software-in-the-
Loop (SiL) Simulationen eingesetzt werden. Bei MiLL Simulationen erfolgt eine Simula-
tion des Gesamtsystems ausschlieBlich auf Basis von Modellen. Bei SiL. Simulationen
werden realisierte Softwarekomponenten (Regler ist im C-Code implementiert) in simu-
lierten Umgebungen ausgefiihrt. Auf diese Weise konnen ihre Eigenschaften rein virtu-
ell getestet werden. Zum Test weiterer Funktionen oder Hardwarekomponenten kdnnen
mit Hilfe von Priifstinden auch Hardware-in-the-Loop (HiL) Simulationen durchgefiihrt
werden, ohne einen vollstdndigen realen Prototyp realisieren zu miissen [GTS14].

Im Folgenden geben wir zwei Beispiele fiir das Leistungsvermdgen der Virtualisierung
der Produktentstehung. Es handelt sich zum einen um einen rekonfigurierbaren Fahrsi-
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mulator, der es ermoglicht, Test- und Trainingsumgebungen fiir fortgeschrittene Fahrer-
assistenzsysteme rationell zu erzeugen, und zum anderen um die virtuelle Inbetrieb-
nahme von Produktionssystemen.

Entwicklung eines rekonfigurierbaren Fahrsimulators

Fahrsimulatoren werden seit Jahrzehnten erfolgreich in verschiedenen Anwendungsbe-
reichen eingesetzt. Sie unterscheiden sich weitgehend in ihrer Struktur, Genauigkeit,
Komplexitit und in ihren Kosten. In der Regel werden Fahrsimulatoren individuell fiir
eine spezielle Aufgabe entwickelt und haben typischerweise eine festgelegte Struktur.
In speziellen Anwendungsbereichen werden jedoch unterschiedliche Varianten eines
Fahrsimulators benoétigt. Es besteht daher Handlungsbedarf fiir die Entwicklung eines
rekonfigurierbaren Fahrsimulators, der es dem Betreiber ermdglicht, ohne umfassende
Fachkenntnisse einfach und schnell anwendungsspezifische Varianten eines Fahrsimu-
lators zu erstellen.

Die Entwicklung von rekonfigurierbaren mechatronischen Systemen, die iiberwiegend
aus modularen Komponenten bestehen, beruht auf dem Prinzip des morphologischen
Kastens. Zur Rekonfiguration eines bestehenden Fahrsimulators, entsteht die Notwen-
digkeit, eine Phase zwischen der Modellierungs- und Simulationsphase einzufiigen
(Bild 23). In dieser Phase kann der Fahrsimulator-Betreiber die gewiinschten Kompo-
nenten in Form von Hardware-Komponenten und Softwaremodulen auswéhlen, um eine
anwendungsspezifische Variante des Fahrsimulators zu konfigurieren. Beispiele fiir
Hardware-Komponenten sind die Bewegungsplattform, das Visualisierungssystem oder
Eingabegerite. Beispiele fiir Softwaremodule sind das Fahrzeugmodell oder weitere
Verkehrsmodelle. Die Hardware-Komponenten und Softwaremodule liegen in unter-
schiedlichen Ausprdagungen in Form von Losungselementen vor. Unterschiedliche Aus-
prigungen des Visualisierungssystems sind z.B. die Losungselemente Rundprojektion,
stereoskopischer Bildschirm oder ein tragbares Sichtsystem (engl. head mounted dis-
play). Beispiele fiir verschiedene Ausprigungen des Softwaremoduls zum Fahrzeugmo-
dell sind unterschiedliche Modellierungstiefen der Losungselemente, wie z.B. ein kom-
plexes echtzeitfahiges Modell zur Fahrdynamik oder ein reduziertes 1-Spurmodell. Ver-
schiedene Kombinationen der Losungselemente fithren zu den entsprechenden Fahrsi-
mulatorvarianten [HBA+13]. Die Herausforderung dabei ist, dass die ausgewihlten Lo-
sungselemente, also die jeweiligen Auspragungen der Hardware-Komponenten und der
Softwaremodule, miteinander kombinierbar sein miissen. Dies erfordert kompatible
Hard- und Softwareschnittstellen und einen zuverldssigen Kontrollmechanismus, um
konsistente Konfigurationen des Systems zu erreichen. Hierfiir wurde ein Konzept ent-
wickelt, das die einzelnen Komponenten in eine giiltige und funktionierende Simulator-
konfiguration iiberfiihrt [Has14].
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Bild 23: Morphologischer Kasten als Basis fiir das Konfigurieren von Fahrsimulatoren

Das Konzept wurde im Rahmen des Forschungsprojektes TRAFFIS erfolgreich ange-
wendet. Dazu wurden drei Simulatorvarianten definiert:

1) TRAFFIS Komplettversion: Diese Fahrsimulatorvariante besitzt die komplexeste
Struktur mit einer voll steuerbaren Bewegungsplattform, einer Rundprojektion und ei-
ner realen Fahrerkabine. Ziel ist die detaillierte Darstellung der Fahrdynamik durch die
voll steuerbare Bewegungsplattform, die vollstindige Darstellung der Fahrumgebung
auf der Rundprojektion sowie die realistische Bedienung in der Fahrerkabine (Bild 24).
Diese Fahrsimulatorvariante bietet damit ideale Voraussetzungen fiir den HIL-Test von
Fahrerassistenzsystemen (FAS) in einer simulierten Fahrzeugumgebung.
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Bild 24: TRAFFIS Komplettversion als mogliche Varianten eines Fahrsimulators mit
der hochsten Modellierungstiefe und komplexesten Ausprdgung der Losungs-
elemente nach [HBA+13].

2) TRAFFIS portable Version: Diese Fahrsimulatorvariante umfasst eine einfache Be-
wegungsplattform mit eingeschrénkten Freiheitsgraden zur prinzipiellen Darstellung der
Fahrdynamik, einen stereoskopischen Bildschirm zur Darstellung der Fahrersicht nach
vorn und einem einfachen Force-Feedback Lenkrad zur rudimentiren Bedienung des
Fahrzeugs. Ein mogliches Anwendungsgebiet dieser Fahrsimulatorvariante ist die Schu-
lung von Kraftfahrern fiir ausgewidhlte Fahrerassistenzsysteme (Bild 25).

3) TRAFFIS Light Version: Diese Fahrsimulatorvariante stellt eine minimale Basisver-
sion dar. Ein tragbares Sichtsystem (engl. Head mounted display) unterstiitzt eine einfa-
che Darstellung der Fahrzeugumgebung. Die Fahrzeugbedienung erfolgt {iber ein einfa-
ches Lenkrad. Ein Bewegungssystem zur Darstellung der Fahrdynamik fehlt hier voll-
standig. Ein mogliches Anwendungsgebiet dieser Fahrsimulatorvariante ist der Test der
FAS-Software nach dem Software-in-the-Loop (SiL)-Prinzip. Diese Simulatorvariante
dient FAS-Entwicklern, in frithen Entwicklungsphasen, zum tédglichen Testen der Kon-
trollalgorithmen (sieche Bild 26).
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Bild 25: TRAFFIS portable Version mit reduzierter Modellierungstiefe und einge-
schrinkter Ausprdagung der Losungselemente nach [HBA+13].
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Bild 26: TRAFFIS Light Version mit geringer Modellierungstiefe und minimaler Aus-
prigung der Losungselemente nach [HBA+13].

Virtuelle Inbetriebnahme

Die virtuelle Inbetriebnahme (VIBN) ist ein Losungsansatz, um zeitraubende und kos-
tenintensive Iterationsschleifen bei der Planung und Inbetriebnahme maschinenbauli-
cher Anlagen zu vermeiden. Bei der virtuellen Inbetriebnahme wird das Verhalten einer
Anlage in einem Verhaltensmodell abgebildet. Die Steuerungsprogramme koénnen
dadurch einem friihzeitigen Test am Modell unterzogen werden [Wiin08], [Saull]. Die
Vorwegnahme des Programmtests fiihrt zu einer deutlichen Verkiirzung der eigentli-
chen Inbetriebnahmezeit. Gleichzeitig steigt durch die systematischen Tests die Qualitit
der Steuerungsprogramme, da Fehler frithzeitig identifiziert und behoben werden kon-
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nen [Z&h06]. Zudem kann das Maschinenverhalten gezielt auf solche Storungen getestet
werden, die bei der realen Anlage eine Gefahr fiir Mensch und Umwelt darstellen. Der
Nachteil der virtuellen Inbetriebnahme liegt in der aufwéndigen Modellerstellung. Hau-
fig kompensiert diese den Zeitvorteil bei der Inbetriebnahme, und der kumulierte Zeit-
aufwand bis zum Produktionsanlauf der Anlage bleibt gleich [Wiin08§].

Im Rahmen eines von der Deutschen Forschungsgemeinschaft (DFG) geforderten Pro-
jekts wurde am Heinz Nixdorf Institut eine neue Systematik zur virtuellen Inbetrieb-
nahme von maschinenbaulichen Anlagen auf Basis von objektorientierten Verhaltens-
modellen erarbeitet. Diese beruht auf der Strukturierung einer maschinenbaulichen An-
lage in Module, fiir die Verhaltensmodelle mit wahlbaren Modellierungstiefen und
adaptiver Umschaltung zwischen diesen Konkretisierungsstufen erstellt werden. Ziel
der Systematik ist die Reduzierung des Modellierungsaufwands.

Der Lebenszyklus von maschinenbaulichen Anlagen gliedert sich in die sechs Haupt-
phasen: Anlagenkonzipierung, Anlagenausarbeitung, Anlagenherstellung, Anlageninbe-
triecbnahme, Anlagenbetrieb und Redistribution. Die virtuelle Inbetriebnahme bildet eine
weitere, parallele Phase in diesem Prozess (Bild 27). Sie gliedert sich in die fiinf Teil-
phasen: Testspezifikationen definieren, Anlagenmodule analysieren, Umschaltbedin-
gungen festlegen, Verhaltensmodelle erstellen und VIBN durchfiihren [SLB13]. Zwi-
schen dem Prozess der Anlagenentstehung und der virtuellen Inbetriebnahme erfolgt
eine durchgehende Synchronisation. Ausgetauscht werden z.B. die Funktionshierarchie
und Wirkstruktur als Eingangsinformationen zur Definition der Testspezifikationen,
wohingegen Anforderungen aus den Testspezifikationen abgeleitet und synchronisiert
werden.
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Bild 27: Anlagenentstehungsprozess mit der virtuellen Inbetriebnahme
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Die Testspezifikationen bestehen aus Anwendungsszenarien sowie Storszenarien. An-
wendungsszenarien umfassen sowohl das Betriebsverhalten der Anlage/Anlagenmodule
als auch gewiinschte Sonderbetriebsarten (z.B. Wartung oder Handbetrieb). Storszenari-
en hingegen spezifizieren das Verhalten der Anlagen im Storungsfall und stellen in die-
sem Fall den gewiinschten Zustand sicher. Nach der Definition der Testspezifikationen
erfolgt die Analyse der Anlagenmodule. In dieser Phase wird den Modulen jeweils die
notwendige Modellierungstiefe zugewiesen. Es sind drei allgemeine Modellierungstie-
fen fiir die virtuelle Inbetriebnahme definiert worden: idealisierte Funktion, prinzipielle
Machbarkeit und system-spezifisches Verhalten [SLB13]. Grundidee der adaptiven Um-
schaltung ist, ein Modell mit niedriger Modellierungstiefe gegen das dquivalente Modell
mit hoherer Modellierungstiefe auszutauschen, sofern das aktuelle Modell nicht die ge-
forderten Informationen liefert. Fiir den Fall, dass mehr Informationen vorliegen als
benoétigt, wird von einem Modell mit hoherer Detaillierung zu einem mit geringer Mo-
dellierungstiefe umgeschaltet. Durch die adaptive Umschaltung kann bspw. zur Laufzeit
auf gednderte Randbedingungen reagiert werden und lediglich die minimal erforderliche
Modellierungstiefe verwendet werden. Weiterhin kann die Steuerung einer Anlage auf
ihr korrektes Verhalten insbesondere bei unvorhergesehenen Ereignissen und Sonderbe-
triebsarten wie z.B. Stérungen oder Notaus untersucht werden. Die Schritte der Syste-

matik von der Definition der Testspezifikationen bis zur Erstellung der Verhaltensmo-
delle wurden am Beispiel eines flexibel automatisierten Fertigungssystems erfolgreich
validiert (Bild 28).

Bild 28: Uberblick inkl. Layout des Labors zur flexiblen Industrieautomatisierung
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Zusammenfassung

Die Einfiihrung von Systems Engineering (SE) fiir die mechatronische Produktentwick-
lung gewinnt derzeit auch in den klassischen Maschinenbauunternehmen an Bedeutung
und wird diskutiert. Unternehmen stellen sich dabei die Frage, was Thnen der Einsatz
von SE bezogen auf ihre konventionellen und etablierten Entwicklungsprozesse an
Mehrwert bietet und welcher Nutzen hinsichtlich Verkiirzung der Entwicklungszeit,
Kosteneinsparung sowie Steigerung von Produktivitdt, Qualitit und Innovation daraus
entsteht. Zu Recht muss auch die Frage gestellt werden, wie sich die Investitionen in
Systems Engineering Prozesse, Methoden und IT-Werkzeuge fiir ein Unternchmen
rechnen und welche konkreten und messbaren Verbesserungen damit fiir die Produkt-
entwicklung und Produktion erzielt werden kénnen.

Im vorliegenden Beitrag werden Herausforderungen und Nutzen beim Einsatz von
(Model Based) Systems Engineering, kurz (MB)SE dargestellt, die sich auf Analysen
und Erfahrungen aus der Praxis stiitzen. Die gezielte Einfiihrung von ,,Model Based
Systems Engineering® (MBSE) kann dabei helfen von der dokumentenzentrierten Vor-
gehensweise zu einer modellbasierten Entwicklungsmethodik zu gelangen, um die ge-
wiinschten Nutzenpotentiale auszuschopfen. Der vorliegende Beitrag zeigt die Erfah-
rung aus der Einfilhrung und Erstanwendung von MBSE am Beispiel der Maschinen-
entwicklung auf.

Schliisselworte

(Model Based) Systems Engineering, Einfiihrung, Anwendungserfahrung, Maschinen-
bau, Modellierung und Auslegung mechatronischer Systeme, interdisziplindre Zusam-
menarbeit
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Model Based Systems Engineering: Introduction, Deployment
and Practical Experiences from Industry

Abstract

The introduction of Systems Engineering (SE) for the mechatronic product development
is important even in classic engineering companies and shall be discussed. Therefore,
companies are asking the question, what added value is offered by the integration of SE
with respect to their conventional and established development process as well as what
benefits will arise with respect to a shortening of the development time, cost savings
such as an increase in productivity, quality and innovation. Rightly so, the question
must also be asked, how high the investments in Systems Engineering processes, meth-
ods and IT-Tools are to be expected for a company. In the following contribution the
challenges and benefits of SE will be presented. The deliberate introduction of “Model
Based Systems Engineering” (MBSE) can aid in the conversion from a document-
centered approach to a model-based development methodology in order to exploit the
desired potential benefits. This paper presents the experience of the introduction and
adaptation of MBSE based on the example of machine development.

Keywords

(Model Based) Systems Engineering, Rollout, Deploment, Practical Experience, Indus-
try, Modeling and Design of Mechatronic Products, Interdisciplinary Collaboration
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1 Ausgangsituation

Die Gesellschaft fiir Systems Engineering (GfSE e.V.) beschreibt Systems Engineering
(SE) als eine umfassende Ingenieurtétigkeit, die zur Entwicklung komplexer Produkte
notwendig ist [GfSE14]. Die Aufgaben im SE sind vielfaltig und beginnen bei der An-
forderungsermittlung und Systemanalyse und reichen iiber die Systementwicklung bis
hin zur Absicherung und zum Test. Aufgrund der Vielzahl an beteiligten Disziplinen,
wie Mechanik, Elektrik/Elektronik und Software in heutigen innovativen Produktent-
wicklungsprozessen, stehen Unternehmen von verschiedenen Herausforderungen und
die Beherrschung des (MB)SE erscheint zunehmend zu einem echten Wettbewerbsvor-
teil fiir Unternehmen zu werden. Beispielsweise sollen an dieser Stelle folgende Heraus-
forderungen erwéhnt werden, die im Maschinenbau mehrfach identifiziert wurden und
durch den Einsatz von MBSE begegnet werden konnen.

e Projektmanagement: Projektmanagement ist noch nicht vollkommmen umgesetzt,
Projekte laufen unterschiedlich ab, Prozesse sind nicht standardisiert, fehlender
interdisziplindrer Produktentwicklungsprozess

e Entwicklung Mechanik: Potential ,,Mechanik* ausgeschopft — ,,Mechatronik* ist
noch nicht umgesetzt, Mechanische Konstruktion/Entwicklung bieten nur Me-
chanik Losung, Elektronische Bauteile werden durch Mechanik ausgewéhlt

e Elektrotechnik: unzureichender Informationsfluss zwischen Elektrotechnik und
Mechanik fiihrt zu aufwéandigen Abstimmungen und Suche, Elektrotechnische
Bauteile werden oftmals zugekauft, Kernkompetenzen sind am Markt verfligbar

e Softwareentwicklung: fehlende Integration der Softwareentwicklung in ,,mechat-
ronische® Systementwicklung, unzureichende Prozess-/ IT-Systemunterstiitzung

Die gezielte Einfiihrung von (MB)SE kann dabei helfen von der dokumentenzentrierten
Vorgehensweise zu einer modellbasierten Entwicklungsmethodik zu gelangen, um die
gewliinschten Nutzenpotentiale z.B. wie verbesserte Kommunikation zwischen Sys-
temingenieuren und den Vertretern aus den Fachdisziplinen, verbindliche Anforderun-
gen durch gezieltes Requirements Engineering und Management, oder Virtualisierung
der Produktabsicherung auszuschopfen und Foderation der Disziplinen, Prozesse, Me-
thoden und Tools abzusichern (siehe Bild 1).
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Bild 1: Model Based Systems Engineering

2 Nutzen von Systems Engineering

Unternehmen stellen sich bei der Betrachtung und Einfiihrung berechtigt die Frage, was
Ihnen SE bezogen auf ihre konventionellen und etablierten Entwicklungsprozesse an
Mehrwert bietet. Zu Recht muss auch die Frage gestellt werden, ob und wann sich die
Investitionen in SE-Methoden und IT-Werkzeuge fiir ein Unternehmen rechnen.

In der Arbeit ,,Systems Engineering Return on Investment® von Eric C. Honour aus dem
Jahr 2013 wurde in einer breit angelegten Studie der Return on Investment (ROI) fiir
Systems Engineering ermittelt [Hon13]. Dabei wurden 51 Entwicklungsprogramme aus
16 Unternehmen der Luft- und Raumfahrtindustrie sowie der Verteidigungsindustrie
analysiert. Ein wesentliches Ergebnis war, dass der optimale Aufwand fiir SE bei 14,4%
der gesamten Entwicklungskosten fiir ein mittleres Entwicklungsprogramm (ca. 14 Mio.
EUR Entwicklungsbudget) liegt. Bei kleineren oder groBeren Programmen und in Ab-
hingigkeit von weiteren Charakteristiken (Tiefe der Systemintegration, GroBe der Sys-
tems, Technologisches Risiko etc.) kann der Wert zwischen 8% und 19% variieren. Bei
einer mittleren Programmgrof3e lag der ermittelte SE-ROI bei 3,5:1.

Bild 2 zeigt an welchen Stellen der Nutzen von SE generiert werden kann. Mit Hilfe des
modellbasierten Systems Engineering (MBSE) wird der Ubergang von der heutigen
hiufig versuchs- und prototypgetriebenen funktionalen Absicherung zur virtuellen Sys-
temabsicherung verlagert (1). Dabei konnen sowohl die Entwicklungskosten (2) als
auch die Entwicklungszeit (3) reduziert werden.
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Der Nutzen von MBSE stellt sich dabei durch mehrere Effekte ein [KK 14]:

MBSE hilft die Komplexitdt zu beherrschen: Die Vernetzung der Systeme nimmt durch
heutige und zukiinftige Innovation massiv zu und die Beherrschung dieser doménen-
iibergreifenden Abhédngigkeiten und Zusammenhinge kann nur mit SE-Methoden be-
waltigt werden. Die Transparenz und die Nachvollziehbarkeit der Abhéngigkeiten sind
ein wesentlicher Bestandteil zur Steigerung der Effizienz im Entwicklungsprozess.
Durch den Einsatz von SE/MBSE-Methoden ist der interdisziplinire Anderungsprozess
einfiihrbar und umsetzbar.

MBSE ermoglicht interdisziplindres Qualitdtsmanagement und Absicherung: Die Kon-
formitédt der Systemeigenschaften zu den Anforderungen (z.B. Kundenanforderungen,
Normen, Zertifizierungen oder Léanderrichtlinien) beziiglich einzelner Komponenten
und beziiglich des Gesamtsystems muss wihrend des Entwicklungsprozesses sicherge-
stellt werden. Hier setzt die SE-Methode an, indem jederzeit wihrend der Entwicklung
eine Beurteilung des Erflillungsgrades von Anforderungen bezogen auf das Gesamtsys-
tem erfolgt.

MBSE reduziert Hardware und Prototypen: Insbesondere in den etablierten Versuchs-
und Berechnungsdisziplinen hat man die Anzahl der realen Hardwaretests durch Einsatz
der Simulation erheblich reduziert und damit Entwicklungszeit und -kosten eingespart.
Diese Entwicklung erfahrt Thre Fortflihrung in einer zunehmenden Virtualisierung der
Absicherung - also in einem Ubergang von Hardware-(HiL) iiber Software-(SiL) bis hin
zu Model-in-the-Loop(MiL)-Tests. In gleichem Mafle kann durch SE das multidiszipli-
nédre Systemverhalten in friihen Entwicklungsphasen durch die Vernetzung von Verhal-
tenssimulationen aus unterschiedlichen Disziplinen erfolgen. Das Vorhandensein ent-
sprechender Toolschnittstellen erlaubt die Weiterverwendung der Verhaltensmodelle fiir
virtuelle Tests in allen Modellgranularititen und somit in allen Phasen des Entwick-
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lungsprozesses. Damit kann die Anzahl von Hardwareprototypen durch die frithe virtu-
elle Absicherung reduziert werden.

MBSE ermoglicht kooperative Entwicklungsprozesse: Die Zusammenarbeit mit Liefe-
ranten und Entwicklungspartnern sowie die OEM/OEM-Kooperation ist im Konstrukti-
onsbereich und insbesondere beim Austausch von CAD-Daten seit langem gelebte Pra-
xis. Mit SE-Methoden kann auch in den friihen Phasen der Produktentwicklung die Ein-
bindung von Lieferanten zur Anforderungsdefinition, Systemgestaltung und Losungsop-
timierung ermdglicht werden. Unterstiitzt wird dies durch die zunehmende Standardisie-
rung von Schnittstellen zur Werkzeugkopplung. Exemplarisch sei hier auf das Functio-
nal Mock-up Interface verwiesen, einen werkzeugunabhéngigen Standard fiir den Aus-
tausch funktionaler Verhaltensmodelle [FMI14-ol].

Als iibergeordnetes Ziel von MBSE kann die Steigerung der Effizienz bei der Entwick-
lung mechatronischer Systeme durch die Bereitstellung von modellbasierten Methoden
und die durchgéngige Vernetzung heterogener Entwicklungswerkzeuge formuliert wer-
den.

3 Systemmodellierung und Einfiihrung von Model Based
Systems Engineering

Der Entwicklungsprozess ist gepriagt durch das stindige Entscheiden zwischen ver-
schiedenen Konzept- und Lésungsalternativen, um die beste Losung fiir das Produkt zu
erzielen. In der Regel besteht dabei ein Zielkonflikt zwischen der Anzahl der mdglichen
Losungen und der im Entwicklungsprojekt verfiigbaren Zeit, um alle Lésungsalternati-
ven zu bewerten und frithzeitig Entscheidungen zu treffen.

Einen Ansatz zur systematischen Entwicklung von Losungskonzepten, Systemarchitek-
turen und Komponenten auf Grundlage des modellbasierten Systems Engineering
(MBSE) bietet beispielsweise die sogenannte FAS-Methode [FAS14-o0l]. Die Methode
,functional Architecture for Systems® (FAS) wird als ein Kommunikationsinstrument
verstanden und kann zur Herleitung von Architekturentscheidungen herangezogen wer-
den. Die FAS-Methode ist unabhédngig von Modellierungssprachen und von Modellie-
rungswerkzeugen. Modellierungswerkzeuge auf Basis der Sprache SysML unterstiitzen
die modellbasierte Analyse und Synthese von Systemen aus der Sicht des Systeminge-
nieurs [Weil4]. Dabei werden unter anderem Anforderungs-, Funktions- und Architek-
turmodelle entwickelt, die um erste Parameter- und Verhaltensmodelle in der Konzept-
phase auf Systemebene ergidnzt werden. Dabei entsteht das sogenannte Systemmodell
(siehe Bild 3).

Gerade im SE ist es entscheidend, die Festlegungen unterschiedlicher Disziplinen in
einem Systemmodell zu beschreiben und integriert zu behandeln. Die reine Integration
der Daten, die das Systemmodell beschreiben, in eine Datenbank ist dabei nicht hinrei-
chend und zielfithrend. Das gilt insbesondere wenn bereits etablierte und existierende
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IT-Werkzeuge im Entwicklungsprozess weiterhin verwendet werden sollen. Vielmehr
ist der foderative Integrationsansatz die geeignete Losung, wenn Daten zwischen hete-
rogenen Entwicklungswerkzeugen verkniipft werden miissen [Kle03].

Anforderungen Parameter

l | =
System-
modell

= A
Funktionen Architektur

Bild 3:  Systemmodell

Die Verwendung des MBSE-Ansatzes ermoglicht Systemingenieuren oder Systemarchi-
tekten alle Aspekte eines multidisziplindren Systems zu berilicksichtigen und zu opti-
mieren. Sie stehen dabei stetig vor der Herausforderung wihrend des Entwicklungspro-
zesses zu priifen, inwieweit sich der Systementwurf und das Verhalten des Gesamtsys-
tems innerhalb der definierten Anforderungen befinden. Gleichzeitig widerspricht die
detaillierte Beherrschung aller dafiir notwendigen Autorenwerkzeuge durch den Syste-
marchitekten dem Ziel einer Effizienzsteigerung sowohl im Hinblick auf das Handling
der anspruchsvollen Umgebungen als auch beziiglich der damit verbundenen Lizenz-
kosten.

Der modellbasierte SE-Ansatz (Model Based Systems Engineering - MBSE) sieht dar-
iber hinaus die Verkniipfung der physikalischen Modelle der einzelnen Disziplinen zu
einem iibergeordneten Systemmodell vor. MBSE-Entwicklungswerkzeuge, die die gra-
fische Modellierung mit der Sprache SysML unterstiitzen, werden vermehrt zur Sys-
temmodellierung eingesetzt. Sie sind, wenn es um die Moglichkeiten geht, das System-
modell mit den konkreten physikalischen Verhaltens- und Simulationsmodellen zu ver-
kniipfen, jedoch limitiert. Diese Verkniipfung ist unbedingt notwendig, um Vorhersagen
zur Einhaltung von Anforderungen, zu Gestalt und Verhalten des Gesamtsystems oder
zu den Kosten zu treffen. Die transparente Darstellung der Losungsalternativen und die
Unterstiitzung bei der Entscheidungsfindung sollten dabei auf Knopfdruck moglich sein
[F4AM14-ol].

CAD-Systeme unterstiitzen die Beschreibung der mechanischen oder elektrischen Sys-
temstruktur und Produktgestalt. CAE-Werkzeuge helfen bei der Vorhersage physikali-
scher Eigenschaften oder bei der Simulation des Verhaltens von Teilsystemen auf Basis
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von Modellen im Rahmen der virtuellen Produktentwicklung (siehe Bild 2). Jedoch
bleibt die Optimierung des Gesamtsystems hdufig ein zeitintensiver und auf Erfahrun-
gen basierender Prozess, der zusitzlich mit Hilfe von Priifstinden oder Prototypen fiir
Tests unter realen Bedingungen ergénzt wird. Um die Optimierung eines mechatroni-
schen Gesamtsystems durchfiihren zu konnen ist die interdisziplindre und automatisierte
Kopplung verschiedenster CAx-Werkzeuge und Modelle notwendig. Dabei miissen
Parameter, Eigenschaften, Eingangs- und Ergebnisinformationen, Varianten und Be-
rechnungsalternativen durchgéngig im interdisziplindren Entwicklungsprozess als Bin-
deglied zwischen den Modellen verfiigbar sein.

Zahlreiche Herausforderungen sind dabei zu bewiltigen, wie z.B.

e jederzeit priifen zu kdnnen, ob die Anforderungen an das Gesamtsystem iiber al-
le Disziplinen hinweg erfiillt sind,

e verschiedene im Berechnungsprozess existierende CAx-Werkzeuge zu integrie-
ren und Parameter und Ergebnisse zwischen den Werkzeugen auszutauschen,

e cinen reproduzierbaren Berechnungsdurchlauf sicherzustellen und auch nach
Jahren nochmals nachvollziehen zu konnen,

e Informationen aus verschiedenen Disziplinen, wie Mechanik, FElekt-
rik/Elektronik oder Software in die Simulation des Gesamtsystems einzubinden,

e Auswirkungen von Anderungen an einzelnen Modellen auf das Gesamtsystem
nachvollziehen und beurteilen zu konnen oder

e trotz Heterogenitdt in der Werkzeuglandschaft und der mangelnden Verschal-
tung der existierenden, hochoptimierten Berechnungs- und Simulationswerkzeu-
ge, belastbare und nachvollziehbare Ergebnisse fiir das betrachtete Gesamtsys-
tem zu liefern.

Fiir die Einfiihrung von (MB)SE gilt es zunéchst eine geeignete Strategie fiir den Ein-
satz zu definieren und die Einfiihrung zu planen und erfolgreich umzusetzen. Dabei hat
sich in verschiedenen Einfiihrungsprojekten im Maschinenbau folgende Vorgehenswei-
se bewihrt:

e Stufenweise Einfiihrung von Model Based Systems Engineering (MBSE) in
kleinen Schritten mit Hilfe von Pilotprojekten (sogenannte ,, MBSE-Labore*)

e Umstellung auf parallele Systementwicklung entlang des V-Modells statt se-
quentielle Entwicklung

e Unterstiitzung mit Hilfe von externer Expertise und Wissensmanagement

Die Einfiihrung von MBSE betrifft mehrere Bereiche (ME, EE, SW) und erfordert Be-
riicksichtigung des gesamten Produktlebenszyklus. Dabei ist die Akzeptanz und Trans-
parenz in den verschiedenen Unternehmensbereichen sicherzustellen. Da Prozesse, Me-
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thoden und Werkzeuge fiir modellbasierte Entwicklung noch nicht hinreichend bekannt
und akzeptiert sind, sind Sensibilisierung, Erfahrungsaufbau, Eignungspriifung und An-
passungen in Pilotanwendungen fiir den Einsatz in Serienentwicklung notwendig.

Der vorliegende Beitrag zeigt die Erfahrungen aus der Einfithrung und Erstanwendung
von MBSE an einem konkreten Beispiel der Maschinenentwicklung auf.

4 Praxiserfahrungen fiir einen foderativen MBSE-Ansatz in
der Maschinenentwicklung auf Basis von ModelCenter

Exemplarisch soll anhand des folgenden Anwendungsbeispiels das modellbasierte Sys-
tems Engineering beschrieben werden. Es handelt sich um den Entwurf eines mechatro-
nischen Funktionstriagers. Der Funktionstrdger ist ein Sub-System einer Textilmaschine,
das fiir die Erstellung von Mustern bei industriell hergestellten Stoffen verantwortlich
ist. Das Sub-System besteht aus einem pneumatischen Zylinder (1), dem eigentlichen
Funktionstriger (2), einem Servomotor (3) sowie der Steuerung (4). Die Steuerung legt
die Verfahrkurve des Funktionstrigers fest (siche Bild 3).

Steuerung

Bild 4: Konzeption des Funktionstrdgers als Sub-System einer Textilmaschine

Ziel der modellbasierten Entwicklung ist die Konzeption und Absicherung alternativer
Antriebskonzepte, um die Leistungsanforderung an eine erhohte Drehzahl und damit die
Erhohung der Stoffmenge pro Zeit zu erfiillen. Im Folgenden sollen die angewandte
Vorgehensweise, Methoden und Werkzeuge beim modellbasierten Systems Engineering
zusammenfassend beschrieben werden.

Zur Modellierung der funktionalen Architektur wurde wie folgt vorgegangen: System
Kontext identifizieren, Anforderungsanalyse, Anwendungsfille und deren Verfeinerung
durch Aktivitidten, funktionale Blockdiagramme erstellen, Ausarbeitung der funktiona-
len Modelle bis zur logischen Architektur sowie Identifikation der Wirkprinzipien des
Systems, Gewinnung von CAD-Modellen anhand der erkannten Wirkprinzipien, Ge-
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winnung eines multidisziplindren Simulationsmodells und Durchfiihrung von Untersu-
chungen in der Simulation. Dabei wurden auf Basis der beschriebenen Anforderungen
sowohl Systemkontext, Anforderungsmodelle, Anwendungsfille als auch verschiedene
Systemmodelle (Systemarchitektur, Funktionsstruktur, etc.) mit der Sprache SysML
modelliert.

Der Systemkontext gem. Bild 4 beschreibt zunichst die von den Projektbeteiligten iden-
tifizierten Systeme mit Hilfe der Beschreibung in SysML. Zudem werden auf Grundla-
ge des Systemkontextes Anforderungen und Anwendungsfille des Systems in SysML
beschrieben. Unter Anwendung der Methode Functional Architecture for Systems
(FAS) entsteht eine losungsneutrale funktionsorientierte Systemstruktur. Diese wird
abschlieBend in Zielsystemarchitekturen fiir Losungsalternativen iiberfiihrt und eben-
falls in SysML mit Hilfe des Autorensystems CAMEQO Systems Modeler von NoMagic
dokumentiert. Exemplarisch wird in Bild 5 der Systemkontext fiir den Funktionstrager
in einem SysML-Diagramm dargestellt.

uc [view] #110 Systemkontext [ Syster’rkontextﬂ

Luftfeuchtigkeit Q |

Maschinen Betriebsoberfliche

Hauptwelle ~W0 > — 4

«system»
Funktionstrager
Maschinenrahmen
Luftdruckzufuhr
Energieversorgung
)'\
Temperatur

Bild 5:  Beschreibung des Systemkontexts fiir den mechatronischen Funktionstrdger

Basierend auf den Anforderungen konnten bereits in der Konzeptphase die Lésungsal-
ternativen auf Grundlage der ausgewihlten Komponenten fiir die Zielarchitektur und
das Antriebskonzept mit Hilfe der Modellierungssprache Modelica in einem Verhal-
tensmodell beschrieben und die multiphysikalischen Eigenschaften im multidisziplini-
ren Simulationswerkzeug SimulationX simuliert werden.

Dazu ist es erforderlich, dass die fachdisziplinspezifischen Eigenschaften von System-
modell und Partialmodellen aus verschiedenen Werkzeugen miteinander verkniipft wer-
den. Bei der Verwendung von vorhandenen Werkzeugen in einer heterogenen IT-
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Systemumgebung fiir die Produktenwicklung eignet sich die Verkniipfung auf Basis des
foderativen Integrationsansatzes.

Die Verkniipfung der Daten aus den Partialmodellen und die Foderation der Werkzeuge
Excel zur Vorauslegung, SimulationX zur Simulation, Matlab zur Auswertung der Er-
gebnisse und CAMEO Systems Modeler zur Gegeniiberstellung von Ergebnissen und
Anforderungen wird dabei mit Hilfe der Entwicklungsplattform ModelCenter MBSE-
Pak fiir das modellbasierte Systems Engineering realisiert. Im sogenannten Dashboard
auf Basis von ModelCenter werden die Simulationsergebnisse angezeigt und diese mit
den Anforderungen aus dem SysML-Modell verglichen (siehe Bild 6).
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B [V Konzept_C

Refresh Restore Defaults Design:  Save saveAs | Analysis: Run Export |

Ready. _jJI
Bild 6: Dashboard in ModelCenter MBSE Analyzer zur Darstellung der Ergebnisse

Da wesentliche Parameter des Systems und insbesondere auch kritische geometrische
GroBen in den Anforderungen formuliert sind, wurde bereits in der frithen Konzeptpha-
se die interdisziplindre Kommunikation mit Hilfe der Simulation unterstiitzt. Die erziel-
ten Simulationsergebnisse hatten dabei eine hohe Genauigkeit und haben so nicht nur
frithzeitige Entscheidungsfindung ermoglicht, sondern auch Akzeptanz fiir das Vorge-
hen geschaffen. Als Ergebnis des Pilotprojekts soll die modellbasierte Systementwick-
lung unternehmensweit eingefiihrt werden.

ModelCenter ist eine Plattform mit der sowohl die Integration von Entwicklungsprozes-
sen als auch die Design Optimierung von Gesamtsystemen durchgefiihrt werden kann.
Dabei ist es von entscheidender Bedeutung, dass die existierenden Design-, Simulati-
ons- und Berechnungswerkzeuge im Unternehmen weiter verwendet werden konnen.
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Mit Hilfe von ModelCenter kénnen schnell und einfach CAx-Workflows definiert wer-
den, die automatisierte und wiederholbare Simulationen sicherstellen. Durch die Aus-
fiihrung der Workflows konnen Ergebnisse aus verschiedenen Werkzeugen erfasst, De-
signalternativen evaluiert, gegen definierte Anforderungen gepriift und das Verhalten
visualisiert werden. Somit kdnnen Entscheidungen, die ein lokales Optimum fiir die
Entwicklung bedeuten, hinsichtlich der fiir das Gesamtsystem besten Losung tiberpriift,
verifiziert und ggf. verworfen werden. In den wenigsten Féllen ist die Optimierung nur
einer StellgroBe im System aus Gesamtsystemsicht.

Bild 7 zeigt beispielhaft die beteiligten Werkzeuge bei der modellbasierten Systement-
wicklung fiir den mechatronischen Funktionstriger einer Textilmaschine. ModelCenter
dient dabei als Informationsdrehscheibe fiir Parameter und Ergebnisse zur Prozessin-
tegration und Systemoptimierung fiir das Zusammenspiel verschiedenster Entwick-
lungswerkzeuge sowie zur Reifegradbeurteilung mit Hilfe eines Dashboards im Rahmen

Funktionale
Systemmodellierung

des modellbasierten Systems Engineering.

Systemanforderungen

Anforderunge®

Logische Physikalische
Verhaltenssimulation Modellierung

Bild 7: ModelCenter als zentrale Informationsdrehscheibe fiir das modellbasierte Sys-
tems Engineering

5 Restumee und Ausblick

Die Einfiihrung von Systems Engineering fiir die mechatronische Produktentwicklung
gewinnt auch in den klassischen Maschinenbauunternehmen an Bedeutung und wird
derzeit intensiv diskutiert. Unternehmen stellen sich dabei die Frage, was der Einsatz
von MBSE bezogen auf ihre konventionellen und etablierten Entwicklungsprozesse an
Mehrwert bietet und welcher Nutzen hinsichtlich Verkiirzung der Entwicklungszeit,
Kosteneinsparung sowie Steigerung von Produktivitdt, Qualitdt und Innovation daraus
entsteht.

Der Nutzen von MBSE stellt sich erst durch die ganzheitliche Betrachtung des Gesamt-
systems iiber alle Disziplinen und Entwicklungsphasen ein. Dazu wird empfohlen zu-
nichst eine Evaluierung der Vorgehensweise, Methoden und Werkzeuge zum modellba-
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sierten Systems Engineering in einem Pilotprojekt durchzufiihren. Denn das Thema
MBSE klingt fiir die Beteiligten in der Maschinenentwicklung zunichst theoretisch und
abstrakt und wird erst durch die praktische Anwendung begreifbar und nachvollziehbar.
Zudem konnen im Rahmen der Evaluierung Methoden und Werkzeuge ausprobiert,
bewertet und fiir den spiteren Einsatz ausgew#hlt werden und auf Basis der ersten Er-
fahrungen notwendige Anpassungen an die Rahmenbedingungen fiir die Einfiihrung
vorgenommen werden.

Die Unterstiitzung der Anwender bei der Einfiihrung durch MBSE-Experten ist erfor-
derlich, um Wissen im Sinne von Know-that, Know-why, Know-how zu transferieren
und damit grundlegend Entwickler zu befdhigen sowie direkten Nutzen durch den Ein-
satz von MBSE zu schaffen. Eine individuelle, modulare Einfiihrungsstrategie (z.B.
projektbezogener Ersteinsatz) empfiehlt sich nach Sensibilisierung und Qualifizierung
der beteiligten Mitarbeiter. Sind die Anfangshiirden erst einmal iiberwunden, kdnnen
bisher nicht erreichbare Effizienzpotentiale im Entwicklungsprozess aufgedeckt und
realisiert werden.

Die Systemkomplexitdt im Maschinenbau wird zukiinftig noch weiter steigen - die Va-
riantenvielfalt und die Individualisierung der Produkte beschleunigen diesen Prozess
zusiétzlich. Daher ist die rechtzeitige Planung und Einfilhrung von SE-Methoden ent-
scheidend fiir die Wettbewerbsfahigkeit zukiinftiger Maschinen und damit indirekt auch
fiir den mittel- und langfristigen Unternehmenserfolg.
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Zusammenfassung

Die Entwicklung moderner Systeme im Automobil wird von mehreren Komplexitits-
treibern beeinflusst. Durch steigende Kundenanspriiche im Bereich Sicherheit, Umwelt-
freundlichkeit, Qualitit und Komfort finden sich in modernen Fahrzeugen zunehmend
komplexe mechatronische Systeme. Diese Systeme sind im Betrieb vollstindig vernetzt.
Eine kundenerlebbaren Gesamtfunktionalitit kann nur durch ein nahtloses und abge-
stimmtes Zusammenspiel aller an der Entwicklung beteiligten Disziplinen erreicht wer-
den. Die verteilte Entwicklung der mechatronischen Systeme iiber mehrere Lieferanten-
ebenen hinweg stellt eine zusitzliche Herausforderung dar. Die friihzeitige Erfassung
aller relevanten Anforderungen an ein solches mechatronisches System stellt einen der
zentralen Erfolgsfaktoren fiir eine zielgerichtete Entwicklung dar. Das vorgestellte Vor-
gehen stellt einen in der Industrie validierten Ansatz dar, um Anforderungen aller Sta-
keholder friithzeitig zu erfassen. Zudem bindet das Vorgehen sdmtliche Lieferantenebe-
nen ein und erlaubt ein anforderungsbasiertes Reifegradmanagement.

Schlusselworte

Mechatronik, Anforderungserfassung, MBSE, Automotive
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Consistent approach for requirements ecliction and traceability

Abstract

The development of modern automotive systems is influenced by several complexity
drivers. By increasing customer expectations in safety, environmental performance,
quality and comfort an increasingly amount of complex mechatronic systems can be
found in modern vehicles. These systems are interconnected. A new functionality can
only be achieved through a seamless and coordinated interaction of all disciplines in-
volved in the development. The distributed development of mechatronic systems across
multiple suppliers provides an additional challenge. The early identification of all rele-
vant requirements of such a mechatronic system is one of the key success factors for a
focused development. The proposed approach is used to capture requirements of all
stakeholders at an early stage in development and is validated in industrial application.
In addition, the approach integrates all levels of suppliers and allows a requirements-
based maturity stage control.

Keywords

Mechatronics, requirements engineering, MBSE, automotive
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1 Einleitung

In modernen Automobilen steigt der Anteil an mechatronischen Systemen zunehmend.
In der Entwicklung dieser mechatronischen Systeme stellt die hohe Komplexitit eine
gro3e Herausforderung dar. Die etablierten Entwicklungsmethoden des klassischen Ma-
schinenbaus, wie die Konstruktionslehre nach Pahl/Beitz [PB07] und der Mechatronik,
sowie die VDI-Richtlinie 2206 ,,Entwicklungsmethodik fiir mechatronische Systeme*
[VDI2206], konnen dieser Herausforderung nicht gerecht werden. Dies trifft insbeson-
dere auf die friihen Phasen der Entwicklung zu. Nur mittels eines einheitlichen System-
verstidndnisses aller Fachleute und Entwicklungsdisziplinen konnen die geforderten Sys-
temanforderungen identifiziert werden. Systemanforderungen werden bendtigt, um ne-
ben den Komponenten- und Bauteilanforderungen die Gesamtheit des zu Entwickelnden
mechatronischen Systems zu beschreiben. Systems-Engineering bietet hierfiir geeignete
Losungsmoglichkeiten. Durch das Fokussieren auf ein ganzheitliches Systemdenken
und das Einbeziehen von Systemmodellen als zentrales Element im Bereich des Model-
Based Systems-Engineering wird dies erreicht. Zur Abbildung des Wissens von inter-
disziplindren Entwicklungsteams und zur Gewihrleistung einer zielgerichteten Syste-
mentwicklung besteht daher die Notwendigkeit eines durchgéingigen, diszipliniibergrei-
fenden Vorgehens im Sinne des Systems-Engineering [INCO07]. Hierbei stehen vor al-
lem die geforderten Systemeigenschaften und -funktionen im Fokus. Das Ergebnis die-
ses Vorgehens sind alle relevanten Anforderungen an ein mechatronisches System.

In der industriellen Praxis ist ein solches Systems-Engineering-Vorgehen jedoch nicht
flichendeckend etabliert. Vor dem Hintergrund der verteilten Entwicklung steigt der
Bedarf nach einem flichendeckenden Einsatzes eines solchen Vorgehens jedoch zu-
nehmend an. Obwohl gerade der tiberwiegend fachdisziplinspezifische Komponenten-
entwurf eine ilibergeordnete systemische Sicht und ein durchgéngiges Anforderungsma-
nagement erfordern, wird dies aufgrund teils fehlendem Abstraktionsvermdgen (insbe-
sondere einer funktionalen Betrachtung), Kapazitits- und Zeitmangel nicht durchge-
fiihrt. Eine weitere Herausforderung ist, dass das Wissen iiber die Methoden und Mo-
delle des Systems-Engineering bei den Entwicklern nur mangelhaft ausgeprigt ist.
Ebenfalls sind zentrale Rollen des Systems Engineering, wie von SHEARD vorgeschla-
gen der Systems-Engineer oder der Systemarchitekt nicht durchgingig etabliert
[She96]. Zudem miissen Stakeholder integriert werden, die nicht iiber ein tiefgreifendes
technisches Wissen verfiigen [ALLO7a]. Das in diesem Beitrag vorgestellte Vorgehen
bietet einen zielgerichteten Ansatz zur Erfassung der relevanten Systemanforderungen,
unterstiitzt die Ableitung von Komponentenanforderungen und sorgt mittels einer an-
forderungsbasierten System-Reifegraderfassung fiir eine friihzeitige Risikoidentifizie-
rung im Entwicklungsprozess. Das Gesamtvorgehen wird Erfolgreich bei der AUDI AG
eingesetzt.
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2 Motivation

Das Thema Anforderungserfassung und -management stellt eines der zentralen Hand-
lungsfelder eines durchgéngigen Systems Engineering Vorgehens dar [AllI08, WWO02].
Daher wird das Thema in der Wissenschaft und industriellen Praxis kontinuierlich er-
forscht und weiterentwickelt. In der Literatur finden sich zahlreiche Vorgehensmodelle
und Methoden. Bei den meisten dieser Ansdtze werden die Anforderungen auf unter-
schiedliche Weise erarbeitet. Die Hauptansitze sind Zielorientierung [All08, LamO04],
Anwendungsfallbetrachtungen (Use Cases) [AlIO8, Jar99] und Sichtenbildung (Stake-
holder) [A1I08, Jar99]. Zudem bildet die Traceability (Verfolgbarkeit) der Anforderun-
gen einen seit Jahren weiteren Hauptforschungsschwerpunkt [Wie95].

All die oben genannten Vorgehensmodelle und Methoden haben gemeinsam, dass dem
Sachverhalt der verteilten Entwicklung unzureichend Rechnung getragen wird. Verteilte
Entwicklung zeigt sich in verschiedenen Ausprigungen und Ebenen in der heutigen
Automobilindustrie. Mechatronische Systeme werden vermehrt fiir sogenannte modula-
re Fahrzeugbaukisten entwickelt. Dies Bedeutet, dass alle Marken eines Automobilkon-
zerns die Systeme in ihre Fahrzeuge integrieren kdnnen miissen. Daher wird die Mdg-
lichkeit einer dezentralen Erarbeitung der Modelle und der Anforderungen in verteilten
Entwicklungsteams, gestiitzt durch ein Vorgehensmodell und Giitekriterien, bendtigt
(Horizontale Anforderungserfassung) (siehe Bild 1). Hierbei liegt der Fokus auf der
Erarbeitung von Anforderungen der richtigen Granularitit. Eine fehlerhafte Sys-
temumsetzung resultiert zumeist aus fehlerhaften Anforderungen, die Annahmen iiber
ein System und dessen Komponenten zulassen [AImO06].
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Bild 1: Beispielhafte Darstellung der Ebenen der verteilten Entwicklung in der Auto-
mobilindustrie und Darstellung des Anforderungsflusses

Sind alle Anforderungen an ein mechatronisches System erfasst, werden diese durch die
Lieferantenkette umgesetzt. Dies stellt die zweite Herausforderung im Bereich der ver-
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teilten Entwicklung dar. Im Bereich der vertikalen Anforderungsumsetzung und Anfor-
derungsdekomposition wird ein Verfahren zur Verfolgung von Anforderungen und de-
ren Umsetzungsreifegrad bendtigt (siehe Bild 1).

Fiir die Entwicklung und die Ableitung von Anforderungen eines mechatronischen Sys-
temen wird ein zentrales Arbeitsmedium und Informationstriger bendtigt, der sowohl
von allen beteiligten Entwicklern, als auch von allen beteiligten Unternehmen auf verti-
kaler und horizontaler Ebene gelesen, verstanden und weiter detailliert werden kann
(siehe Bild 1). Hierzu eignet sich ein Systemmodell, das simtliche benétigten Sichtwei-
sen und samtliche Stakeholderbediirfnisse beinhaltet [INCO7]. Zudem muss dieses Sys-
temmodell das Ausleiten von Anforderungen in der richtigen Granularitit ermdglichen.
Ein ganzheitliches Vorgehen muss das Erstellen des Systemmodells in verteilten Ent-
wicklungsteams mit Mitgliedern ohne tiefgreifende Systems Engineering Kenntnissen
ermoglichen.

3 Vorgehen

Das Gesamtvorgehen zur Erarbeitung von Anforderungen an ein mechatronisches Sys-
tem mittels eines durchgéngigen Systems Engineering Vorgehens bei Audi ist in Bild 2
dargestellt. Es umfasst mehrere Einzelmethoden, die verschiedene Sichten auf ein Sys-
tem generieren. Jede der vorgestellten Einzelmethoden beinhaltet eine klare Vorgangs-
beschreibung sowie formale Giitekriterien.

System
System [ Merkmale
) Use Cases
L J
System
Eigenschaften
Wirkkette Wirkkette
System- 44— Eigenschafts-
schnittstellen schnittstellen
Validierung
Objekt- ¢
funktionen
Wirkkette |:| Methode
Komponenten- " .
schnittstellen o Uberprifung auf
Spezifikationswirdigkeit

Bild 2: Gesamtvorgehen zur Anforderungserarbeitung fiir mechatronische Systeme

Die Methode ,,Validierung Objektfunktionen dient der Bewertung des Gesamtvorge-
hens. Hierdurch ist es moglich festzustellen, ob das Gesamtvorgehen und dessen Ein-
zelmethoden richtig bearbeitet wurden und alle benétigten Informationen im System-
modell abgebildet sind. Als Systemmodell dient hierbei eine sogenannte Wirkkette.
Mittels der Methode ,,Uberpriifung auf Spezifikationswiirdigkeit“ werden zum einen
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Eigenschaften aber auch Schnittstellen und Wechselwirkungen der Wirkkette einer in-
haltlichen Priifung unterzogen.

Das Gesamtvorgehen wird anhand eines durchgédngigen Beispiels vorgestellt. Dabei
handelt es sich um ein Ladegerit fiir ein Elektrofahrzeug der AUDI AG (siehe Bild 3).
Mit Hilfe dieses Ladegerites wird ein Elektrofahrzeug an einer externen Stromversor-
gung geladen. Das Laden geschieht hierbei Kabelgebunden.

L)
—

Bild 3: Ladegerit eines Audi A3 e-tron

3.1 Systemmerkmale

Die Systemmerkmale werden mittels der sogenannten Elementklassifikation erarbeitet.
Diese Methode besteht im Kern aus einem Fragenkatalog zur Erfassung der Merkmale
und einer Beziehungsmatrix zur Gewichtung der einzelnen Merkmale. Ein Merkmal hat
einen allgemeingiiltigen, objektunabhingigen Charakter. Erst durch die Spezifikation
eines Merkmals wird dies objektindividuell, -abhéngig und wird als Eigenschaft be-
zeichnet.

Der fiir die AUDI AG erarbeitete Fragenkatalog enthdlt 107 Merkmale in 18 Katego-
rien. Diese Kategorien sind unter anderem: Kraft, Energie, Signal, Sicherheit, Geomet-
rie, Stoff, Kinematik. Grundlage hierfiir ist die Hauptmerkmalsliste nach Pahl/Beitz
[PBO7]. Die Inhalte der Liste wurden angepasst und um fahrzeugspezifische Aspekte
erweitert, um den Anforderungen im Automotivumfeld gerecht zu werden. Die 107
Merkmale decken hierbei die Bediirfnisse aller relevanten Stakeholder ab. Zu diesen
gehoren unter anderem: der Kunde, die Produktion, der Kundendienst sowie der Ge-
setzgeber.

In einer Beziehungsmatrix werden die 107 Merkmale durch 4140 gewichtete Beziehun-
gen miteinander verkniipft. Diese sind ein Ergebnis aus der Analyse bestehender inter-
ner Datenquellen. Hierzu zéhlen Lessons-Learned-Datenbanken, existierende Systemar-
chitekturen, Lastenhefte, Ergebnisse aus Reverse Engineering Prozessen, Testspezifika-
tionen und Experteninterviews. Die gewichteten Beziehungen sind obligatorisch und
auf den Automotivbereich ausgelegt. Durch eine Anforderungserhebung fiir bereits
existierende Fahrzeugsysteme konnten die Merkmale und die gewichteten Beziehungen
validiert und bestétigt werden.
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Wurde der Fragenkatalog befiillt und die Beziehungsmatrix angewandt, so ergeben sich
die hauptrelevanten Merkmale fiir ein zu entwickelndes mechatronisches System. Hier-
zu wird nach Bild 4 die Summe aus der gewichteten Beeinflussung eines Merkmals
berechnet. Die Befiillung des Fragenkataloges dauert hierbei im Schnitt nur 15 Minuten
und wird im Wesentlichen durch den systemverantwortlichen Entwickler durchgefiihrt.

Beziehungsmatrix g
Fragestellung: g
»Wie stark beeinflusst d o
das Merkmal A (Zeile) das 3 2 = .
O
Merkmal B (Spalte)?* = @ 5 S
§|13 |3 € o
0 = nicht relevant - < —w’ . P K]
3 = gering s | g |s | & s g
6 = mittel g f;’ E @ g ,'?f: §
— ‘ [ x § c
9 = hoch i E 8 _g 8 a i
Merkmal Nr. 1 2 3
Prifvorschriften (TUV, Gesetze)l 1 0 0 3 0
Gesamtfahrzeugstorung 2 3 6 0 0 i 3
elektrische Leistung 3 sl M 6 3 rpi
0 0 0 0 9
Dichtigkeit n 0 3 0 6 6
2 (M- Py
=
Gewichtung des Mermals 1212 | 2061 | 1089 | 972 | 1872

Bild 4: Beziehungsmatrix zur Ausleitung der hauptrelevanten Merkmale

Die hauptrelevanten Merkmale des Ladegerites sind Priifvorschriften (TUV, Geset-
ze,...), Gesamtfahrzeugstorung, elektrische Leistung, Dichtigkeit und Misuse durch ei-
nen Benutzer. Diese ergeben sich aus dem vom Entwickler befiillten Fragenkatalog und
durch die gegenseitige Beeinflussung der Merkmale der Elementklassifikation.

3.2 System Use Cases

Zur Erfassung und Ableitung der Anforderungen, die ein System bereitstellen muss, ist
es unerldsslich die Funktionalitit des Systems darzustellen. Die Use Cases leiten sich
immer aus der Benutzung eines Systems durch einen Kunden ab. Da ein Benut-
zer/Fahrer meist nie direkt mit einem System im Fahrzeug interagiert, leiten sich die
Funktionalititen des Systems aus einer Interaktion mit dem Gesamtfahrzeug ab.

Ausgehend von der Funktionalitdt auf Gesamtfahrzeugebene werden die hauptrelevan-
ten Systemfunktionen identifiziert. Diese werden anschlieBend weiter dekomponiert.
Die Erarbeitung der Funktionalitdt geschieht mittels einer wiederkehrenden Fragestel-
lung. Die Fragestellung wurde so gestaltet, dass bauteilunabhingige Funktionen erarbei-
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tet werden. Basis der Beschreibung der Funktionen ist das Vorgehen definiert in der
[VDI2222]. Dieses wurde abgewandelt und erweitert um die spezifischen Anforderun-
gen einer Automobilentwicklung zu unterstiitzen. Zudem ist dies notig, um bei der Er-
stellung der Funktionen und deren Unterfunktionen auf eine einheitliche und eineindeu-
tige Fragestellung zuriickgreifen zu konnen. Die Fragestellung zur Erarbeitung der
Funktionalititen lautet: Welche Unterfunktion, die eine ,,physikalische Grofe“, eine
,Elektromagnetische Welle®, einen ,,Stoff/Betriebsstoff*, eine , Information” oder ein
»systemexternes Element* beschreibt wird bendtigt, um eine Funktion zu ermoglichen?
Eine Funktion wird immer durch ein Substantiv und Verb beschrieben.

Fahrzeug (Fzg) J
I

Benutzer

Elektrisch «actor»
o onecTe Smart Grid
(]
(Laden)

Energieaustausch
Fzg mit Umwelt
ermdoglichen

Elektrische
Energie
(Entladen)

Ladegeréat J «include» «include»
AC-Energie AC-Energie Use Case oder
abgeben aufnehmen Funktion
«incliude» «inclilde»
. . Fahrzeugexternes
nergie leiten nergie leiten «actor»
und wandeln und wandeln System

(DC->AC) (AC->DC)

Bild 5: System Use Cases des Ladegerdites

Das Ladegerdt muss beispielsweise die Funktionen ,,AC-Energie abgeben* und ,,AC-
Energie aufnehmen* realisieren, um den Kunden Use Case ,,Energicaustausch Fahrzeug
mit der Umwelt* zu ermoglichen (siche Bild 5).

3.3 Systemeigenschaften

Systemeigenschaften sind eine systemspezifische Auspriagung einer Funktionalitit zur
Erreichung einer kundenerlebbaren Systemgesamtfunktion. Der Einsatz von Eigen-
schaften in der Entwicklung ist unerldsslich. Einerseits lassen sich die Bediirfnisse von
Stakeholdern mit nicht ausgepragtem technischem Verstindnis erfassen, zum anderen
wird hierbei dem Sachverhalt der Entwicklung modularer Fahrzeugbaukésten Rechnung
getragen. Die Auspragung einer Funktion kann durch Markenwerte oder —image beein-
flusst werden. Beispielsweise sind die Markenwerte der AUDI AG Sportlichkeit, Pro-
gressivitdt und Hochwertigkeit. Da die entwickelten Systeme markeniibergreifend zum
Einsatz kommen, ist es unerldsslich die markenspezifischen Systemeigenschaften zu
kennen und in der Entwicklung mit zu beriicksichtigen.

Die Systemeigenschaften werden mittels sogenannter Satzmuster erarbeitet. Die Satz-
muster bestehen aus einem statischen und variablen Anteilen [FHM14]. Der variable
Anteil besteht aus den System Use Cases und den Systemmerkmalen. Mittels der Satz-
muster werden diese verkniipft und es ist gewihrleistet, dass eine Riickverfolgbarkeit
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von Eigenschaften hin zu Funktionalititen und Merkmalen moglich ist. Die Satzmuster
sind als Fragen aufgebaut und wiederkehrend. Die Beantwortung dieser Fragesatzmus-
ter ergibt simtliche relevanten Systemeigenschaften. Eines dieser Satzmuster lautet:
Unter dem Aspekt <Merkmal> und <System Use Case> welche Eigenschaften muss das
System besitzen?

Die Systemeigenschaften eines Ladegerites bestehen beispielsweise aus einer ,,toleranz-
freien Energieabgabe, gemil3 externen Anforderungen®. Diese Eigenschaft wurde iiber
die Fragestellung ,,Unter dem Aspekt elektrische Leistung und DC-Energie abgeben
welche Eigenschaften muss das System besitzen?* erarbeitet.

4 Wirkkette

Als Systemmodell kommt eine sogenannte Wirkkette zum Einsatz. Diese beinhaltet
neben der Systemarchitektur bestehend aus der Systemabgrenzung, Komponenten, Bau-
elementen, Schnittstellen und Wechselwirkungen auch die System Use Cases, die
Merkmale und die Systemeigenschaften. Hierdurch sind alle relevanten Elemente des
Gesamtvorgehens in einem Modell vereint und es lésst sich eine Riickverfolgung iiber
alle Methodenartefakte, Komponenten, Bauelemente und Schnittstel-
len/Wechselwirkungen erreichen.

In der Wirkkette lassen sich sowohl gewollte wie ungewollte als auch Misuse Wech-
selwirkungen dokumentieren. Diese Wechselwirkungen werden mit weiteren Attributen
versehen, die zu einer optischen Differenzierbarkeit fiihren. Diese Attribute sind im
Einzelnen: Mechanik, thermische Energie, Information, Stoff/Material, Elektrik, HV-
Energie/-leistung, Optik/visuelle Wirkung und Akustik/Luftschall. AnschlieBend wer-
den die Wechselwirkungen mit einem Text versehen, der diese eindeutig beschreibt.
Beispielsweise flihrt die gewollte Wechselwirkung ,,Befestigung® eines Objektes bei
mechanischer Anregung an dem befestigten Objekt zu der ungewollten Wechselwir-
kung ,,Vibrationsiibertragung®. Das so entstandene Systemmodell kann in der verteilten
Entwicklung sowohl auf horizontaler als auch auf vertikaler Ebene durch die Entwick-
lungspartner weiter ausdetailliert werden.

Energie Sicherheit
Leistung Gesamtfahrzeugstérung
[ ]

AC Energie DC Energie DC Energie  DC Energie
abgeben abgeben abgeben abgeben
Systemmerkmal

Funktionalitat aus
System Use Case

Systemeigenschaft -
Strom/Spannungs-

Anforderungen  Spannungs-/  EMV/Stérstrahlung DC-Energie Wechselwirkung /
Stromabgabe Schnittstelle

Entsprechend externen
Anforderungen, toleranzfrei

Storungsfreie /
gefilterte DC-Energie
N
BN

NAY

_________

1 | System ! [
; Ladegerat :

Bild 6:  Ausschnitt aus dem Systemmodell/Wirkkette des Ladegerdites
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Der Aufbau und die Dekomposition der Schnittstellen werden durch eine eindeutige
Vorgehensbeschreibung unterstiitzt. Nach Erarbeitung des Systemmodells stehen for-
male Giitekriterien zur Uberpriifung des Systemmodells zur Verfiigung. Das System-
modell wurde in einer VW-Norm genormt. Diese VW-Norm steht nicht nur dem gesam-
ten VW-Konzern zur Verfiigung, sondern auch siamtlichen Lieferanten. Hierdurch wird
ein firmeniibergreifender Einsatz ermoglicht.

4.1 Validierung Objektfunktionen

Die Methode Validierung Objektfunktionen dient der Uberpriifung, ob séimtliche Funk-
tionalitéten, die in den Use Cases erarbeitet wurden, sich im Systemmodell wiederfin-
den. Da die System Use Cases am Anfang des Gesamtvorgehens stehen, ist hierdurch
ebenfalls eine Uberpriifung der Durchfithrung der Gesamtmethode mdglich.

Die Methode basiert auf der Arbeit von KAISER [Kail3]. Durch Identifizierung der
Hauptschnittstellen eines Systemelements, kann die Funktion dieses Elementes eindeu-
tig definiert werden. Die Funktionen der Elemente werden aus den Wechselwirkungs-
attributen der Hauptschnittstellen abgeleitet. Hierzu steht ein Katalog mit allen mogli-
chen Kombinationen der Ein- und Ausgangsschnittstellen zur Verfligung. In diesem
Katalog ist zu jeder Kombination die realisierte Funktion hinterlegt. Beispielsweise ist
die abgeleitete Funktion eines Elementes mit der Eingangsschnittstelle ,,Elektrik / Elekt-
ronik* und der Ausgangsschnittstelle ,,Optik/ visuelle Wirkung* eine ,,Optische Riick-
meldung® an einen Benutzer. Nach Ausleiten der Funktionen der Elemente in der Wirk-
kette findet ein Abgleich mit den System Use Cases statt. Gibt es zu jeder Funktion ei-
nes Elementes genau eine Funktion in den Use Cases, so ist sichergestellt, dass sowohl
die Use Cases, als auch die Wirkkette vollstindig sind.

Im Systemmodell/Wirkkette des Ladegerites befindet sich beispielsweise eine Leucht-
diode zur Ladestatusanzeige. Diese besitzt als Eingang eine elektrische Schnittstelle und
als Ausgang eine visuelle Wirkung. Die Abgeleitete Funktion ,,Optische Riickmeldung*
entspricht der Funktion ,,Ladevorgang optisch signalisieren® in den Use Cases.

4.2 Spezifikationswirdigkeit

Mittels des Gitekriteriums ,,Spezifikationswiirdigkeit wird iiberpriift, ob aus einer
Wechselwirkung/Schnittstelle oder Eigenschaft eine Anforderung abgeleitet werden
kann. Es wird folglich iiberpriift, ob eine Wechselwirkung/Schnittstelle oder Eigen-
schaft die bendtigte Voraussetzung erfiillt, um eine qualitativ hochwertige Anforderung
abzuleiten

Die Spezifikationswiirdigkeit von Eigenschaften ist davon Abhéngig, ob die richtige
Granularitit der Eigenschaft gewihlt wurde. Grobgranulare Eigenschaften lassen sich
aufgrund ihres unspezifischen Charakters schwer oder gar nicht in Form von physikali-
schen Wechselwirkungen und Schnittstellen darstellen. Mittels eines eindeutigen Vor-
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gehens wird hinterfragt, ob die Eigenschaft aufgrund von externen Anforderungen in
Form von Normen oder Gesetzen besteht. Ist dies der Fall, so miissen Schnittstelle und
Wechselwirkungen ausgeleitet werden. Desweiteren werden die Zustinde und die
Randbedingungen der Eigenschaft hinterfragt. Sind diese nicht eindeutig definierbar
oder gibt es mehr als drei mogliche Zustinde und Randbedingungen, so muss die Ei-
genschaft durch Funktionalititen auf einer tieferen Ebene der Use Cases gebildet wer-
den.

Die Systemeigenschaften des Ladegerites ,toleranzfreie Energieabgabe, gemil3 exter-
nen Anforderungen® entspricht dem Giitekriterium der Spezifikationswiirdigkeit. Im
Falle der Energieabgabe eines Fahrzeuges an eine Infrastruktur sind verschiedenste Ge-
setze und Normen zu beachten. Das Ladegerit erfasst diese und regelt die Energieabga-
be dahingehend ein, dass diese toleranzfrei den externen Anforderungen erfolgt.

Die Spezifikationswiirdigkeit von Schnittstellen und Wechselwirkungen richtet sich
neben der Semantik auch an die Darstellung innerhalb des Systemmodells. Im Sinne der
Ubersichtlichkeit werden Schnittstellen der gleichen Art hiufig zu einer Schnittstelle
zusammengefasst. Hierdurch kdnnen wesentliche System- oder Komponentenschnitt-
stellen aus dem Fokus der einzelnen Entwickler geraten. Dies wird durch eine Evaluie-
rung der Schnittstellen vermieden.

5 Ausleiten von Anforderungen

Die Anforderungen an ein System lassen sich direkt aus den Schnittstellen und Wech-
selwirkungen der Wirkkette ausleiten. Die Schnittstellen und Wechselwirkungen erfiil-
len sdmtliche Vorgaben an Anforderungen. Diese sind unteranderem: Eineindeutigkeit,
Konsistenz, Vollstindigkeit, Nachverfolgbarkeit und Testbarkeit [IEEE1233]. Da durch
Anwendung des Gesamtvorgehens garantiert ist, dass sdmtliche Bedarfe der Stakehol-
der, siamtliche bendtigten Funktionalititen und alle gewlinschten Eigenschaften eines
mechatronischen Systems in den Schnittstellen und Wechselwirkungen représentiert
sind, sind die Anforderungen vollstindig beschrieben. Die Anforderungen kénnen an-
schlieend in einem Lastenheft, welches an die Lieferanten iibergeben wird, dokumen-
tiert werden.

6 Reifegradmanagement

Wurden alle Anforderungen an ein mechatronisches System erarbeitet, werden diese in
ein Reifegradmanagement iiberfiihrt. Hierdurch ist es moglich, friihzeitig in der Syste-
mentwicklung Risiken zu identifizieren. Aufgrund der verteilten Entwicklung mit meh-
reren Lieferanten und Standorten ist ein zentrales Reifegradmanagement beziiglich der
Anforderungen und deren Umsetzung unabdingbar.
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Das Reifegradmanagement wird mittels sogenannter Reifegradmeilensteine (RM)
durchgefiihrt. Diese Reifegradmeilensteine wurden so gewdhlt, dass sie alle relevanten
Schritte in der Entwicklung mechatronischer Systeme umfassen. Mittels des Reife-
gradmeilensteins 1 wird ermittelt, ob alle Schnittstellen im Systemmodell eine Verant-
wortlichkeit besitzen und spezifiziert sind. Die Dokumentation in einem Lastenheft und
die Bestdtigung in einem Pflichtenheft eines Zulieferers wird mittels des RM 2 bewer-
tet. RM 3 bewertet die Dekomposition des Systemmodells und der Anforderungen. Die
Validierung der Spezifikation einer Anforderung oder Schnittstelle wird zum RM 4 ab-
gepriift. Reifegradmeilenstein 5 und 6 bewerten die Integration und die Absicherung
von Schnittstellen in einer Komponente und anschlieBend im Gesamtsystem. Der Ge-
samtsystemreifegrad setzt sich hierbei aus den Reifegraden aller Schnittstellen zusam-
men.

7 Restumee und Ausblick

Das hier vorgestellte Gesamtvorgehen erlaubt das strukturierte Erarbeiten und Erfassen
von Anforderungen an ein komplexes mechatronisches System im praktischen Einsatz
bei einem Automobilhersteller. Es wird der Herausforderung der verteilten Entwicklung
gerecht, da die Einzelmethoden in verteilten Entwicklungsteams erarbeitet und an-
schlieBend die Ergebnisse zusammengefiigt werden konnen. Die Einzelmethoden eig-
nen sich durch ihre klare Vorgehensbeschreibung und der Giitebewertung auch fiir Ent-
wickler ohne ausgepragte Systems-Engineering-Erfahrung. Durch Anwendung des Ge-
samtvorgehens werden samtliche Sichtweisen auf ein System und die Anforderungen
aller relevanten Stakeholder mit erfasst. Das Gesamtvorgehen ist hierbei an den Bedar-
fen der Entwicklung orientiert und sehr effizient. Durch das Reifegradmanagement wird
in den folgenden Entwicklungsschritten sichergestellt, dass alle Anforderungen iiber
alle Entwicklungspartner hinweg richtig kommuniziert und umgesetzt wurden. Es ent-
steht die Moglichkeit Risiken frithzeitig zu identifizieren und die Reife des Systems
jederzeit zu erfassen.

Das Vorgehen wurde Erfolgreich bei der AUDI AG in mehreren Projekten eingesetzt
und bestitigt. Es eignet sich ebenfalls fiir andere Industriezweige, wie den Maschinen-
und Anlagenbau. Lediglich die Merkmale und deren Verkniipfung in der Methode Ele-
mentklassifikation miissen fiir einen anderen Industriezweig angepasst werden.
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Zusammenfassung

Miniaturisierung, Bedienerfreundlichkeit, Energieeffizienz und Vernetzbarkeit sind nur
einige Beispiele an Anforderungen, die an aktuelle Produkte gestellt werden.

Dies erfordert zunehmend die Einbeziehung von konstruktiven, elektronischen und
softwaretechnischen Komponenten in ein Produktkonzept. Gleichzeitig steigen die An-
spriiche an die Zuverldssigkeit und Sicherheit von Produkten. Dies spiegelt sich unter
anderem in der Zunahme von Richtlinien, die bei der Produktgestaltung zu berticksich-
tigen sind. Die Maschinenrichtlinie [EG06] und verschiedene, branchenspezifische
Normen zur funktionalen Sicherheit [[SO11], [IEC10] sind Beispiele hierfiir.

Die zunehmenden Anforderungen an die funktionale Sicherheit aber auch allgemeine
Qualitdtsanforderungen erfordern eine frithzeitige Einbeziehung von potentiellen Risi-
ken in die Produktgestaltung.

Mit CONSENS ist eine bewdhrte Entwurfsmethodik fiir die Produktgestaltung in der
Konzeptphase gegeben [GLL12], [Fra06]. Ihre systematische Vorgehensweise ermog-
licht iiber die Festlegung von Produktfunktionen und Wirkstrukturen die Erstellung ei-
nes Produktkonzeptes mit einem hohen Reifegrad zu einer frithen Entwicklungsphase.
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Aus diesem Konzept geht durch Ausarbeitung der konstruktiven, elektronischen und
softwaretechnischen Komponenten das Gesamtprodukt hervor.

Eine explizite Risikobetrachtung ist in CONSENS zur Zeit nicht enthalten. Die syste-
matische Vorgehensweise ermdglicht jedoch die Erweiterung der Entwurfsmethodik um
etablierte Qualitits- und Sicherheitsmethoden. Eine allgemeine Gefahren- und Risiko-
Analyse, aber auch spezialisierte Methoden wie Fehlermdglichkeits- und Einflussanaly-
se (FMEA) oder Fehlerbaumanalyse (FTA) lassen sich zielgerichtet in die Erstellung
eines Produktkonzeptes integrieren. Verborgene Produktrisiken werden damit friih iden-
tifiziert und kénnen durch Erweiterung der Anforderungen an die Produktkomponenten
minimiert werden. Weiterhin ist gewihrleistet, dass im Sinne der Nachverfolgbarkeit
eine durchgingige Dokumentation der Behandlung von Produktrisiken ab einem frithen
Entwicklungsstand besteht.

Schliisselworte

Entwurfsmethodik, funktionale Sicherheit, Datensicherheit, FMEA, FTA, Absiche-
rungsmethodik, Produktrisiken
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Applying standardized Safety Engineering Measures in Combi-
nation with the Design Methodology CONSENS

Abstract

Miniaturization, User Friendliness, Energy Efficiency and Interconnectedness are only
some of many example of requirements on the products of today.

In order to meet this requirements, an increasing integration of mechanical, electronic
and software components in the product concept is essential. This leads also to increas-
ing requirements with regards to reliability and safety of such products. An indicator for
that is the increasing number of guidelines and standards that need to be considered
within the product development. The machinery directive [EG06] and different, industry
specific norms for functional safety are examples for this [ISO11], [TEC10]

The increasing requirements on the functional safety as well as general quality require-
ments require an early consideration of potential risk into the conception and develop-
ment of the product.

CONSENS is an established design methodology for the conception and development
of products in the phase conceptual design [GLL12], [Fra06]. Its systematic procedure
supports the definition of product functions and structure and thus the creation of prod-
uct concepts with a high maturity to an early stage of the product development. Based
on this product concept, a concretization into mechanical, electronic and software com-
ponents takes place which together form the overall product.

An explicit risk evaluation is currently not a constituent part of CONSENS. The sys-
tematic procedure of CONSENS can, however, be extended with established quality and
safety methods. A general hazard and risk analysis as well as specialized methods such
as the Failure Mode and Effects Analysis (FMEA) and Fault Tree Analysis (FTA) can
be integrated and used to create the product concept. As a consequence, hidden product
risk are identified from early on and can be mitigated by incorporation of additional
requirements on the product components. In addition, the overall documentation of han-
dling of product risks at early development stages in sense of traceability is supported.

Keywords

design methodology, functional safety, data safety, FMEA, FTA, assurance methodolo-
gy, product risks
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1 Sicherheit in der Produktentwicklung

Das V-Modell illustriert den Verlauf einer Produktentwicklung iiber die verschiedenen
Abstraktionsebenen eines Produktes. In der Konzeptphase liegt der Schwerpunkt der
Betrachtung beim Produktumfeld und bei den Produktfunktionen. Uber den linken
Zweig verschiebt sich die Betrachtung auf Produkt-Komponenten und deren Schnittstel-
len mit zunehmender Granularitét, bis in die Implementierungsphase, welche die Codie-
rung von Software-Modulen oder die Auslegung elektronischer oder mechanischer
Komponenten beschreibt. Der rechte Ast des V-Modells beinhaltet die schrittweise In-
tegration und den Test der einzelnen Module oder Komponenten bis zum Gesamtpro-
dukt.

Konzeptphase: = . .
i e
Anwendungen, - ol T
Produktfunktionen = LS Systementwing

Architekturphase: Software-
Produktmodule, gg}g technik
Schnittstellen, Elektrotechnik +
Redundanzen Elektronik

Implementierungsphase: I wgri::v::t?:: us+
glsgﬁélé%rlewponenten, Technische Projektleitung +
Auslegund T Sicherheitsmanagement

Bild 1: V-Modell der Produktentwicklung

Jeder dieser Phasen lassen sich auch sicherheitsbezogene Tétigkeiten zuordnen. Dabei
spiegelt sich der iiber das V-Modell variierende Abstraktionsgrad wieder. In der Kon-
zeptphase lassen sich Risiken aus dem Produkt in seinem Umfeld und seiner Benutzung
identifizieren. Dazu sind neben dem erwiinschten Produktverhalten auch Folgen mogli-
cher Produktfehlfunktionen durch Fehlbedienung, Missbrauch oder Ausfille einzelner
Komponenten [Birl10] zu beriicksichtigen. Aus den identifizierten Gefdhrdungspotentia-
len leiten sich Anforderungen fiir die folgenden Phasen ab. Dies konnen Anforderungen
an die Produktstruktur sein, z.B. die Forderung nach Integration von Sicherheitskompo-
nenten oder auch an den Entwicklungsprozess, z.B. Art und Tiefe von Dokumentation
und Verifikation. Mit den folgenden Entwicklungsphasen verschiebt sich auch bei den
sicherheitsbezogenen Tatigkeiten der Fokus vom Gesamtprodukt in seinem Umfeld auf
die nachweislich richtige Ausarbeitung der Produktkomponenten. Dies fiihrt bis zu Im-
plementierungsdetails, wie die besondere Vermeidung von Puffer-Uberldufen in der
Softwareentwicklung oder die besondere Auslegung von Bauteilen in der Elektronik-
entwicklung.

Ein wichtiger Punkt ist die Nachverfolgbarkeit (traceability): Die Kette von Anforde-
rungen, die sich aus Griinden der Sicherheit ergeben und den daraus folgenden Arbeits-
produkten muss iiber den gesamten Entwicklungsprozess nachvollzogen werden kon-
nen.
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1.1 Forderung nach Sicherheitsbetrachtungen in der Produkt-
Konzeptphase

Grundlegende Sicherheitsaspekte sind in der frithen Konzeptphase der Produktentwick-
lung zu beriicksichtigen [DG12], [DIK10]. Sicherheitsrisiken, die sich aus einem Pro-
duktumfeld oder einer Produktverwendung ergeben und nicht im Produktkonzept be-
riicksichtigt wurden, lassen sich in spateren Entwicklungsphasen nur mit sehr hohem
Aufwand korrigieren.

Analysierbare Modelle der Produktkonzeption sind eine wesentliche Voraussetzung fiir
den friihzeitigen Einsatz von Methoden zur Absicherung der Sicherheit eines mechatro-
nischen Produkts. Es bedarf einer modellbasierten Spezifikation der Produktkonzeption,
welche den grundsitzlichen Aufbau, die Wirkungsweise und das Verhalten des Pro-
dukts unter besonderer Beriicksichtigung der Sicherheit diszipliniibergreifend be-
schreibt. Eine derartige Spezifikation der Produktkonzeption ermoglicht erste grundle-
gende Aussagen zur Sicherheit des Produkts. Insbesondere wird mit der Spezifikation
der Produktkonzeption eine Basis fiir die wirksame Kooperation und Kommunikation
von Experten aus den involvierten Fachdisziplinen geschaffen. Hierbei gilt es auf etab-
lierten Beschreibungsmitteln und Analysemethoden aufzubauen und diese zu erweitern.

Analysierbare Modelle der Produktkonzeption, die in elektronischer Form vorliegen,
erlauben ferner die eindeutige, bidirektionale Verkniipfung von einem Modell zu nach-
folgenden Arbeitsprodukten wie Anforderungen, Modulentwiirfen, Implementierungen
oder Testspezifikationen. Damit ist die durchgehende Verfolgbarkeit (,.traceabiltiy*)
von Sicherheitsaspekten von der Analyse iiber die Implementierung bis zur Validierung
sichergestellt.

2 Identifikation von Risiken

Die erste Aufgabe bei der Risikobetrachtung ist die Identifikation von Gefahrdungssze-
narien, die vom Produkt ausgehen. Hierbei lassen sich zwei Sichtweisen unterscheiden.
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A Eintrittswahrscheinlichkeit
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Bild 2: Risikominimierung [PHI13]

Einerseits konnen die Anwendungsszenarien oder Umfeldbetrachtungen bereits offen-
sichtliche Gefdahrdungssituationen aufzeigen. In dem Fall ist das Systemdesign des Pro-
duktes so auszulegen, dass das Auftreten dieser Situationen hinreichend unwahrschein-
lich ist, d.h. dass die jeweiligen Risiken minimiert sind. Ausgehend von jedem identifi-
ziertem Gefahrenfall ist der Beitrag der einzelnen Komponenten des Systementwurfs zu
ermitteln, um daraus weitere Anforderungen an diese Komponenten abzuleiten.

Andererseits konnen vom Systementwurf bisher nicht identifizierte Gefahrdungssituati-
onen ausgehen. Um diese aufzudecken, ist eine Analyse des Systementwurfs notwendig.

Aus identifizierten Risiken leiten sich Anforderungen an das Produktkonzept, die Im-
plementierung und den Entwicklungsprozess ab. In jedem Fall Risiken zu auf ein tole-
rierbares Mal} zu minimieren, indem entweder die Eintrittswahrscheinlichkeiten
und/oder die Auswirkungen verringert werden.

2.1 Klassifikation von Risiken

Sicherheitsrisiken in der Produktentwicklung sind entsprechend ihrer Schwere zu klassi-
fizieren. Die ISO 26262 [ISO11] ordnet Risiken in die Klassen ASIL A bis ASIL D ein,
in der IEC 61508 [IEC10] sind es die Klassen SIL 1 bis SIL 4, andere branchenbezoge-
ne Normen haben weitere Bezeichnungen. Abhéngig von Produktbranche und geltenden
Normen unterscheiden sich die Nomenklaturen und Vorgaben zur Einordnung von Si-
cherheitsrisiken.

Vergleichbar ist jedoch die generelle Vorgehensweise zur Klassifikation. Ein Sicher-
heitsrisiko wiegt umso schwerer,

e jec hoher die Auswirkungen im Sinne von Verletzungen oder Todesfillen ist;
e je wahrscheinlicher die Risikosituation ist;



Erweiterung der Entwurfsmethodik CONSENS Seite 87

e je geringer die Moglichkeit auf eine Gefahr zu reagieren ist.

Zur Beschreibung von identifizierten Risiken gehoren daher die Informationen, ,unter

welchen Umstinden diese Risiken eintreten konnen, ,,welche Auswirkungen® sie ha-

ben, und ,,welche Abwehrmoglichkeiten™ fiir den Anwender im Risikofall vorhanden
.1l

sind .

2.2 Etablierte Analysemethoden

Zur Identifikation von Risiken in einem Produktkonzept sind verschiedene aus der Qua-
litdtssicherung stammende Methoden anwendbar [Eri05], [Bir10]. Alle Methoden basie-
ren auf strukturierten Vorgehensweisen, um die Nachvollziehbarkeit und Vollsténdig-
keit der Analysen zu gewihrleisten. Weiterhin sehen die meisten Methoden eine Bear-
beitung im Team vor, um fachdiszipliniibergreifende Inhalte zu beriicksichtigen.

Eine verbreitete, induktive Methode ist die FMEA (Fehlermoglichkeits- und Einfluss-
analyse, engl. failure mode and effect analysis). Mit der FMEA werden fiir jedes Sys-
temelement (ggfs. auch Prozesse oder Funktionen) mdgliche Ausfallarten sowie deren
potentielle Ursachen und Auswirkungen in einer Tabelle beschrieben. Zudem wird eine
Risikobewertung mithilfe der Risikopriorititszahl (RPZ) oder Risikomatrizen durchge-
fiihrt und es werden Gegenmallnahmen definiert. Die Analyse innerhalb einer FMEA
geht von einer Systemstruktur und deren Funktionen bzw. Prozessen aus und untersucht
die moglichen Folgen auf der Gesamtsystemebene.

Eine klassische deduktive Methode zur Analyse bereits identifizierter Risiken ist die
FTA (Fehlerbaumanalyse, engl. fault tree analysis). Mit einer FTA wird ausgehend von
einem zu untersuchenden Hauptereignis unter Beriicksichtigung von UND- und ODER-
Verkniipfungen systematisch auf deren potentiellen Ursachen geschlossen. Die Ergeb-
nisse werden in einem Fehlerbaum festgehalten. Qualitatives Analyseergebnis einer
FTA sind die notwendigen Kombinationen von Ursachen zum Erreichen des Haupter-
eignisses (Minimalschnitte). Wenn fiir die Ursachen Ausfallwahrscheinlichkeiten ange-
geben werden konnen, ist als quantitatives Analyseergebnis die Berechnung der Ein-
trittswahrscheinlichkeit des Hauptereignisses moglich.

Weitere Methoden wie PHA (engl.: preliminary hazard analysis), SHA (engl.: system
hazard analysis), HAZOP (engl.: hazard and operability study), ETA (engl.: event tree
analysis), Markov-Ketten und andere kdnnen je nach Produktart, Risikoumfang, und
Vorgaben der anzuwendenden Normen zum Einsatz kommen.

' Die Begriffe sind an dieser Stelle absichtlich umgangssprachlich gehalten, um einen Bezug zur No-
menklatur einer von mehreren méglichen anzuwenden Norm zu vermeiden.
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3 Integration der Sicherheitsbetrachtung bei der Produkt-
konzeption

3.1 Ganzheitliche fachdiszipliniibergreifende Beschreibung der
Produktkonzeption mit CONSENS

CONSENS (CONceptual design Specification technique for the Engineering of mechat-
ronic Systems) ist eine am Heinz Nixdorf Institut erarbeitete, fachdiszipliniibergreifende
MBSE-Spezifikationstechnik [GLL12]. Neben einer Modellierungssprache (proprietir,
sowie iiber ein Profil als Erweiterung der SysML verfiigbar) legt CONSENS auch eine
Methodik fest, die sich im Wesentlichen an etablierten Methoden des Maschinenbaus
orientiert.

Ein Systemmodell wird nach CONSENS durch unterschiedliche Partialmodelle be-
schrieben: Umfeld, Anwendungsszenarien, Anforderungen, Funktionen, Wirkstruktur
(mit Verhalten) und Baustruktur/Gestalt.

Zu Beginn wird im Umfeld die Systemgrenze festgelegt (siche Bild 3). Hierbei werden
die Elemente innerhalb des Umfelds identifiziert, die mit dem zu entwickelnden System
in Beziehung stehen. Dabei werden insbesondere Wechselwirkungen (Fliisse) zwischen
diesen Elementen und dem System analysiert und in Stoff-, Energie-, sowie Material-
flisse klassifiziert. Dabei flieen in die Betrachtung auch ungewollte Wechselwirkun-
gen ein, die als Storfliisse modelliert werden.

werkstiick steckdose
- “, N
fuhrt _ ~ " V N _ sagt // spannungsversorgung
e ~
- N
benutzer ____anaus  _ :Tischkreissige
notaus ? tfm_pe_raiur_ — umfels
schnittgeschwindigkeit schmutz
| wartet  _ luftfeuchtigkeit
schall
< - ————————-

Bild 3: Umfeldmodell nach CONSENS (SysML-Profil)

AnschlieBend erfolgt, wie in Bild 4 dargestellt, eine Analyse der verschiedenen Situati-
onen, in denen das System zum Einsatz kommt. Dabei werden in Form sogenannter
Anwendungsszenarien die Situation sowie das erwartete Systemverhalten beschrieben.
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Hieraus ergeben sich unter Umstdnden neue Anforderungen, die die Menge der initial
vorhanden Anforderungen ergénzen.

Tischkreissége
«usecase»
Werkstiick sagen
notes
\ 1.  S&ge einschalten
Werkstiick 2. Sage einstellen
3. Werkstlick sagen
/ 4. Sdge ausschalten isoen,
Sage reinigen
/
notes
N 1. Sdge vom Netz trennen
Benutzer N\ WY 2. Sicherstellen, dass sich das
Séageblatt wechseln Sageblatt nicht mehr bewegt
3. Schmutz entfernen
notes 4. Sage ans Netz anschlieBen
1. Sdge vom Netz trennen 5. Funktionsprifung
2. Sicherstellen, dass sich das Sageblatt
nicht mehr bewegt
3. Altes Sageblatt demontieren
4. Neues Sageblatt montieren
5. Sédge ans Netz anschlieBen
6.  Funktionspriifung

Bild 4:  Anwendungsszenarien nach CONSENS

Die im Rahmen der Umfeld- und Anwendungsszenario-Modellierung ergénzten und
verfeinerten Anforderungen werden in funktionale und nicht-funktionale Anforderun-
gen klassifiziert und in Funktionen iiberfiihrt. Eine Funktion ist dabei ein ,,allgemeiner
und gewollter Zusammenhang zwischen Eingang und Ausgang eines Systems mit dem
Ziel, eine Aufgabe zu erfiillen “ [PBF+06].

«activity» «activity» «activity»

Motor eil Siagen
«cactivity «activity /®

Vorgabe Schnittgeschwindigkeit vorgegebene
erfassen Motordrehzahl einhalten
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Staub ittwi i ilen des { des anhand Mechanische Energie zur
am Sageblatt verhindern erkennen Schnittgeschwindigkeit vorgeben Verfiigung stellen
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Resourcenschonenen Einsatz mechanische Sicherheit Tischkreissage im Notfall elektrische Sicherheit @ Elektrik vor Zugriff schutzen
gewabhrleisten gewabhrleisten von Stromversorgung gewabhrleisten
\m"ne“
«activity» «wactivity» «activity»
Motor ausschalten Sigeblatt vor Zugriff Sigeblatt abbremsen

schitzen

Bild 5: Funktionsnetz nach CONSENS
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Um Zusammenhinge zwischen Funktionen zu erfassen, werden die Funktionen in einer
Funktionshierarchie bzw. einem Funktionsnetz® organisiert (siche Bild 5). Dabei wird
die zu leistende Funktionalitit so lange heruntergebrochen, bis Wirkprinzipien bzw.
Losungsmuster zur Umsetzung der jeweiligen Funktionen identifiziert werden kdnnen.

Basierend darauf wird eine Wirkstruktur erarbeitet, in welcher der grundsitzliche Auf-
bau und die Wirkungsweise des Systems spezifiziert werden. Dabei wird das System in
Systemelemente dekomponiert, welche die zuvor definierten Funktionen umsetzen.

umgebungstemperatur spannungsversorgung

=
3 «block» = 1
N Tischkreissige P 1
:Drehregler fiir A g I
—===> Schnittgeschwindigkeit R N e = \y
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= :Elektronische Steuerung :Antriebseinheit = 58
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luftfeuchtigkeit
x bl
E} === > Ein/Aus SR Ll — It;se(-:'r:/sffeststellen
an/aus e = 4(———.
= = schmutz
notaus. — ~
:Notausschalter === =“ "
:Spaltkeil
B----> e o~
notaus ein/aus-
=7 /
-
-
-
-
roe
-< o :Absaugung :Tisch :Ségeblattabdeckung
schall

Bild 6: Wirkstruktur nach CONSENS

Ahnlich wie zwischen dem System und Umfeldelementen, werden hierbei — wie Bild 6
in ersichtlich — neben der Hierarchiebeziehung auch Wechselwirkungen (Stoff-, Ener-
gie-, und Materialfliisse) zwischen den Systemelementen identifiziert.

3.2 Erweiterung von CONSENS um ein Partialmodell ,,Gefahren*

Durch die Systematik und Durchgingigkeit der CONSENS-Methode, ldsst sich eine
Betrachtung von Gefahren und Risiken einfach und konsistent integrieren. Dabei kann
bei der Modellierung des Umfelds auch die Betrachtung moglicher Gefahrenauswirkun-
gen (engl. hazard effects) erfolgen, wenn offensichtliche Gefahren bereits bekannt sind.

Sind die Elemente des Umfelds und ihre Wechselwirkungen mit dem System bekannt,
so lassen sich insbesondere die ungewiinschten Wechselwirkungen dahingehend unter-
suchen, in wieweit Umfeldelemente durch Gefahrenauswirkungen Schaden nehmen
konnten. Diese konnen im Umfeld ergédnzt und die Schwere der Auswirkung (engl. se-
verity) kann jeweils bewertet werden.

2 CONSENS definiert streng genommen das Modellieren einer Funktionshierarchie. Ein Funktionsnetz
scheint den Autoren aber im Allgemeinen angemessener.
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Bild 7:  Umfeldmodell, ergdnzt um Gefahrenauswirkungen

In den Anwendungsszenarien lassen sich auf gleicher Basis Gefdhrdungssituationen
(engl. hazardous situation) ergénzen, in denen mogliche Gefahren eintreten kdnnen.
Wie die Gefahrenauswirkungen werden auch die Gefdhrdungssituationen bewertet, hier
aber anhand der Wahrscheinlichkeit ihres Eintretens (engl. probability), die sich aus den
Anwendungsszenarien ableitet.
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Bild 8: Anwendungsszenarien, ergdnzt um Gefihrdungssituationen
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Das systematische Erfassen von Gefahren erfolgt schlieBlich, indem alle Kombinatio-
nen aus Gefahrdungssituationen und moglicher Gefahrenauswirkungen betrachtet wer-
den. Dabei verkniipft eine Gefahr genau eine Gefahrdungssituation mit einer Gefahren-
auswirkung.
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Bild 9: Gefahrenmodell als Ergdnzung zu CONSENS

Das mit der Gefahr verbundene Risiko (engl. risk) ldsst sich anhand der Wahrschein-
lichkeit des Eintretens der Situation, vorhandener Abwehrmdglichkeiten, sowie der
Schwere der Auswirkung bewerten. Basierend darauf kann eine Klassifikation abhédngig
von der zu verwendenden Normen erfolgen (beispielsweise SIL-Level bei IEC61508).
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Bild 10: Sicherheitsanforderungen, abgeleitet aus Gefahren
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SchlieBlich konnen aus identifizierten Gefahren Sicherheitsanforderungen abgeleitet
werden. Bild 10 stellt dies dar.

Dabei muss nicht jede Gefahr automatisch einer Sicherheitsanforderung zugeordnet
werden, sofern das Risiko als tolerierbar eingestuft werden kann. Ist eine Anforderung
aber sicherheitskritisch, und aus der Gefahrenanalyse unmittelbar abgeleitet, so kann die
Klassifikation der Anforderung iibereinstimmend mit der Klassifikation des zugehori-
gen Risikos erfolgen.

Zusammenfassend betrachtet, lassen sich die zur systematischen Gefahren und Risiko-
analyse notwendigen Erginzungen in einem zusétzlichen, kohédrenten Partialmodell
,,Gefahren® vereinen.

Wie in Bild 11 dargestellt, fasst dieses Gefahrenauswirkungen, Gefadhrdungssituationen
und Gefahren zu einem einheitlichen Partialmodell zusammen und ist eng mit den iibri-
gen Partialmodellen von CONSENS verkniipft.

Umfeldelement Anwendungs:
(Environment Element) 1 e (Usage Sc

1% 1.+

Patrialmodell Gefahren (Hazards)
0 0.>

Gefahrenauswirkung Gefahrdungssituation (Hazardous Situation)
(Hazard Effect)

wabhrscheinlichkeit (probability) :int
schwere (severity) - abwehrmdglichkeit (preventability) :int

+effect 1
+situation 1

Klassifikation des Risikos ist abhangig von de
konkreten Safety-Norm, z.B. IEC 61508, ISO
Gefahr (Hazard) 26262 waren hier die folgenden Werte

"~ 7| denkbar:

risk (Risiko) :int
. QM, SIL1, SIL2, SIL3, SIL4 (IEC 61508)
. ASIL-A, ASIL-B, ASIL-C (ISO 26262)

0.x

0.*

Anforderung (Requirement)

/safetyClassification (sicherheitsklassifikation)

Bild 11: Neues Partialmodell "Gefahren"

3.3 Anwendung etablierter Analysemethoden in Verbindung mit
CONSENS

Mit den vorstehend beschriebenen Erweiterungen (Partialmodell ,,Gefahren®) lassen
sich etablierte Methoden zur Risikoanalyse mit CONSENS kombinieren. Anhand der
Methoden FMEA und FTA wird das im Folgenden kurz skizziert.
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3.31 Kombination von FMEA und CONSENS
CONSENS Erweiterung
G ‘ S = | ==
L =4 — ‘ o s ‘-n_..:;‘;;... |
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Bild 12: Anwendung einer FMEA in Verbindung mit CONSENS

VDA beschreibt das methodische Vorgehen bei der Erstellung einer FMEA (siehe Bild
12) [VDA10]. Als erstes sind die Strukturelemente des zu untersuchenden Produktes zu
erstellen. Diese lassen sich aus der Wirkstruktur und dem Umfeldmodell aus CON-
SENS ableiten. Zu den Strukturelementen sind in der FMEA Funktionen festzulegen.
Diese sind durch das Funktionsnetz in CONSENS ebenfalls gegeben. Im Rahmen der
FMEA lassen sich nun zu den Funktionen jeweils Fehlfunktionen, sowie deren Ursa-
chen und Auswirkungen identifizieren. Diese gehen als Inhalte in das neu ergéinzte Par-
tialmodell ,,Gefahren in CONSENS ein. Uber die Anwendungsszenarien aus CON-
SENS lassen sich die Risikosituationen und mogliche Abwehrmafinahmen ableiten. Aus
allem zusammen ergeben sich klassifizierbare Risiken.

3.3.2 Kombination von FTA und CONSENS

Offensichtliche Gefahren konnen, basierend auf einem Systemmodell nach CONSENS,
mittels eines Fehlerbaums analysiert werden [Dorl5], [DG12] (siehe Bild 13). Dabei
geht eine im Partialmodell ,,Gefahren® identifizierte Gefahr als Top-Ereignis in einen
Fehlerbaum ein. Die Wirkstruktur und die Anwendungsszenarien induzieren dabei die
Struktur des Fehlerbaums. Diese wird basierend auf der Systemmodellspezifikation bis
hin zu Basis-Ereignissen heruntergebrochen. Die Basisereignisse sind Ereignisse, wel-
che nicht weiter untersucht werden. Sie beschreiben, unter welchen Bedingungen die
bereits identifizierte Gefahr tatséchlich eintreten kann. Ausgehend von diesen Bedin-
gungen lassen sich AbstellmaBBinahmen in Form von Sicherheitsanforderungen formulie-
ren, welche das mit der Gefahr verbundene Risiko minimieren.

Wenn sich in der Konzeptphase bereits Werte zu Ausfall- oder Reparaturraten einzelner
Systemkomponenten angeben lassen, dann ist eine quantitative Analyse mit der FTA

auf Grundlage einer gegebenen maximalen Eintrittswahrscheinlichkeit der Gefahr mog-
lich.
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Bild 13: Anwendung einer FTA in Verbindung mit CONSENS

4 Resiimee und Ausblick

Mit der Erweiterung von CONSENS um ein zusédtzliches Partialmodell ,,Gefahren®, ist
es moglich, Gefahren zu erfassen. Dabei werden Gefdahrdungssituationen systematisch
mit moglichen Gefahrenauswirkungen kombiniert. Die Einbindung von KenngrofBen fiir
Eintrittswahrscheinlichkeit, Abwehrmdglichkeiten und Schwere erlaubt eine Klassifika-
tion des Gefahrenrisikos. Dies ist konform zu den géngigen Normen zur funktionalen
Sicherheit.

Eine systematische und vollstdndige Risikoanalyse wird in der funktionalen Sicherheit
normativ gefordert. Sie kann auf Basis etablierter Methoden wie FMEA und FTA erfol-
gen, welche sich auf Basis der vorgestellten Erweiterungen mit CONSENS nahtlos
kombinieren lassen.

Durch die Verkniipfung des Partialmodells ,,Gefahren* mit den anderen Partialmodellen
ist zudem die Durchgéngigkeit und Nachverfolgbarkeit der Sicherheitsbetrachtung ge-
wihrleistet.

Neben den in diesem Beitrag aufgefiihrten Methoden gibt es weitere etablierte Metho-
den der Sicherheitstechnik wie PHA, SHA, ETA, HAZOP, Markov-Ketten etc., die
prinzipiell frithzeitig bereits in der Konzipierung eingesetzt werden konnen [Eri05]. In
diesem Zusammenhang ergibt sich eine Reihe von potentiellen weiterfithrenden The-
men [Dorl5]. Zum einen gilt es die Frage zu kldren, welche der vielen etablierten Me-
thoden zur Absicherung der Sicherheit eines technischen Systems sich bereits in der
Konzipierung auf Basis der Spezifikation der Produktkonzeption einsetzen lassen und
wie diese zu gestalten sind, um diesen friihzeitigen Einsatz zu ermdglichen. Zum ande-
ren sind Hilfsmittel zur Auswahl von Methoden zur Absicherung der Sicherheit in der
Konzipierung notwendig, welche den Entwickler bei einer effektiven Suche, Auswahl
und Kombination der fiir seine Entwicklungsaufgabe adédquaten Methoden unterstiitzen.
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Ein weiteres Handlungsfeld besteht in der integrativen Betrachtung der funktionalen
Sicherheit (Safety) im Zusammenhang mit weiteren Verldsslichkeitsaspekten wie z.B.
der Zugriffsicherheit (Security).
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Zusammenfassung

Die starke Integration von Sensorik, Aktorik, Hard- und Software stellt Herausforde-
rungen an die Verlésslichkeit intelligenter mechatronischer Systeme dar. Diese Systeme
verfiigen aber auch iiber gro3es Potential zur Verbesserung ihrer Verldsslichkeit durch
eine Anpassung des Systemverhaltens an den aktuellen Zustand. Um den Umfang der
Systemmodelle zu reduzieren und die Anpassung des Systemverhaltens zu ermoglichen,
sind fortschrittliche Modellierungsmethoden notwendig, mit denen die Verlasslichkeit
in frithen Phasen des Entwicklungsprozesses sichergestellt und evaluiert werden kann.

Von den Attributen der Verlésslichkeit ist insbesondere die Zuverldssigkeit in hohem
Mafe von den auftretenden Belastungen an den Komponenten und damit vom dynami-
schen Systemverhalten abhéngig. Bisherige Modellierungsansitze bilden diese Abhén-
gigkeit nur unzureichend ab. Es wird daher ein Ansatz zur integrierten Modellierung
mechatronischer Systeme vorgestellt. Dieser ist in der Lage, sowohl die Dynamik als
auch die Zuverléssigkeit des Systems abzubilden. Die Transformation eines Modells des
dynamischen Systemverhaltens generiert dabei ein Zuverldssigkeitsmodell. Fiir typi-
scherweise konkurrierende Ziele konnen mit Hilfe von Mehrzieloptimierungsverfahren
Betriebspunkte eines Systems bestimmt werden. Das integrierte Modell kann zur Er-
zeugung von Zielfunktionen fiir die Dynamik als auch fiir die Zuverlédssigkeit genutzt
werden. Die Ergebnisse ermoglichen eine Verhaltensanpassung durch Wahl eines
paretooptimalen Betriebspunkts wahrend des Betriebs.

Das vorgeschlagene Konzept zur integrierten Modellierung mechatronischer Systeme
bietet aufgrund des modellbasierten Entwicklungsansatzes und der automatisierten
Transformation eines Verlésslichkeitsmodells eine Reduktion der Benutzereingaben und
eine Entlastung des Benutzers. Dadurch wird die Wahrscheinlichkeit von Benutzerfeh-
lern gesenkt und die Verlésslichkeit bereits wéhrend der Entwicklung erh6ht. Somit
konnen Iterationsschleifen vermieden und die Entwicklungskosten gesenkt werden.

Schlisselworte

Verlésslichkeit, Zuverldssigkeit, Dynamik, integrierte Modellierung
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Integrated model for dynamics and dependability of complex
mechatronic systems

Abstract

Intelligent mechatronic systems feature complex sensor and actuator systems as well as
more sophisticated information processing than in a standard mechatronic system, mak-
ing system dependability a challenging effort. However, the risk of increased system
complexity also provides the chance to adapt system behavior to increase dependability
this way. To enable for these opportunities, reduced complexity of the system model as
well as advanced modelling technics are required to evaluate system dependability in
early design phase.

System reliability is highly influenced by load on individual system components during
operation as the prevailing load on a component is crucial for its degradation and there-
fore for its lifetime. The introduced integrated model is more convenient than prior ap-
proaches in modelling the dependency between system dynamics and reliability. There-
fore an integrated model for dynamics and dependability of mechatronic systems is in-
troduced. Here a transformation of a model of system dynamics generates a model of
system reliability. However, for competitive objectives of the system at hand multi-
objective optimization can be used to compute operating points. The integrated model
can be used to formulate performance- as well as reliability-related objective functions.
To achieve an adaption of system behavior to current environmental conditions or sys-
tems states, pre-computed pareto-optimal operating points are chosen.

The proposed concept of integrated modelling of mechatronic systems reduces the user
input and is less susceptible to user errors due to the model-based approach and the au-
tomated transformation of a reliability model. Applied in early design phase, integrated
modelling is capable of increasing system dependability and supporting an efficient
design process.

Keywords

Reliability, Dependability, System Dynamics, Integrated Modelling
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1 Einleitung

An moderne mechatronische Produkte des Maschinenbaus werden steigende Funktions-
anforderungen gestellt, die mit erhdhter Komplexitit einhergehen. Die Kombination
von Mechanik, Elektro- und Regelungstechnik, Informatik und Mathematik erlaubt dar-
iiber hinaus die Entwicklung intelligenter mechatronischer Systeme und ermoglicht die
Realisierung von selbstoptimierenden Systemen als eine Klasse intelligenter mechatro-
nischer Systeme. Sie sind in der Lage, autonom auf verdnderte Umwelteinfliisse oder
Systemzusténde zu reagieren und ihr Betriebsverhalten daran anzupassen. Die Integrati-
on dieser Féahigkeiten steigert die ohnehin hohe Komplexitit mechatronischer Systeme
nochmals. Neben dieser stellen die kurzen Entwicklungszyklen und steigender Kosten-
druck in Entwicklung und Produktion eine Herausforderung an die Verldsslichkeit der
Produkte dar [GRS+14]. Dazu trédgt bei, dass aus der Reaktion selbstoptimierender Sys-
teme auf duere Einfliisse ein schwer vorhersagbares Betriebsverhalten resultiert, das
iiber die Lebensdauer zu stark dndernden dynamischen Lasten auf das System selbst
fithrt [MSK+13]. In diesem Umfeld kann die Systemzuverldssigkeit nur durch zusétzli-
che Mallnahmen wie fortgeschrittene Modellierungsmethoden sichergestellt werden.

Als Grundlage selbstoptimierender Systeme dient die modellbasierte Mehrzieloptimie-
rung, mit der mogliche Betriebspunkte bestimmt werden. Soll das System in der Lage
sein, sein Verhalten an die aktuelle Verlésslichkeit anzupassen, muss diese bereits im
der Mehrzieloptimierung zugrundeliegenden Modell berticksichtigt werden. Dabei muss
die Verldsslichkeit des Systems in einer Zielfunktion quantifiziert werden. Zur Quanti-
fizierung der Verldsslichkeit wird die Zuverlédssigkeit verwendet, da diese eine starke
Abhingigkeit von dem dynamischen Systemverhalten aufweist. Aufgrund der komple-
xen Wirkzusammenhénge ist dabei ein integrierter Modellierungsansatz von Dynamik
und Zuverlédssigkeit des Systems notwendig, wie es auch im zweiten Abschnitt dieses
Artikels noch ndher erldutert werden wird.

Das aktuelle Vorgehen zur Ableitung verlédsslichkeitsrelevanter Zielfunktionen wird
vorgestellt und ein Vorgehen zur integrierten Modellierung von Dynamik und Zuverlas-
sigkeit skizziert. Das aus dem Modellierungsansatz hervorgehende Zuverlédssigkeitsmo-
dell kann zur Aufstellung von Zielfunktionen fiir Mehrzieloptimierungsverfahren ge-
nutzt werden. Der dritte Abschnitt beleuchtet den Stand der Technik zur integrierten
Modellierung von Dynamik und Verldsslichkeit. Im vierten Abschnitt wird ein Sys-
temmodell fiir die geschlossene Modellierung von Dynamik und Zuverldssigkeit im
Rahmen der Mehrzieloptimierung vorgestellt und beschrieben. Im flinften Abschnitt
wird ein Fazit gezogen.

2 Verlasslichkeit komplexer mechatronischer Systeme

Bei der Entwicklung technischer Produkte miissen verschiedene Eigenschaften des Sys-
temverhaltens, wie beispielsweise Dynamik, Effizienz und Zuverldssigkeit, als Zielgro-
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Ben gegeneinander abgewogen werden. Selbstoptimierende Systeme sind in der Lage,
die Auswahl eines geeigneten Kompromisses von der Entwicklungs- in die Betriebs-
phase zu verlegen, indem mittels modellbasierter Mehrzieloptimierung zahlreiche mog-
liche Betriebspunkte bestimmt werden [GRS+14]. Dazu ist es allerdings notwendig,
mathematische Modelle der ZielgroBBen als Zielfunktionen zu formulieren, wobei der
Entwickler mit der vollen Komplexitét des Produktes konfrontiert wird.

Anpassungen des Systemverhaltens konnen konzeptioneller Art sein, sich auf die Aus-
wahl der Komponenten beziehen, konstruktiv umgesetzt werden oder auch software-
technische GroBen wie Reglerparameter und -strategien einschlieBen. Alle diese Ande-
rungen, ob konzeptioneller, konstruktiver oder softwaretechnischer Art, haben Einfluss
auf die Systemdynamik [GRS+14], die wiederrum die auf einzelne Komponenten wir-
kenden Lasten und dariiber die Zuverldssigkeit des Systems beeinflusst. Soll die Ver-
lasslichkeit, oder einzelne Aspekte wie etwa die Zuverldssigkeit, innerhalb der Mehr-
zieloptimierung als ZielgroBe beriicksichtigt werden, um eine Verhaltensanpassung zu
ermdoglichen, wird aktuell ein Modell der Systemzuverldssigkeit aus einem Dynamik-
modell manuell abgeleitet wie in Bild 1 links dargestellt. Die Systemzuverlédssigkeit
wird in Abhéingigkeit der Lasten der Komponenten, die sich durch die Optimierungspa-
rameter und die zugehorige Systemdynamik ergibt, berechnet. Das Aufstellen einer
Zielfunktion fiir die Systemzuverldssigkeit erfolgt ebenfalls auf Grundlage der Ein-
schitzungen des Entwicklers.

Bisherige Modellierung Integrierte Modellierung
Spezifische!
Modellier?mgstools, Komponenten Komponenten

des Systems &
' des Syst
. i Dynamikmodell

Manuelle Automatisierte
Synchron satlon* * Transformation
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Modellierung Dynamikmodell
Verl&sslichkeits-

|
Verlasslichkeits- | modell
modell l
|
* | '

Zielfunktion 1 Zielfunktion 2 Zielfunktion 1 Zielfunktion 2

Y Y Y Y

Mehrziel- Mehrziel-
optimierung optimierung

Bild 1: Bisheriges und integriertes Vorgehen zur geschlossenen Modellierung der Dy-
namik und Verldsslichkeit in der Mehrzieloptimierung

Aus der manuellen Ableitung eines Modells der Systemzuverldssigkeit ergeben sich
einige schwerwiegende Nachteile. Aufgrund der Komplexitit mechatronischer Systeme
und der starken Interaktion der Komponenten kdnnen nicht alle Aspekte berticksichtigt
werden, wodurch das reale Ausfall- und VerschleiBBverhalten nicht vollstindig abgebil-
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det wird. Mit jeder Anpassung des Mehrzieloptimierungsproblems tritt nicht nur eine
Verdnderung der Systemdynamik oder -struktur auf, sondern es muss auch manuell das
Verlésslichkeitsmodell aktualisiert werden. Dieser Prozess ist sowohl fehleranfillig als
auch ineffizient. Eine automatisierte Ableitung eines Modells der Systemzuverldssigkeit
(Bild 1 rechts) ist in der Lage den Entwickler zu unterstiitzen und sowohl die Vollstin-
digkeit als auch die Effizienz bei der Modellbildung zu erh6hen.

3 Stand der Technik

[GFD+09] liefert einen umfangreichen Uberblick iiber bestehende Ansitze, die neben
dem Verhalten des Systems weitere Aspekte wie etwa die Ziele, die Struktur und die
Gestalt abbilden. Dabei wird allerdings kein automatisch synchronisiertes Vorgehen
verfolgt, sondern es werden einzelne, nicht direkt gekoppelte Modelle fiir die unter-
schiedlichen Aspekte aufgebaut.

Starker fokussiert auf eine integrierte Modellierung von Dynamik und Verlésslichkeit
komplexer Systeme sind zahlreiche Verfahren, die sich in zwei Modellierungsansitze
unterteilen lassen. Der erste Ansatz versucht ein System interdisziplindr und doménen-
iibergreifend zu beschreiben. Hier finden sowohl Sprachen zur umfassenden Systembe-
schreibung wie SysML, MODELICA und VHDL-AMS Anwendung ([DIK10], [Sch11],
[BMLO07]) als auch auf die Modellierung von Dynamik und Verlésslichkeit ausgerichte-
te spezialisierte Sprachen wie LARES (Language for REconfigurable dependable Sys-
tems) oder AltaRica. Dem gegeniiber steht der Ansatz, bestehende multidomédnen-
Modellierungswerkzeuge wie Matlab/Simulink mittels zusétzlichen Programmpaketen
zu erweitern ([PMO1], [HMOS]).

Beide genannten Modellierungsansédtze wurden in zahlreichen Arbeiten fiir eine inte-
grierte Modellierung verwendet. Ziel der Verldsslichkeitsmodelle ist eine Quantifizie-
rung der Sytemzuverldssigkeit, qualitative Modelle werden daher nur der Vollsténdig-
keit halber erwihnt.

Die automatisierte Erzeugung einer FMEA (Fehlermoglichkeits- und -einflussanalyse)
aus SysML-Modellen wird in [DIK10] vorgestellt und ein Vergleich zu AltaRica gezo-
gen. Das methodische Vorgehen zur Modellbildung mit SysML wird in den Entwick-
lungsprozess eingebunden. Qualitative Methoden wie die FMEA konnen jedoch nicht
als Basis einer Zielfunktion zur numerischen Mehrzieloptimierung genutzt werden.

Ein Ansatz zur integrierten Modellierung von elektrischen Systemen in Flugzeugen
wird in [Sch11] vorgestellt. Es werden MODELICA-Bibliotheken zur Simulation der
Energieversorgung von Flugzeugen erstellt und ein Algorithmus zur automatisierten
Erstellung von Zuverldssigkeitsblockdiagrammen und Fehlzustandsbdumen vorgestellt.
Das Vorgehen ist auf elektrischen Komponenten beschridnkt, deren Ausfallverhalten
ausschlieBlich durch Zufallsausfille beschrieben wird. Lebensdauerinformationen wie
Ausfallraten miissen vom Benutzer eingegeben werden.
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In [BMLO7] wird eine Methode zur Beriicksichtigung der Systemzuverldssigkeit im
Entwicklungsprozess elektronischer Systeme diskutiert. Ausgehend von einer System-
beschreibung in VHDL-AMS wird eine Monte-Carlo-Simulation zur Abbildung des
Ausfallverhaltens des Systems durchgefiihrt und evaluiert. Die Methode beriicksichtigt
den Einfluss der Degradation auf das Betriebsverhalten elektronischer Komponenten.
Eine domineniibergreifende Modellierung ist mit VHDL-AMS nicht moglich — sie
dient ausschlieBlich der Beschreibung elektronischer Schaltung.

Zur Bewertung der Zuverldssigkeit eines selbstoptimierenden mechatronischen Systems
wird in [MSS+13] das LARES-Framework verwendet vor. Es werden die Hardware-
Komponenten des Systems in Abhingigkeit der aus der aktuellen Situation resultieren-
den Belastungen und die nicht-deterministische Verhaltensadaption modelliert, um die
Verlésslichkeit des betrachteten Systems zu evaluieren. Dabei wird allerdings der Zu-
sammenhang zwischen Systemkonfiguration und -verhalten zur aktuell giiltigen Aus-
fallrate nicht im Modell selbst bestimmt, sondern muss extern vorgegeben werden.

In [PMO1] wird ein Algorithmus zur automatisierten Ableitung von Fehlzustandsbiu-
men aus Matlab/Simulink-Modellen vorgestellt. Der Algorithmus basiert auf einer Ge-
fahrenanalyse mittels HAZOP (HAZard and OPerability study) fiir jede Komponente
und ist damit auf umfangreiches Benutzerwissen und -eingaben angewiesen.

Ein teilautomatisierter Algorithmus zur Durchfiihrung einer FMEA aus Mat-
lab/Simulink-Modellen wird in [HMO08] beschrieben. Das Vorgehen ist auf umfangrei-
che Benutzereingaben angewiesen und eignet sich aufgrund seines qualitativen Modells
nicht zur Ableitung einer Zielfunktion.

Allen Ansitzen ist gemein, dass die Synchronisation zwischen Dynamik- und Verldss-
lichkeitsmodell, beispielsweise iiber verdnderte Ausfallraten oder Lasten, nicht vollau-
tomatisch durchgefiihrt wird sondern noch immer eines Benutzereingriffs bedarf, was
den Nutzen stark einschriankt und der Einbettung in ein Mehrzieloptimierungsproblem
im Wege steht.

4 Integrierte Modellierung

Die interdisziplindre Betrachtung von Dynamik und Verlésslichkeit eines mechatroni-
schen Systems im Rahmen einer integrierten Modellierung erfordert umfassende Sys-
temkenntnis. Soll das integrierte Systemmodell im Rahmen der Mehrzieloptimierung
genutzt werden, miissen alle fiir die Zielfunktionen relevanten Modelle integriert wer-
den. Es wird mit allen notwendigen Informationen zur Abbildung der Zielgréen ange-
reichert und unter Beriicksichtigung aller auftretenden Wechselwirkungen zwischen den
einzelnen Dominen ausgewertet.

Das Systemmodell und das Modell der Systemzuverldssigkeit konnen unabhéngig von
der Mehrzieloptimierung verwendet werden. So werden kritische Komponenten durch
Evaluation der Systemzuverldssigkeit ohne Formulierung eines Mehrzieloptimierungs-
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problems identifiziert und MaBnahmen kdnnen ergriffen werden. Dies stellt einen res-
sourcenschonenden Ansatz zur Sicherstellung einer gewiinschten Systemzuverldssigkeit
dar.

Im Entwicklungsprozess mechatronischer Systeme besitzt die Modellierung der Dyna-
mik einen grofen Stellenwert. Das Systemmodell basiert daher iiblicherweise auf einem
Modell des dynamischen Systemverhaltens, das um Informationen zu Verldsslichkeits-
aspekten, z.B. Lebensdauerinformationen oder relevante geometrische Grofen der
Komponenten im System, erweitert wird, ohne den zugrundeliegenden Charakter eines
Dynamikmodells zu verlieren. Weitere Lebensdauerinformationen der Komponenten,
wie Ausfallrate oder Zuverldssigkeit, werden dann aus diesem Modell erzeugt.

Die Abbildung der Zuverlédssigkeit des betrachteten Systems erfolgt automatisiert mit
einer Transformation des Systemmodells in ein Modell der Systemzuverldssigkeit.
Zentrales Ziel ist, zusdtzliche Benutzereingaben auf ein Minimum zu reduzieren und
einen hohen Automatisierungsgrad in der Modellsynthese zu gewihrleisten.

41 Systemmodell

Der integrierten Modellierung von Dynamik und Zuverldssigkeit und der automatisier-
ten Ableitung eines Modells der Systemzuverlédssigkeit aus einem Systemmodell liegt
ein topologieorientierter Modellierungsansatz zugrunde (siche Bild 2). Das Modell des
dynamischen Systemverhaltens kann unabhéngig vom Modell der Systemzuverldssig-
keit simuliert werden, sodass eine gezielte Auslegung der Dynamik ohne erhohten Be-
rechnungsaufwand durchgefiihrt werden kann.

Die Zuverldssigkeit der in einem System enthaltenen Komponenten bestimmt in hohem
MafBe die Verldsslichkeit des Gesamtsystems. Das dynamische Systemverhalten beein-
flusst die an den Komponenten auftretenden Lasten. Der Einfluss dieser Lasten auf die
Komponenten flihrt zu Degradation und einer Herabsetzung der geplanten Lebensdauer.
Um die Degradation der Komponenten abbilden zu koénnen, werden daher Lebensdau-
ermodelle genutzt. Dazu ist fiir jede Komponente im Systemmodell ein Lebensdauer-
modell notwendig, da die auftretenden Belastungen komponentenabhingig sind und
nicht auf baugleiche Komponenten verallgemeinert werden konnen. Das klassische Mo-
dell des dynamischen Systemverhaltens muss im Systemmodell um Modelle zur Abbil-
dung der Lasten auf die einzelnen Komponenten erweitert werden. Die Lasten hingen
von der Simulationszeit und den Optimierungsparametern ab.

Im Zuge einer Hierarchisierung und Strukturierung komplexer mechatronischer Syste-
me erfolgt die Bildung von Baugruppen im topologieorientierten Systemmodell ent-
sprechend dem Aufbau des realen Systems. Den Baugruppen konnen eigene Lebens-
dauermodelle zugewiesen werden, wobei dann Lebensdauermodelle von Komponenten
innerhalb der Baugruppe iiberschrieben werden. Die Lebensdauermodelle der Kompo-
nenten oder Baugruppen eines Systems werden hierarchisch betrachtet — das Lebens-
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dauermodell auf der hochsten Hierarchieebene geht in die Berechnung der Systemzu-
verldssigkeit ein, darunter liegende Lebensdauermodelle werden vernachlissigt. Die im
Systemmodell vorhandene Hierarchisierung der Komponenten in Baugruppen wird fiir
eine konsistente Abbildung im Zuverléssigkeitsmodell {ibernommen.

Um die Abhéngigkeit zwischen dynamischem Systemverhalten und Degradation der
Komponenten mittels Lebensdauermodellen abbilden zu kénnen, ist eine Berechnung
des Systemmodells auf zwei unterschiedlichen Zeitskalen notwendig. Die dynamischen
Lasten auf die Komponenten werden mittels einer Simulation des Dynamikmodells be-
stimmt. Es wird das Dynamikmodell fiir ein charakteristisches Manover mit hinrei-
chend kleiner Integrationsschrittweite simuliert. Das charakteristische Manover stellt
einen Bewegungsablauf des betrachteten Systems dar, der die tatsdchliche Nutzung
moglichst gut abbildet, und ist identisch mit dem Betriebszyklus fiir den das Systemver-
halten im Rahmen der Mehrzieloptimierung optimiert wird.

Es wird eine konsistente Behandlung des Systemmodells wahrend der Simulation des
dynamischen Systemverhaltens und der Optimierung gewihrleistet und der Simulati-
onsaufwand begrenzt. Aus dem charakteristischen Mandver muss eine aussagekriftige
Quantifizierung des Systemverhaltens mittels der Zielfunktionen der Systemdynamik
und der Systemzuverlédssigkeit moglich sein.

Die Berechnung der Systemzuverlédssigkeit aus dem abgeleiteten Zuverldssigkeitsmo-
dell wird fiir die Betriebsdauer des betrachteten Systems auf der zweiten Zeitskala
durchgefiihrt und liegt im Bereich von Stunden bis Jahren. Die Simulation des Dyna-
mikmodells iiber die gesamte Betriebsdauer des Systems zur vollstindigen Abbildung
der auftretenden Lasten ist nicht sinnvoll und mit steigender Komplexitit des betrachte-
ten Systems nicht mehr durchfiihrbar.

Systemmodell
charakteristisches ( y \

ManGver 4 \ Struktur
Dynamikmodell J

Optlmletrungs— \_ Charakt. Manéver
parameter (kurzer Zeithorizont)
Lasten Betriebsdauer

(langer Zeithorizont)

Verlasslichkeits Homponenin:
. s ; lassigkeit
informationen ﬁebensdauermodel@ ZUveriassigkeren Zuverlassigkeits-
der Komponenten modell System-
Redundanz- zuverlassigkeit
\_ _/ informationen

Bild 2:  Systemmodell und abgeleitetes Zuverldssigkeitsmodell

Die im charakteristischen Manover berechneten Lasten werden in den Lebensdauermo-
dellen der Komponenten kumuliert und eine dquivalente Last flir das charakteristische
Mangver berechnet. Fiir die dquivalente Last kann mittels einer Energiebetrachtung die
Degradation der Komponente bestimmt und die Lebensdauer ermittelt werden. Die Le-
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bensdauer wird unter der Annahme berechnet, dass die gewihlten Modellparameter
Mittelwerte einer Menge an baugleichen Komponenten abbilden. Demnach kann die
berechnete Lebensdauer als Mittelwert der ausfallfreien Zeit, MTTF (Mean Time To
Failure), der Komponente betrachtet werden.

Das Ausfallverhalten maschinenbaulicher Produkte kann in guter Nidherung mit der
Weibull-Verteilung beschrieben werden. Fiir viele Maschinenelemente, wie Wilzlager,
sind die Parameter der Verteilung bekannt [Bir07]. Elektronische Bauteile sind zumeist
Zufallsausfillen unterworfen. Die unbekannten Parameter der Verteilungsfunktionen
konnen mittels der MTTF berechnet werden. Unter Annahme einer Verteilungsfunktion
ist es moglich, die Zuverlassigkeit der Komponenten iiber der Zeit in Abhéngigkeit der
Optimierungsparameter zu ermitteln.

Die Zuverldssigkeitswerte der Komponenten gehen in die Parametrierung des Zuverlds-
sigkeitsmodells ein. Es stellt die Abhdngigkeiten und die Auswirkungen des Ausfallver-
haltens einzelner Komponenten auf das Gesamtsystem dar. Eine Auswertung des Zuver-
lassigkeitsmodells liefert die Systemzuverldssigkeit iiber der Betriebsdauer, aus der
dann eine Zielfunktion fiir die Mehrzieloptimierung synthetisiert wird.

4.2 Transformation eines Zuverlassigkeitsmodells

Zentral fiir die integrierte Modellierung von Dynamik und Zuverldssigkeit mechatroni-
scher Systeme ist ein Algorithmus zur vollstindig automatisierten Transformation eines
Zuverlassigkeitsmodells aus dem Systemmodell.

Das Zuverléssigkeitsmodell umfasst sowohl strukturelle als auch quantitative Anteile.
Die Modellstruktur kann aus der Analyse der Interaktion der Komponenten abgeleitet
werden. Je nach vorliegendem Dynamikmodell kdnnen beispielsweise Signalpfade zwi-
schen den Komponenten analysiert werden, um Riickschliisse auf Abhidngigkeiten im
kausalen Ausfallverhalten der Komponenten ziehen zu kénnen. Die quantitativen Antei-
le des Zuverldssigkeitsmodells werden in der Parametrierung beriicksichtigt und umfas-
sen unter anderen Komponentenzuverlissigkeiten oder Redundanzinformationen.

Der Transformationsalgorithmus muss unterschiedliche Definitionen des Systemausfalls
in der Modellbildung beriicksichtigen. Die Benutzervorgabe, wann das betrachtete Sys-
tem als ausgefallen gilt, wird vom Algorithmus in geeigneter Form in das Zuverléssig-
keitsmodell iibertragen. Die Parametrierung des Zuverldssigkeitsmodells findet auf
Ebene des Systemmodells statt. Der Benutzer hat aufgrund der automatisierten Trans-
formation keine direkte Interaktionsmdoglichkeit mit dem Zuverldssigkeitsmodell, was
eine konsistente Modellbildung im Rahmen der Optimierungsiterationen gewahrleistet.
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4.3 Parametrierung des Zuverlassigkeitsmodells

Das Systemmodell wird vorzugsweise iiber eine GUI (Graphical User Interface) para-
metriert. Diese Parametrierung ist in zwei Abschnitte unterteilt — auf die Modelle der
Dynamik und der Zuverlassigkeit.

Die Parametrierung des Zuverldssigkeitsmodells umfasst die Definition des charakteris-
tischen Mandvers, eines kritischen Ereignisses und allgemeiner verlédsslichkeitsrelevan-
ter Kenngroflen. Das charakteristische Mandver ist bereits fiir die Mehrzieloptimierung
definiert und kann hier erneut verwendet werden. Im Modell wird es durch vom Benut-
zer identifizierte Eingdnge des Systemmodells und geeignet definierte Eingangsgrofien
abgebildet.

Der Ausfall eines beliebigen Systems ist an die zu erfiillende Funktion gebunden —
kann die gewiinschte Funktion des Systems nicht erfiillt werden, gilt es als ausgefallen.
Komplexe mechatronische Systeme besitzen neben einer Hauptfunktion typischerweise
eine groBe Anzahl an Nebenfunktionen, die keinen unmittelbaren Beitrag zur Haupt-
funktion leisten, wie etwa Komfortfunktionen im Automobil. Der Benutzer muss an-
hand der Funktionen eines mechatronischen Systems eine Definition des zu betrachten-
den Systemausfalls vornehmen. Dies kann in Abhéngigkeit des gewdhlten Zuverldssig-
keitsmodells iiber die Definition eines unerwiinschten Ereignisses durchgefiihrt werden.
Das unerwiinschte Ereignis kann beispielsweise das Ausbleiben oder die Uberschrei-
tung eines Toleranzbandes fiir ein beliebiges Signal innerhalb des Systemmodells sein.

Die Eingabe von verldsslichkeitsrelevanten Kenngrof3en und Komponentenparametern
findet tiber die GUI der Komponenten im Systemmodell statt. Die Eingabe von Kenn-
groBBen des Zuverldssigkeitsmodells hingt von der Modellierungstiefe des dynamischen
Systemverhaltens ab. So kann es fiir Redundanzen ausreichend sein, die Redundanzord-
nung einer Komponente in der GUI anzugeben. Dieses Vorgehen fiihrt zu einem Mini-
malmodell des dynamischen Systemverhaltens, in dem redundante Komponenten nur
einmal eingebunden sind. Eine Rekonfiguration bei der Nutzung redundanter Kompo-
nenten ist so nicht abbildbar. Hier muss das Dynamikmodell des Systems alle redundan-
ten Komponenten und ein Logikelement zur Rekonfiguration enthalten. Daneben ist die
Eingabe von Ausfallraten oder Komponentenzuverlassigkeiten moglich, wodurch die
Auswertung eines Lebensdauermodells nicht mehr notwendig ist. Die Eingabe von
Komponentenparametern, wie etwa Geometrie oder Werkstoffkenngréf3en, sind von den
Parametern des Modells des dynamischen Systemverhaltens zu unterscheiden und die-
nen ausschlieflich der Parametrierung der Lebensdauermodelle der Komponenten.

4.4 Einbettung in Mehrzieloptimierung

Das beschriebene Systemmodell und die automatisierte Transformation eines Zuverlds-
sigkeitsmodells konnen im Rahmen der Optimierung komplexer mechatronischer Sys-
teme im Entwicklungsprozess angewandt werden.
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Numerische Mehrzieloptimierungsverfahren arbeiten iterativ; Parameterwerte werden
im Optimierungsalgorithmus mit jeder Iteration variiert, das dynamische Systemverhal-
ten beeinflusst, und das resultierende Verhalten liber die Zielfunktionen quantifiziert
und bewertet. Unter der Annahme, dass keine Rekonfiguration redundanter Komponen-
ten stattfindet, wird das Zuverldssigkeitsmodell zu Beginn der Optimierung abgeleitet.
In den Iterationsschritten der Optimierung findet nur noch eine Anpassung der Parame-
ter aufgrund der verdnderten dynamischen Lasten auf die Komponenten und eine Be-
rechnung der aktuellen Systemzuverlédssigkeit statt. Die dynamischen Lasten auf die
Komponenten werden aus der Simulation des charakteristischen Manovers innerhalb
der Optimierung gewonnen. Der zusitzliche Berechnungsaufwand zur Beriicksichtigung
der Zuverlassigkeit in einer Zielfunktion wird so stark reduziert.

5 Resumee und Ausblick

Die zentralen Aspekte dieser Arbeit sind einerseits die Synthese eines Zuverldssig-
keitsmodells aus einem Systemdynamikmodell und andererseits die algorithmische Zu-
sammenfiithrung von Lebensdauermodellen einzelner Komponenten oder Baugruppen
mit Parametrierung aus dem Systemdynamikmodell. Zentraler Bestandteil ist die Mo-
dellierung des betrachteten Systems auf zwei Zeitskalen zur Berechnung der Systemzu-
verlédssigkeit iiber die gesamte Betriebsdauer.

Ein Systemmodell, das eine automatisierte Transformation eines Zuverldssigkeitsmo-
dells ermoglicht, entlastet den Benutzer erheblich und ist in der Lage, den Entwick-
lungsprozess bereits in frithen Phasen signifikant zu unterstiitzen.

Die vorgestellte integrierte Modellierung der Dynamik und der Verlédsslichkeit komple-
xer mechatronischer Systeme ermdoglicht die Abbildung der Abhingigkeit der Zuverlés-
sigkeit vom dynamischen Systemverhalten. Unberiicksichtigt bleibt jedoch der Einfluss
der Degradation der Komponenten auf die Dynamik des Systems. Ein Ansatz weiterer
Arbeiten kann die Untersuchung des Einflusses von Degradation und daraus resultie-
render Geometrie- und Parameterdnderungen auf das dynamische Systemverhalten sein,
was zu einer vollstindigeren Abbildung mechatronischer Systeme im Sinne der inte-
grierten Modellierung fithren wiirde.
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Zusammenfassung

Die exakte und automatisierte Positionierung von Sensoren in beengten Arbeitsberei-
chen mit einer Vielzahl von Hindernissen spielt heute gerade im Rahmen von Inspekti-
onssystemen eine grofle Rolle. Nur dadurch konnen die immer weiter steigenden An-
forderungen an die Qualitét, die Sicherheit und die Zuverldssigkeit von Produkten er-
fiillt und gleichzeitig der Ressourcenaufwand sowie die dabei anfallenden Kosten redu-
ziert werden. Bei der Entwicklung solcher Positioniersysteme ermoglicht der Einsatz
von Mehrkdrpersimulationen eine detaillierte Untersuchung des Systems anhand eines
virtuellen Prototyps, sowie die exakte Absicherung der geforderten Eigenschaften, be-
vor ein reales Vorseriensystem aufgebaut wird.

Der vorliegende Beitrag beschiftigt sich mit dem Entwurfsprozess einer hybriden Ki-
nematik zur Positionierung eines sensorbasierten Inspektionssystems innerhalb eines
schlanken, konischen Arbeitsraumes mit innenliegenden konstruktions- und prozessbe-
dingten Hindernissen. Es wird zundchst eine modellbasierte Analyse bestehender Sys-
teme durchgefiihrt, bevor im Anschluss eine modellbasierte Eigenentwicklung ndher
betrachtet wird. Dabei wird auch der anhand eines virtuellen Prototypen durchgefiihrte
Entwurf der zugehorigen Steuerungs- und Antikollisionsalgorithmen dargestellt.

Schlusselworte

Modellbasierter Entwurf, Mehrkorpersimulation, hybride Kinematik, Co-Simulation,
virtueller Prototyp
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Design of a tripod-based inspection system —
From a virtual prototype to a pre-series system

Abstract

The precise and automated positioning of sensors in cramped working areas with sever-
al obstacles is very important in the field of inspection systems. This is imperative in
order to both fulfill the requirements for the quality, the safety and the reliability of
products as well as to reduce the amount of resources and costs. During the develop-
ment of such a positioning system, a multi-body simulation enables a detailed study of
the system by using a virtual prototype. Also, the required properties can be accurately
tested, before a real pre-series system is build up.

The present article deals with the design process of a hybrid kinematic for positioning a
sensor based inspection system. The system will be used in a slim-line working area
with construction and process related obstacles. At first, a model-based analysis of ex-
isting systems is realised. Subsequently, a model-based in-house development of a posi-
tioning system is presented. Additionally, the development of the control and anti-
collision algorithm, based on the virtual prototype, is shown.

Keywords

model-based design, multi-body simulation, hybrid kinematics, co-simulation, virtual
prototype
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1 Einleitung

Um die heutzutage immer weiter steigenden Anforderungen an die Qualitdt und Sicher-
heit von Produkten und Anlagen zu erfiillen und gleichzeitig die dabei anfallenden Kos-
ten zu reduzieren, spielt die exakte und automatisierte Positionierung von Sensoren im
Rahmen von Inspektionssystemen eine immer grofere Rolle. Die sich dabei ergebenden
Arbeitsrdaume sind oftmals beengt durch eine Vielzahl von innenliegenden konstrukti-
ons- und prozessbedingten Hindernissen. Zudem weisen sie nicht selten anspruchsvolle
Umgebungsbedingungen auf, wie z.B. eine explosionsfihige Atmosphire, was einen
direkten Einfluss auf die Auswahl der einzusetzenden Komponenten hat.

Um solche Positioniersysteme moglichst zeit- und kosteneffizient zu entwickeln, wer-
den in der Entwurfsphase vermehrt Mehrkorpersimulationen (MKS) eingesetzt. Dabei
konnen die einzelnen Komponenten des Systems direkt aus einem CAD-Modell (engl.
Computer-Aided Design) importiert oder in der Simulation aus Grundbausteinen zu-
sammengesetzt werden. Verbunden werden die Korper iiber passive Koppelelemente
und semiaktive oder aktive Stellglieder [RS10]. Auch wenn die Mehrkorpermodelle
gegeniiber dem realen System vereinfacht sind, so konnen doch die Eigenschaften des
Systems bereits vor der Erstellung eines ersten Prototypens iiberpriift und etwaige
Schwachstellen somit ohne Kosten fiir Material und Fertigungszeit aufgedeckt und be-
hoben werden. Die Integration von Regelungs- und Softwaretechnik ermdglicht es zu-
dem, die direkt von der Wahl der Komponenten und ihrer Anordnung abhingigen Steu-
erungs- und Antikollisionsalgorithmen im Vorfeld an dem vorhandenen Mehrkorper-
modell zu verifizieren. Dadurch werden die Zuverléssigkeit und die Sicherheit der Sys-
teme erhoht, sowie die spétere Inbetriebnahme vereinfacht.

Im Folgenden wird zunédchst die modellbasierte systematische Analyse verschiedener
am Markt erhéltlicher kinematischer Systeme unter Beriicksichtigung der konstruktiven
Beschaffenheit des Arbeitsraumes vorgestellt. Dabei werden die Systeme beziiglich
ihrer Einsetzbarkeit zur Positionierung der Sensoren bewertet. Im Anschluss wird die
ebenfalls modellbasiert durchgefiihrte Neuentwicklung eines Positioniersystems be-
schrieben, bevor ndher auf die erforderlichen Steuerungs- und Antikollisionsalgorith-
men eingegangen wird.

2 Modellbasierte Analyse bestehender Systeme

Die erste Wahl bei der Suche nach Systemen zur Positionierung von Sensoren in beeng-
ten Arbeitsrdumen fillt auf bereits am Markt verfiigbare Systeme. Dadurch, dass diese
vollstdndig entwickelt und getestet sind, sinkt das Entwicklungsrisiko des sensorbasier-
ten Inspektionssystems stark. Zudem bieten die Hersteller im Fehlerfall einen entspre-
chenden Support an. Jedoch sind die existierenden Systeme zum Grofteil nicht fiir eine
Positionierung von Sensoren in beengten Arbeitsrdumen entwickelt worden. Deswegen
ist eine Analyse durchzufiihren, ob und wenn ja welches System geeignet ist.
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Obwohl es sich bei diesem Arbeitsschritt um eine Analyse und nicht um einen Entwurf
eines mechatronischen Systems handelt, so konnen doch einige der dort etablierten An-
sitze adaptiert werden [TOS11], [GSA+11]. Das zugehorige Vorgehensmodell ist in
Bild dargestellt. Zunichst ist es erforderlich, eine fachgebietsiibergreifende Zielbe-
stimmung durchzufithren und die moglichen Anwendungsszenarien zu kliaren. Zudem
muss das Umfeld, in diesem Fall der Arbeitsraum, und die daraus resultierenden Ein-
fliisse auf das Positioniersystem analysiert werden. Aus diesen beiden Punkten ergeben
sich letztendlich die Anforderungen an das Positioniersystem. Dies kann etwa die durch
die GroBe des Arbeitsraumes gegebene erforderliche Reichweite des Systems, aber auch
der bei dem eingesetzten Sensor einzuhaltender Messabstand zu einem Objekt sein. Es
ergibt sich im vorliegenden Fall, dass das Positioniersystem einen zunichst zylindri-
schen und dann konusférmig zulaufenden Raum von maximal 1,3 m Durchmesser und
1,7m Tiefe abdecken muss, wobei der Abstand zwischen Sensor und zu untersuchender
Oberfliche maximal 100mm betragen darf. Es ist jedoch lediglich eine Positionier-
genauigkeit im Millimeterbereich mit einer geringen Bewegungsdynamik erforderlich,
da der Sensor eine geringe maximale Verfahrgeschwindigkeit aufweist. Zudem sind fiir
alle eingesetzten Komponenten und Systeme Explosionsschutzzulassungen nach der
ATEX'-Richtlinie erforderlich. Die Herstellungskosten sind fiir eine erfolgreiche Ver-
marktung moglichst gering zu halten.

Entwurf mechatronischer Systeme Elektrik-/Elektronikentwurf
Mechanikentwurf
Fachgebietsiibergreifende Konzipierung Regelungs- und Softwareentwurf
)y ) YmENEE U
\J
Prinzip- Konkrete

16sung Lésung

Bild 1: Vorgehensmodell fiir den Entwurf mechatronischer Systeme [GSA+11]

Gerade durch die Komplexitit des Arbeitsraumes mit den innenliegenden konstrukti-
ons- und prozessbedingten Hindernissen lassen sich jedoch nicht alle Anforderungen an
das Positioniersystem im Voraus konkret formulieren. Zudem werden dynamische Ef-
fekte, die bei Bewegungen des Systems auftreten, zum GroBteil vernachldssigt. Deswe-
gen wird im Folgenden auf eine modellbasierte Analyse von bereits am Markt erhaltli-
chen Positioniersystemen zuriickgegriffen, um die verschiedenen Kinematiken beziig-
lich ihrer Einsetzbarkeit fiir die Positionierung eines Sensors in einem definierten Ar-
beitsraum zu untersuchen. Die bereits ermittelten Rahmenbedingungen ermoglichen es,
eine Vorauswahl zu treffen und somit den Aufwand zu senken. Es werden sowohl seri-
elle und parallele als auch hybride Kinematiken betrachtet. Dabei wird auf die vom je-
weiligen Hersteller bereitgestellten CAD-Daten zuriickgegriffen, um die Systeme mdog-
lichst realititsnah abbilden zu konnen. In der verwendeten Mehrkdrpersimulationssoft-

" ATEX (fr. ATmosphéere EXplosible): bezeichnet die EU-Explosionsschutzrichtlinie 2014/34/EU
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ware RecurDyn” werden diese dann um passive Koppelglieder und aktive Stellglieder
mit hinterlegten Bewegungsfunktionen ergénzt, um auch dynamische Effekte zu be-
rliicksichtigen. Auf eine detaillierte Nachbildung der Antriebssysteme etc. wird verzich-
tet. Jedoch wird zusétzlich der gesamte Arbeitsraum in der Mehrkdrpersimulation inklu-
sive beweglicher Komponenten abgebildet, um die Erreichbarkeit aller mit dem Sensor
abzudeckenden Flichen so genau wie mdglich analysieren zu konnen. Mittels einer Co-
Simulation mit der Software CoLink werden zusétzlich Vorgaben fiir die Bewegung
und Testtrajektorien eingebunden (siehe Bild 2).

Die Ergebnisse der modellbasierten Analyse werden in den folgenden Abschnitten be-
schrieben, Tabelle 1 enthilt eine abschlieBende Zusammenfassung.

° I A RECURDYN
Geometrie Aussage Uber die

N Koppellungen Einsetzbarkeit des
CAR-Dareh des Dynamische Effekte Systems
Arbeitsraumes und Analyse der Erreichbarkeit
der Komponenten

Co-
Simulation

& couink

Bewegungsvorgaben
Testtrajektorien

Bild 2: Vorgehen bei der modellbasierten Analyse

2.1 Serielle Kinematiken

Bei den seriellen Kinematiken sind aufgrund der bereits definierten Anforderungen le-
diglich Leichtbau-Knickarmroboter sowie Schlangenroboter zu betrachten, da es sich
hier um verhédltnismaBig schlanke Systeme mit grofer Reichweite handelt.

Bei den Knickarmrobotern werden Systeme unterschiedlicher Hersteller, u.a. ein UR10
von Universal Robots [UR14-ol] und ein VS087 von Denso [DR14-0l], analysiert (siche
Bild 3). Fiir die Modellierung in RecurDyn wird auf die vom Hersteller bereitgestellten
CAD-Daten zuriickgegriffen. Bei den durch aktive Stellglieder nachgebildeten Gelen-
ken werden direkt die moglichen Winkel sowie die maximalen Drehmomente als feste
Grenzen beriicksichtigt, zusétzliche Komponenten wie die Robotersteuerung werden
vernachléssigt. Es stellt sich heraus, dass die Systeme fiir den geplanten Anwendungs-
fall nicht geeignet sind. Zum einen sind die Gelenke der Roboter verhédltnismaBig stabil
ausgefiihrt, um eine hohe Steifigkeit und damit hohe Positioniergenauigkeiten zu erzie-
len. Dadurch konnen die am TCP (engl. Tool Center Point) befestigten Sensoren nicht

2 Mehrkorpersimualtionsumgebung der Firma FunctionBay, Inc., die Schnittstellen zu verschiedenen
CAD-Dateiformaten bietet und eine Co-Simulation etwa mit MATLAB Simulink ermdglicht
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in enge Bereiche des Arbeitsraumes verfahren werden. Dies ist in Bild 4 dargestellt
(linke Seite). Der Roboter (Denso VS087) soll den TCP in der Spitze des konusférmi-
gen Arbeitsraumes platzieren, aufgrund eines vertikalen Hindernisses ist dies jedoch
nicht moglich. Zum anderen werden hohe Reichweiten nur durch lange starre Elemente
zwischen den Gelenken erreicht. Dadurch ist gerade die Beweglichkeit um Hindernisse
herum stark eingeschrinkt und somit keine vollstindige Erreichbarkeit gegeben.

Die Schlangenroboter ermdglichen bei der Bewegung, je nach Anzahl der Gelenke und
der Lénge der dazwischen befindlichen Verbindungselemente, engere Radien als die
Knickarmroboter [OCR14-0l] (siehe Bild 3). Jedoch zeigt die in RecurDyn durchge-
fiihrte Analyse, dass die Masse des Sensors bei der geforderten Reichweite schnell die
Traglast des Systems iiberschreiten kann. Zudem haben dynamische Effekte einen gro-
Ben Einfluss auf die in den Gelenken auftretenden Krifte. Somit sind auch Schlangen-
roboter fiir den Anwendungsfall nicht einsetzbar.

® ‘\'%

Bild 3: Ubersicht der seriellen Kinematiken: a) Knickarmroboter URI10 [URI4-ol],
b) Knickarmroboter VS087 [DRI14-0l], c¢) Schlangenroboter Explorer
[OCRI14-0l]

Bild 4: FEingeschrdinkte Beweglichkeit des Roboters und Erreichbarkeit mit hybrider
Kinematik
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2.2 Parallele Kinematiken

Im Bereich der parallelen Kinematiken werden insbesondere sogenannte Tripode be-
trachtet (siche Bild 5). Die meisten der am Markt erhéltlichen Systeme sind fiir Monta-
ge- und Handlingaufgaben entwickelt, bei denen schnelle und prézise Bewegungen mit
geringen Lasten gefordert werden und mit hoher Taktrate definierte Positionen anzufah-
ren sind. Die Systeme sind schlank aufgebaut, um die benotigte hohe Dynamik zu errei-
chen. Jedoch resultiert daraus eine geringe Nutzlast. Zum anderen gibt es Ansitze zur
Nutzung in Bearbeitungsmaschinen, um etwa ein Friswerkzeug zu fiihren. Der mogli-
che Arbeitsbereich hat in beiden Anwendungsfillen zwar einen verhéltnisméBig groflen
Radius, um z.B. groflere Montagestationen zu bedienen, aber nur eine geringe Tiefe
(z.B. Fanuc M-2iA/3SL: Radius 565 mm bei maximal 400 mm vertikaler Bewegung in
der Mitte des Arbeitsbereichs [FRI13-ol]). Dadurch fallen diese Systeme schon auf-
grund der zu Beginn ermittelten Anforderungen an die Reichweite aus, da auch eine
Kombination mit zusitzlichen Portalachsen nicht sinnvoll erscheint. Es ist somit keine
zusitzliche Analyse mittels Mehrkorpersimulation erforderlich.

e

Bild 5: Ubersicht der parallelen Kinematiken: a) Fanuc M-2iA/3SL [SASI4-ol]
b) Tripod EXPT [FE14-0l], c) ParaPicker [IAP14-0l]

2.3 Hybride Kinematiken

Gerade im Bereich der Fertigungsmaschinen wird versucht, die Vorteile von seriellen
und parallelen Kinematiken zu kombinieren. Dadurch soll die Fertigung grofer und
komplexer Bauteile ermdglicht werden. Als Basissystem dient oftmals ein Tripod, an
dessen TCP eine zusitzliche serielle Kinematik, etwa ein Linearantrieb mit einem daran
befestigten Schwenkantrieb, angebracht wird (siehe Bild 6). Dadurch wird der Arbeits-
bereich in vertikale Richtung erweitert. Das resultierende System wird als hybride Ki-
nematik bezeichnet [WECO02]. Allerdings sind diese Systeme fiir eine bestimmte Ma-
schine, wie z.B. ein Fraszentrum, optimiert und fest mit dieser verkniipft. Um die dort
gestellten Anforderungen an Prézision und Steifigkeit zu erfiillen, sind die einzelnen
Komponenten massiv ausgefiihrt, woraus ein groes Volumen und ein hohes Gewicht
resultieren. So hat der Tricept IRB 940 von ABB einen Arbeitsbereich mit einem Radi-
us von 800 mm bei einer Reichweite von 700 mm in vertikaler Richtung und einer Wie-
derholgenauigkeit von +0,002 mm, wiegt jedoch 580kg [ABBO03]. Trotzdem wird ein
solches System als Mehrkorpermodell aufgebaut, um zu untersuchen, ob das grundle-
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gende Prinzip fiir die angestrebte Positionierung eines Sensors geeignet erscheint. Bei
der Simulation stellt sich heraus, dass hybride Kinematiken weiter betrachtet werden
miissen, da diese durch die serielle Komponente eine gute Skalierbarkeit der Reichweite
bieten und schlank konstruiert werden konnen. Diese Erkenntnis bildet einen wichtigen
Ausgangspunkt fiir die im folgenden Kapitel beschriebene modellbasierte Eigenent-

wicklung.

Bild 6: Ubersicht der hybriden Kinematiken: a) IRB 940 [ABB03] b) T805 [PK142-ol]

Tabelle 1: Ubersicht der Ergebnisse der modellbasierten Analyse

Anforderung

Horizontale Vertikale |Beweglichkeit
Nutzlast
Kinematik | Reichweite > | Reichweite > | in beengter ATEX
System > Skg
2m 2m Umgebung

Universal

Seriell = = - + -
Robots UR10
Denso VS087 Seriell - = - + -
ORC Explorer Seriell 0 (o) 0 = -
FESTO EXPT Parallel - - = = =
Para-Picker Parallel - - = (o) =
ABB IRB940 Hybrid - - o + 0
Tricept T805 Hybrid - = 0 + 0

+ Anforderung vollsténdig erfiillt

o Anforderung teilweise erfiillt

- Anforderung nicht erfiillt
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3 Modellbasierte Eigenentwicklung

Die Vorgehensweise bei der modellbasierten Eigenentwicklung orientiert sich wieder
stark an den Entwurfstechniken mechatronischer Systeme. Die Anwendungsszenarien
bleiben dabei wie bei der modellbasierten Analyse ermittelt (vgl. Kapitel 2), die Anfor-
derungen werden jedoch mittels der dort gewonnen Erkenntnisse ergdnzt und prézisiert.
So werden ausschlieBlich hybride Kinematiken betrachtet. Als Ergebnis der fachge-
bietslibergreifenden Konzipierung werden Prinziplosungen ermittelt. Dies geschieht
wieder modellbasiert, um anhand eines Mehrkorpermodells eine erste Aussage iiber das
theoretische Verhalten des Systems bzgl. Erreichbarkeit im Arbeitsraum und dynami-
schem Verhalten treffen zu konnen. Fiir die als theoretisch einsetzbar eingestuften Prin-
ziplosungen wird eine fachgebietsspezifische Konkretisierung durchgefiihrt. Dabei wer-
den die Erkenntnisse aus der Mehrkorpersimulation genutzt, um charakteristische Gro-
Ben einzelner Komponenten, wie etwa den bendtigten Winkel eines Gelenks oder den
ungefiahr bendtigten Drehmomentbereich eines Antriebs, festzulegen [TOS11]. Im Be-
reich des Mechanikentwurfs werden dann die einsetzbaren Komponenten (Lager etc.)
ermittelt, CAD-Modelle erstellt und Moglichkeiten der Fertigung berticksichtigt. Beim
Elektronikentwurf werden die Aktoren und Sensoren ausgewéhlt [GSA+11]. Es gilt
direkt Komponenten zu wéhlen, die die aufgrund der Umgebungsbedingungen erforder-
lichen Schutzklassen, hier die ATEX-Zulassung fiir explosionsgefihrdete Bereiche,
aufweisen. Dabei miissen eine stetige Abstimmung und ein kontinuierlicher Informati-
onsaustausch zwischen den einzelnen Fachdisziplinen erfolgen, um letztendlich ein
funktionsfahiges Gesamtsystem zu erhalten. Es ist zudem erforderlich, das Mehrkor-
permodell der Prinzipldsung fortwihrend zu aktualisieren und die Detaillierungstiefe
unter Berlicksichtigung von Effekten wie Reibung zu erhéhen [TOS11]. In der Model-
lierung sehr aufwendige Effekte, wie etwa das Spiel von Gelenken, werden jedoch ver-
nachldssigt, da das System wie in den Anforderungen definiert keine erhdhten Genauig-
keitsanforderungen hat. Es entsteht ein virtueller Prototyp des Positioniersystems, der
das Verhalten des realen Systems so genau wie erforderlich abbildet. Als Konsequenz
muss lediglich ein Vorseriensystem aufgebaut werden, da der Grof3teil der Problemstel-
len bereits anhand des Modells identifiziert wird und entsprechende Optimierungsmog-
lichkeiten untersucht werden konnen. In Bild 4 (rechte Seite) ist dargestellt, dass der
TCP der hybriden Kinematik im Gegensatz zum Knickarmroboter bis in die Spitze des
konusformigen Arbeitsraumes gelangt und somit die geforderte Erreichbarkeit liefert.

Entgegen den Entwurfstechniken mechatronischer Systeme findet der Entwurf der be-
notigten Steuerungs- und Antikollisionsalgorithmen nicht parallel zu dem Mechanik-
und Elektronikentwurf statt, sondern gesondert im Anschluss. Grund dafiir ist die starke
Abhingigkeit, insbesondere der bendtigten Koordinatentransformationen, von der Ge-
ometrie des Positioniersystems. So haben etwa Anderungen der Gelenkpositionen oder
der Winkel der Antriebe des parallelkinematischen Systems zueinander einen direkten
Einfluss auf die Transformation. Da die Steuerungsalgorithmen wiederum auf Koordi-
natentransformationen basieren, konnen diese ebenfalls erst im Anschluss an den Sys-
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tementwurf entwickelt werden. Sie miissen eine manuelle Bedienung des Systems mit-
tels eines Joysticks ebenso ermdglichen wie einen vollautomatisierten Bewegungsab-
lauf. Zudem wird fiir eine sichere manuelle Bedienung ein Antikollisionsalgorithmus
bendtigt. Dabei wird ein moglichst pragmatischer Ansatz angestrebt, um einen echtzeit-
fahigen Betrieb auf einer Industriesteuerung zu gewahrleisten. Zudem wird keine Neu-
entwicklung von Algorithmen durchgefiihrt, sondern auf bereits bestehende Verfahren
zurlickgegriffen. Ausgangspunkt bildet dabei die Anndhrung der Hindernisse durch ge-
ometrische Grundkorper, um die Kollisionserkennung auf einfache geometrische Be-
rechnungen zu reduzieren (siehe Bild 7). Fiir das im Bild angegebene Beispiel sind die
moglichen Schnittpunkte zwischen dem mit einem Zylinder und einem Quader angené-
herten Hindernis und dem Positioniersystem, dessen lineare Komponente als einfach
Gerade angenidhert wird, zu berechnen. Fiir jeden dieser Punkte ist dann eine Plausibili-
tatspriifung durchzufiihren, indem der Abstand d,s zwischen dem Ursprungspunkt des
Positioniersystems und der Sollposition des Werkzeugs mit dem Abstand d, zwischen
demselben Ursprungspunkt und dem moglichen Kollisionspunkt verglichen wird (sieche
Bild 7). Da es sich um eine lineare Bewegung zwischen dem Ursprung und der Sollpo-
sition handelt gilt dabei, dass bei d,, > d,s keine Kollision vorliegt.

I

Ursprung

Als Linie an-
genahertes
System

= Sollposition

4
+/- Maglicher, aber nicht
‘ v ‘ plausibler, Kollisionspunkt

Bild 7:  Anndhrung von Hindernissen durch geometrische Grundkorper zur Kollisions-
erkennung

Die Implementierung erfolgt in MATLAB Simulink®, um zum einen die Algorithmen
sowie die Koordinatentransformationen im Rahmen einer Co-Simulation mit dem aus
der fachgebietsspezifischen Konkretisierung resultierenden Mehrkorpermodell zu veri-
fizieren. Zum anderen hat Simulink den Vorteil, dass dort erstellter Code mittels der
Software Automation Studio Target” direkt auf einer Industriesteuerung des Herstellers
B&R exportiert werden kann und so fiir eine Inbetriebnahme des realen Vorseriensys-
tems genutzt werden kann. Dadurch entsteht eine Durchgingigkeit in der Werkzeugket-
te, die zu einer Reduzierung von Fehlerquellen fiihrt (siche Bild 8).
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CAD-Daten zur Validierung

il & RECURDYN SIE‘MENS Fertigung und
Geometrie | Aufbau des
CAD-Daten des Koppellungen Konstruktion des Systems Prototypen
Arbeitsraumes und Dynamische Effekte FEM-Analysen
der Komponenten Spezifische GréRen und
Co- Vorgaben fir die Konstruktion
Simulation
MATLAB B&R
SIMULINK Automation Studio m
Koordinatentransformationen |
Steuerungsalgorithmen Automatische %\;\% ’

Antikollisionsalgorithmen Codegenerierung

Bild 8: Vorgehen bei der modellbasierten Eigenentwicklung

In Bild 9 ist das Ergebnis einer Co-Simulation dargestellt. Dabei wird in Simulink eine
Solltrajektorie vorgegeben, aus der mittels der ermittelten Transformation die Sollposi-
tionen der Antriebe berechnet werden. Diese Grolen werden dann iiber einen entspre-
chenden RecurDyn-Client an die Mehrkorpersimulation iibergeben und wirken dort auf
die aktiven Koppelelemente des Modells ein. Es resultiert die im Bild dargestellte
Trajektorie des TCP, wobei keine Abweichung zur Solltrajektorie auftritt. Zusétzlich
wird der Antikollisionsalgorithmus simulativ getestet, wobei das bereits beschriebene
Hindernis verwendet und in die geplante Bewegungsbahn des TCP hineingesetzt wird.
Die Simulation zeigt, dass der Algorithmus wie gefordert die Kollisionsstellen erkennt
und das Positioniersystem rechtzeitig stoppt. Durch den direkten Export der Algorith-
men auf die beim Vorseriensystem eingesetzte Steuerung kann im Anschluss an die
erfolgreich durchgefiihrte Co-Simulation die Inbetriebnahme beginnen.

Istverlauf Bewegungsrichtung

| /S
Abbruch der

Sollverlauf Bewegung aufgrund
erkannter Kollison

Bild 9:  Uberpriifung des Antikollisionsalgorithmus

4 Resiimee und Ausblick

Ziel des Beitrags war es die Entwicklung eines Inspektionssystems von der Idee bis zum
ersten Vorseriensystem darzustellen. Dabei sollte vor allem gezeigt werden, wie wichtig
eine strukturierte Vorgehensweise unter Einsatz von Mehrkorpersimulationsmodellen
ist. Dieses ermoglicht zum einen die Analyse bereits bestehender Systeme beziiglich
ihrer Einsetzbarkeit unter Beriicksichtigung des Arbeitsraumes. Zum anderen dient es
der Verifizierung einer Eigenentwicklung sowohl von Seiten der Kinematik als auch
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beziiglich des dynamischen Verhaltens. Dies fiihrt dazu, dass nur noch ein Vorserien-
system tatsdchlich aufgebaut werden muss. Zudem konnen die bendtigten Steuerungs-
und Antikollisionsalgorithmen bereits am Mehrkorpermodell mittels Co-Simulation
verifiziert werden, wodurch die Inbetriebnahme des realen Systems schneller durchzu-
fiihren ist und die Gefahr von Schéden aufgrund fehlerhafter Software stark sinkt.

Das entwickelte Positioniersystem basiert auf dem Prinzip hybrider Kinematiken. Ein
Tripod wurde dabei um eine zusétzliche lineare Achse ergénzt, um den geforderten Ar-
beitsbereich abzudecken. Bei der Konstruktion wurden ausschlieBlich Kaufteile mit
Explosionsschutzzulassung (Antriebe) und selbst gefertigte Komponenten verwendet.
Anhand des aus den CAD-Daten der Konstruktion erstellten Mehrkorpermodells wur-
den echtzeitfdhige Steuerung- und Antikollisionsalgorithmen simulativ verifiziert. Ab-
schlieBend wurden diese dann direkt aus Simulink auf eine Steuerung des Herstellers
B&R adaptiert und das reale Vorseriensystem mit manueller Bedienung in Betrieb ge-
nommen. In den folgenden Arbeitsschritten gilt es nun, den automatisierten Betrieb zu
integrieren und am Prototyp zu optimieren.
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Mechatronisches Roboter-System zum Riickbau von
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Zusammenfassung

In den kommenden Jahren wird eine Vielzahl von kerntechnischen Anlagen zum Riick-
bau anstehen. Besonders herausfordernd ist dabei die Zerlegung des Reaktordruckbehél-
ters mit dessen radioaktiv aktivierten Einbauten. Diese werden bisher manuell unter
Wasser gehandhabt und zerlegt, was kosten- und zeitintensiv ist. Daher wird der Einsatz
von Robotern zur Automatisierung dieser Tétigkeiten erforscht. Zentrale Herausforde-
rungen sind dabei der Aufbau und die Qualifizierung des Robotersystems zur Arbeit
unter Wasser, die Integration eines Kamerasystems mit Bilderkennung und das Entwi-
ckeln einer Ansteuerung mit einem haptischen Bediengerit.

Schlusselworte

Unterwasser Robotik, Bildverarbeitungssysteme, Teleoperation, Haptisches Kraftriick-
kopplungssystem
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Mechatronic Roboter-Systems for Dismantling of
Reactor Pressure Vesseln Internals

Abstract

Germany faces the dismantling of many nuclear power plants in the near future. One of
the major challenges is the disassembly of the nuclear pressure vessel and its internals.
For the time being, this step is done manually, using different cranes and grippers. Since
this method is very time and money consuming new measures have to be taken into
account. Thus, an underwater robot cell is planned in order to automate the manipula-
tion of the internals. For this, the first step is to get the robot ready for the under-water
application. Furthermore a machine vision system and a force feedback master arm has
to be developed.

Keywords

Underwater robotics, Camera Vision System, Teleoperation, Haptic Force Feedback
System
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Modellierung eingebetteter Systeme
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die modellgetriebene Entwicklung automobiler eingebetteter
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Zusammenfassung

Ein groBer Teil der Innovation in automobilen Systemen wird durch Software erzielt,
die Aufgrund ihrer steigenden Komplexitit neue Herausforderungen in der Entwicklung
mit sich bringen. Um diese zu bewiltigen sind in aller Regel zahlreiche, oft proprietire,
Werkzeuge involviert, die flir eine gemeinsame Verwendung erst aufwindig zu einer
Werkzeugkette integriert werden miissen. Die AMALTHEA Tool Plattform unterstiitzt
die Integration solcher Werkzeuge in eine Werkzeugkette und ermdglicht liber gemein-
same Datenmodelle den automatischen Datenaustausch zwischen diesen. In diesem Bei-
trag werden die Konzepte anhand eines industriellen Anwendungsfalls tiberpriift. Hier-
fiir wird der Anwendungsfall mithilfe einer AMALTHEA Werkzeugkette realisiert.

Schlisselworte

Modellbasierte Entwicklung, eingebettete Systeme, durchgéngige Werkzeugkette, Automo-
tive, Austauschformat, Multicore
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AMALTHEA® - A Continuous Model-Based Development Plat-
form for Automotive Embedded Systems

Abstract

A major part of innovation in automotive systems is achieved by software. Accordingly,
software becomes more and more complex, which leads to new challenges during the
development process. Usually, these challenges are adressed by many different and of-
ten proprietary tools, which require a manual and inconvenient integration into a tool
chain. The AMALTHEA Tool Platform supports the integration of such tools as well as
automatic data exchange using specific data models. Based on an industrial use case, we
review the concepts of AMALTHEA within this paper. For this purpose the use case
has been realized using the AMALTHEA Tool Platform.

Keywords

Model-based development, embedded systems, continuous tool-chain, automotive, ex-
change format, multicore
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1 Einfuhrung

Durch immer fortschrittlichere Fahrerassistenzsysteme und andere Systeme in heutigen
Fahrzeugen, miissen auch die zugrundliegenden Steuergerdte stetig leistungsfdhiger
werden. Hierbei stofen gédngige Single-Core Systeme mehr und mehr an ihre Grenzen,
sodass in der Industrie vermehrt Multicore-Systeme eingesetzt werden. Dieser Umstieg
bringt jedoch neue Herausforderungen [ZD14] in der Entwicklung mit sich. So erfordert
die Ausfiihrung von Software, bedingt durch die steigende Anzahl von Kernen, Erweite-
rungen an bestehenden Techniken und Werkzeugen, wie beispielsweise die Anpassung
der Parallelisierung der vorwiegend sequentiellen Aufrufe und die Verteilung der aus-
fiihrbaren Elemente auf die Kerne (Massive Parallelitit).

Weiterhin wird im Entwicklungsprozess von automobilen Steuergerdten eine Vielzahl
an Werkzeugen eingesetzt, wobei jedes eine spezifische Sicht auf das System hat oder
in einem bestimmten Entwicklungsschritt eingesetzt wird. Dabei verwendet jedes
Werkzeug jeweils bestimmte Daten, die verarbeitet und ggf. verdndert werden. Diese
verdnderten Daten bilden anschlieend die Basis fiir weitere Entwicklungsschritte, so-
dass eine Werkzeugkette entsteht. Hierbei miissen die Daten zwischen Werkzeugen
oftmals aufwéndig, aufgrund unterschiedlicher Datenformate, manuell {ibertragen wer-
den.

Um den Herausforderungen zu begegnen, wurde im Projekt AMALTHEA [BJ14] die
auf Eclipse-basierte AMALTHEA Tool Plattform entwickelt. Diese wurde unter einer
Open Source Lizenz verdffentlicht und unterstiitzt den Entwicklungsprozess von der
Anforderungsanalyse bis hin zur Code Generierung. Die Plattform umfasst dabei u.a.
gemeinsame Modelle fiir die Beschreibung der Hardware, der Software, von Varianten
sowie Constraints (Abhdngigkeiten). Dariliber hinaus stehen fiir die Plattform verschie-
dene AMALTHEA Werkzeuge zur Verfligung, die speziell auf die Modellierung von
Multicore-Systemen ausgelegt wurden. Ziel der Plattform war es, durch gemeinsame
Modelle den Aufwand des Datenaustauschs zwischen Entwicklungswerkzeugen zu re-
duzieren oder vollstindig zu automatisieren. Weiterhin konnen beliebige Werkzeuge,
sowohl freie als auch kommerzielle, in die Plattform integriert werden, sodass hierdurch
eine individuelle Werkzeugkette zusammengestellt werden kann. Mittlerweile wird die
Plattform von verschiedenen Zulieferern und OEMs fiir den Austausch von Entwick-
lungsartefakten eingesetzt.

In diesem Papier werden die entwickelten Konzepte innerhalb der AMALTHEA Tool
Plattform anhand eines industriellen Anwendungsfalls prasentiert. Als industrieller An-
wendungsfall dient ein HVAC (Heating, Ventilation and Air Conditioning) System des
Unternehmens Behr-Hella Thermocontrol (BHTC), das mit der AMALTHEA Tool
Plattform sowie den darin entwickelten Werkzeugen prototypisch umgesetzt wird.
Hierbei werden Schwerpunkte auf die Bereiche Variantenhandling, Partitionierung,
Mapping und Codegenerierung gelegt, die mithilfe von AMALTHEA-eigenen Werk-
zeugen realisiert werden.
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2 AMALTHEA Tool Plattform

Die AMALTHEA Tool Plattform’ ist eine auf Eclipse basierende Plattform zur Erstel-
lung von Werkzeugketten fiir die automobile Softwareentwicklung. Die Plattform un-
terstiitzt die Entwicklung eingebetteter automobiler Multicore-Systeme. Hierfiir wird
ein Entwicklungsprozess definiert, der die Aktivititen sowie die Ergebnisartefakte be-
schreibt. Weiterhin wurden fiir den nahtlosen Datenaustausch zwischen den Werkzeu-
gen und Entwicklungsschritten gemeinsame Datenmodelle innerhalb der Plattform spe-
zifiziert, die u.a. die Beschreibung der Hardware, Software, Abhiangigkeiten und Vari-
anten ermoglichen. Obwohl die Plattform rudimentire Werkzeuge fiir die Entwicklung
in Form von Open Source Plugins enthilt, lassen sich einzelne oder alle Werkzeuge
sowohl durch kommerzielle als auch Open-Source-Drittsoftware austauschen. Diese
werden iiber definierte Schnittstellen mit der Plattform verbunden, sodass der Aufbau
einer individuellen Werkzeugkette durch einen Anwender (z.B. Zulieferer oder OEM)
ermOglicht wird, wobei der Datenaustausch zwischen den Werkzeugen (semi-) automa-
tisch durchgefiihrt wird.

Variar\ten—
Anforder- odellierung Varianten-
ungen 0 modell
-
Mappl ng
Tasks 6

Bild 1:  Entwicklungsprozess innerhalb der AMALTHEA Tool Plattform

SYSt-em- Vanantep- Partitionierung
modellierung System- onfiguration SW-/HW- /
2 modelle © Modell @

Mapping- generierun
modell @ d

Bild 1 zeigt den Entwicklungsprozess einer durch die AMALTHEA Tool Plattform er-
zeugten Werkzeugkette. Darin werden Artefakte durch Rechtecke mit abgerundeten
Kanten reprasentieren, Aktivititen durch blaue Pfeile und Iterationen durch gelbe Pfeile.
In dieser Werkzeugkette wurde auf Aktivitidten zur Simulation verzichtet, welche paral-
lel oder alternativ zum Tracing durchgefiihrt werden konnen.

Der Prozess startet mit der Modellierung von Varianten (Schritt 1) auf Basis eines An-
forderungsdokuments, welches entweder durch einen Auftraggeber definiert oder mit-
hilfe eines eigenen Werkzeuges erstellt werden kann. Durch den Fokus auf automobile
eingebettete Systeme werden sowohl Hardware- wie auch Softwarevarianten im Modell
definiert sowie deren Abhédngigkeiten beriicksichtig [BKP+14]. Softwarevarianten wer-
den durch spdtere Prozessschritte um realisierende Artefakte wie beispielsweise Soft-
warekomponenten sowie notwendige Parameter erweitert. Das Modell zur Beschrei-
bung von Hardwarevarianten kann verschiedene Hardwareplattformen sowie deren Va-
rianten enthalten, die wahrend der Systemmodellierung um spezifische Beschreibungen
angereichert werden.

3 www.amalthea-project.org/
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Nach der Modellierung der Varianten folgt im zweiten Schritt die Systemmodellierung
durch den Entwickler, bei der sowohl die Software als auch Hardware fiir alle Varianten
modelliert werden. Dabei wird das System in Komponenten aufgeteilt, z.B. Sensoren
und Aktuatoren, und die Struktur sowie das Verhalten der Softwarekomponenten mo-
delliert. Hierfiir konnen die vorhandenen AMALTHEA-Werkzeuge sowie externe
Werkzeuge, wie beispielsweise Matlab Simulink, fiir die Modellierung des Verhaltens
der Softwarekomponenten verwendet werden. Weiterhin ist es moglich, direkt C-Code
zu verwenden. Die Komponenten werden nach ihrer Fertigstellung mit dem zuvor defi-
nierten Variantenmodellen verbunden, womit die Grundlage fiir die Konfiguration ge-
schaffen wird.

Wihrend der Variantenkonfiguration (Schritt 3) werden sowohl notwendige Software-
als auch Hardwarevarianten durch den Entwickler ausgewéhlt, wobei die Abhéngigkei-
ten Werkzeugseitig aufgelost werden. Sofern Anforderungen der Software an die Hard-
ware durch die gewdhlte Hardwareplattform bzw. Variante nicht erfiillt werden, wird
hierauf durch das Werkzeug hingewiesen. Nach der erfolgreichen Produktkonfiguration
wird aus den im Variantenmodell hinterlegten Artefakten ein Softwarekomponenten-
modell sowie eine Hardwareplattformbeschreibung fiir das spezifische Produkt u.a. in
Form eines initialen AMALTHEA Sofiware Modells generiert. Nach diesem Schritt wird,
unter Berticksichtigung der Hardwareplattform, eine initiale Bestimmung der Laufzeiten
durchgefiihrt, die zur weiteren Verwendung innerhalb der Werkzeugkette in das AMAL-
THEA Software Modell iibertragen wird.

Aus der Verhaltensbeschreibung der Softwarekomponenten werden wéhrend der Parti-
tionierung Abhéngigkeitsgraphen erzeugt, die aus atomaren Aufgaben (Runnables) und
thren Lese-/ Schreib Abhédngigkeiten bestehen. Um eine parallele Verarbeitung dieser
Aufgaben zu ermdglichen, fasst die Partitionierung (4) diese Aufgaben anhand ver-
schiedener automatisierter Analysen in Tasks zusammen. Sie stellt somit den ersten
Schritt zur Parallelisierung der modellierten Applikationen dar. Insbesondere werden fiir
diese Schritte die Abhingigkeiten der Runnables untereinander analysiert, zyklische
Abhingigkeiten aufgeldst und Parallelitdt anhand gerichteter azyklischer Graphen un-
tersucht. Ziel der Analysen ist eine automatisierte und moglichst effiziente Verteilung
der Runnables auf Tasks unter Berlicksichtigung von Aktivierungsraten, Abhéngigkei-
ten (Label-Zugriffe) und Gewichten (Instruktionen). Eine mdglichst effiziente Vertei-
lung wird durch eine gleichméBige Lastenverteilung sowie eine moglichst hohe Reduk-
tion der Ausfiihrungszeit gebildet.

Die Verteilung der Software auf die gewdihlte Hardwareplattform wird im fiinften
Schritt (Mapping) bestimmt. Hierbei liegt das Ziel darin, eine Abbildung der einzelnen
Elemente der Software (Aufgaben, Daten, Kommunikationen, ...) auf die korrespondie-
renden Elemente der Hardware (Prozessoren, Speicher, Netzwerke, ...) zu finden. Dabei
soll nicht nur eine giiltige sondern auch eine optimalititsnahe Losung gefunden werden,
fiir die beispielsweise die Ausfithrungszeit oder der Energieverbrauch minimiert wer-
den. Das Ergebnis dieses Arbeitsschrittes wird in Form eines Mapping Modells zusam-
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mengefasst, dass sdmtliche ermittelten Allokationen seitens der Software auf die Hard-
ware beinhaltet.

Mit Bestimmung der Verteilung wird die Grundlage fiir den sechsten und siebten Schritt
geschaffen. Bei der Code-Generierung werden die Code-Generatoren der Modellie-
rungswerkzeuge fiir den Verhaltenscode mit einem integrierten Generator fiir betriebs-
systemspezifischen Code kombiniert. Letzterer erlaubt beispielsweise die Umsetzung
der zuvor ermittelten Allokationen. Durch Einbindung plattformspezifischer Code-
Templates ldsst sich der finale Code fiir die Zielplattform erzeugen, der iiber Compiler
und Flasher auf die Hardwareplattform {ibertragen und auf dieser ausgefiihrt werden
kann. Uber das in der Werkzeugkette integrierte Tracing Werkzeug lisst sich anschlie-
Bend die Ausfiihrung der Software auf der der Hardware in Form von Traces aufzeich-
nen und nachverfolgen. Diese konnen gleichermalen fiir die Verifikation des Software-
verhaltens, als auch zur Softwareoptimierung genutzt werden, in dem z.B. andere Ver-
teilungsstrategien beim Mapping oder leistungsstdrkere Plattformen bei der Varianten-
konfiguration gewdhlt werden.

3 Demonstrationsaufbau

Zur Uberpriifung der Projektergebnisse wurde die AMALTHEA Tool Plattform ver-
wendet, um eine Werkzeugkette fiir die Entwicklung eines industriellen HVAC Systems
(Heating, Ventilation, and Air Conditioning) [Amal4-ol] des Projektpartners Behr-
Hella Thermocontrol (BHTC) prototypisch umzusetzen. Das HVAC beinhaltet einen
Liifter und einer Reihe von Klappen zur Steuerung des Luftstroms und verfiigt iiber
verschiedene Bedienelemente zur Ansteuerung des Systems, z.B. Regler zur Luftstrom-
verteilung, der Geblésestirke und des FrischlufteinlaBBes. Dariiber hinaus ermoglicht es
die Temperaturen fiir die Fahrer- und Beifahrer-Zonen unabhingig voneinander einzu-
stellen, die bei Bedarf durch das HVAC Steuergerit automatisch geregelt werden. Wei-
terhin verfligt das System {iiber verschiedene Varianten, sodass das System entweder
iber ein Tablet oder iiber Bedienelemente, wie sie sich standardmiBig in einem Fahr-
zeug finden, gesteuert werden kann. Zudem kann die Ansteuerung der Mechanik ent-
weder direkt, iiber das verwendete Steuergerit, oder iiber ein weiteres externes Steuer-
gerdt erfolgen. Durch die Vereinigung von Regelungs- und Kontrollflussberechnungen
sowie die Ansteuerungsaufgaben und verschiedene Varianten verfiigt das System somit
iber verschiedene Aspekte die wihrend der Umsetzung mit der erstellten Werkzeugket-
te realisiert werden miissen.

Der konzeptuelle Aufbau einer Variante des HVAC Systems sowie seine Sensoren und
Aktuatoren sind in Bild 2 aufgefiihrt. Das HVAC (u.l.) verfiigt liber die gesamte Me-
chanik (Liifter und Klappen) zur Steuerung des Luftmassestroms und verzichtet dabei
auf die Heiz- und Kiihlelemente. Als Steuergerdt wird ein Freescale Board mit einem
MPC5668G SoC verwendet. Es verfligt iiber zwei heterogene Kerne und dient sowohl
fiir die Regelung des Luftstroms als auch fiir die Ansteuerung der Klappenmotoren. Die
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Benutzereingaben finden in dieser Variante {iber ein Tablett statt, das die Signale mittels
W-Lan Gateway iiber eine SPI Schnittstelle an das Freescale Board weiterreicht.

Tablet

Tablet
Connection

MCP5668G
(Freescale)

w
CER P S

. SOUTC Freescale
LIN
I ADC

Temperature
Sensor

‘
HVAC
Bild 2: Konzeptioneller Aufbau einer Variante des HVAC Systems (Quelle: BHTC)

4 Entwicklung mit einer AMALTHEA Werkzeugkette

Die Entwicklung der Software fiir das HVAC Steuergerit wurde mit einer Werkzeug-
kette durchgefiihrt, die mit Hilfe der AMALTHEA Tool Plattform erzeugt wurde. Hier-
bei wurden sowohl in die Plattform integrierte Werkzeuge wie auch Werkzeuge von
Drittanbietern eingesetzt, die iiber definierte Schnittstellen angebunden wurden. Zur
Spezifikation von Anforderungen wurde das Werkzeug ProR* eingesetzt, das die Be-
schreibung von textuellen Anforderungen ermdéglicht. Fiir die Modellierung der Soft-
warearchitektur wurde Yakindu CoMo und fiir das Softwareverhalten Yakindu State-
charts’ sowie Matlab Simulink® eingesetzt.

Im Folgenden werden die Modellierungsschritte des HVAC Systems vorgestellt, wobei
dabei ein Fokus auf die Werkzeuge der AMALTHEA Plattform gelegt wird.

4 Vgl. http://eclipse.org/tmf/pror/
> Vgl. http://statecharts.org/
6 Vgl. http://de.mathworks.com/products/simulink/
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4.1 Variantenmodellierung

Auf Basis der definierten Anforderungen werden gemeinsame und variable Systemteile
fiir die Software in Form eines sog. Feature-Modells [KCJ+90] (Bild 3a) und fiir die
Hardwareplattformen in Form einer AMALTHEA-eigenen Hardwarebeschreibung defi-
niert, die auch die Modellierung von Hardwarevarianten [BKP+14] erlaubt (Bild 3b).

Das HVAC System besteht auf der Softwareseite aus verschiedenen notwendigen
Merkmalen (Mandatory), die alle HVAC-Varianten gemeinsam haben. Diese beinhalten
u.a. die Steuerung fiir die Liiftung. Weiterhin verfiigt das HVAC {iber die beiden in Ka-
pitel 3 beschriebenen Alternativen (A/ternative). Jedes Element im Modell enthilt die
notwendigen Softwarekomponenten, die wéhrend der Systemmodellierung spezifiziert
werden, sowie Verbindungen untereinander, die {iber Ports spezifiziert werden (siche
Bild 3c¢).

Die Hardware des HVAC besteht aus verschiedenen moglichen Plattformen
(MPC5668G sowie Freescale 1.MX6) sowie deren Varianten. Diese werden in einem
hierarchischen Modell spezifiziert, das einen Fokus auf die einzelnen Hardwareelemen-
te sowie deren Eigenschaften legt. Varianten der Plattformen (Variationpoint) geben an,
welche Elemente bzw. Eigenschaft hinzukommen oder entfernt werden miissen. Beim
MPC5668G wird tiber eine Variante ein weiterer Bus vom Typ SPI hinzugefiigt, der fiir
die Verbindung mit dem Tablet notwendig ist.

(a) Software-Variabilitat (b) Hardware-Variabilitat

4 |H] MPC5668G Demo Board
4 & Microcontroller MPC5668G

¥ Component AIPS_PeripheralBridge_A
& Component AIPS_PeripheralBridge_B
& Component FlexRay
&¥ Component Ethernet

Mandatory Mandatory @ Core €200z6

4 & Core 20020

T Bit width 32

T Ticks per cycle 1
&™ Precaler PS_e200z0
& ComplexPort CONN_e200z0

(c) Komponenten & Memory SRAM_512KB

FeatureModel

Alternative Alternative

4 & BlowerCtrl & Memory SRAM_80KB
& provides blwPower internal ||extemal| |extemal Display @ Memory FLASH2MB
7 requires ctrl & Crossbarswitch Amba Crossbar Switch
7 requires drvTempSet & Quartz Q116MHZ
7 requires interiorTemp &V BusLIN
7 requires passTempSet (d) Anforderungen & Bus CAN

[ BusLIN 4 |b» Variationpoint
[J<® Bus CAN 4 ¥ Variation Element
+ < Bus SPI 4 @ Bus Pl
[V] 8 type = SPI o 55 type SPI
/8| Freescale i.MX6 Board

Bild 3: Teilbereiche der Variantenmodellierung des HVACs

Um Anforderungen der Software an die Hardware zu beriicksichtigen, werden diese
ebenfalls in einer hierarchisch aufgebauten Struktur zu jedem Merkmal spezifiziert.
Dabei werden sowohl die notwendige Hardwareelementstruktur sowie die Hardwareei-
genschaft beriicksichtigt. Fiir das HVAC wurde auf diese Weise spezifiziert, dass fiir die
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Variante Display eine Hardwareplattform bendtigt wird, die iliber eine Schnittstelle
(BUS) zur Ansteuerung verfiigt (siche Bild 3d). Diese Modellierungstechnik ermoglicht
es, wihrend der Konfiguration eines HVACs die Abhdngigkeiten der gewihlten Varian-
ten zu berticksichtigen und die Kompatibilitét auf Basis der definierten Anforderung zu
priifen.

4.2 Systemmodellierung

Zur Modellierung des Systems sowie aller Varianten wurden fiir das HVAC neun Soft-
warekomponenten mithilfe von Yakindu CoMo spezifiziert. Diese wurden zudem um
das Komponentenverhalten erweitert. Hierzu wurde der Kontrollfluss, also die Verar-
beitung der Benutzereingaben wie Temperatureinstellungen oder Lufistromeinstellun-
gen und die Aktualisierung des Betriebszustandes und der Sensoren, {iber Yakindu Sta-
techarts spezifiziert. Die automatische Regelung des Luftstroms wurde als Datenfluss-
modell in Matlab Simulink realisiert. Zudem wurden die Ein- und Ausgabeknoten nach
der Spezifikation auf die jeweiligen Komponentenports abgebildet. Die Softwarekom-
ponenten wurden im Anschluss den jeweiligen Varianten im Softwarevariantenmodell
zugeordnet, um diese fiir die Konfiguration zu nutzen. Die Hardwareplattformen wur-
den in Form mehrerer Hardwaremodelle spezifiziert, die ebenfalls dem Variantenmodell
zugeordnet wurden.

4.3 Variantenkonfiguration

Im Anschluss an die Systemmodellierung wird durch die Konfiguration (Auswahl) der
Varianten ein spezifisches HVAC System erzeugt. Hierzu werden zunéchst die Soft-
warevarianten ausgewahlt, wobei das Werkzeug den Benutzer dahingehend unterstiitzt,
dass gegenseitige Ausschliisse sowie notwendige Abhédngigkeiten angezeigt werden.
Anschliefend wird ebenfalls die gewiinschte Hardwareplattform gewéhlt, woraufhin das
Werkzeug die Anforderungen der Software an die Hardware priift.

SW-Konfiguration HW-Konfiguration Produkt
4 & HVAC (a) 4 W !} MPC5668G Demo Board MPC5668G Demo Board:
p ‘ Mandatory b Variationpoint SPI Missing/Wrong properties in Bus: type SPI
o~ HVAC_m |E] Freescale i.MX6 Board
4‘Mandatory e e e e e e e e e e e — — — — — — —
M ITOS (b)[. v 8] MPC5668G Demo Board| ||| 4 & Productline
4 ® :A/ar?datory ¥ [ Variationpoint SPI 4 & FeatureModel
o SIS || Freescale i.MX6 Board 4 HVAC
4 Man‘datory p HVAC_manager
4 | Airflow_contro 4 B IT0S
4 A Alternative 4 Blower
W internal P Airflow_control
externa 4 internal
4 & Mandatory P HMI
s ™ HM . a Display
4 A Alternative
e [®] MPC5668G Demo Board
W' Display

Bild 4: Schritte der Hardware/Software-Variantenkonfiguration
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Sollte die gewdhlt Plattform diesen Anforderungen nicht entsprechen, wird eine Feh-
lermeldung angezeigt (siche Bild 4a). Anderenfalls wird das konfigurierte System er-
zeugt. Hierzu werden alle notwendigen Softwarekomponenten in Form eines Kompo-
nentenmodells mit allen Komponentenverbindungen generiert. Die Komponenten ent-
halten zudem das zuvor spezifizierte Verhalten. Weiterhin wird das Hardwaremodell fiir
die gewahlte Plattform erzeugt.

4.4 Partitionierung

Sobald die Softwarekomponenten generiert wurden, konnen Runnables abgeleitet wer-
den, die innerhalb des Softwaremodells atomare Prozesse repridsentieren. Bevor die
Runnables allerdings auf Tasks verteilt werden konnen, miissen ihre Laufzeiten mittels
Profiling bestimmt werden. AnschlieBend werden sie beziiglich ihrer Aktivierungsrefe-
renzen gruppiert, ihre Abhdngigkeiten durch gemeinsame Speicherzugriffe identifiziert
und Zyklen innerhalb der Abhédngigkeitsgraphen aufgeldst. Dabei entsteht ein zusétzli-
ches Contraints-Modell, welches die Task-Abhdngigkeiten beinhaltet und Graphen re-
prasentiert. AnschlieBend stehen zwei unterschiedliche Partitionierungsverfahren zur
Verfligung die unterschiedliche Methoden zur Verteilung bieten.

Das entwickelte LGP (Local Graph Partitioning) Verfahren identifiziert die kritischen
Pfade der Graphen, bildet daraus die ersten Partitionen und teilt die restlichen Runnab-
les anhand der Abhidngigkeiten weiteren Partitionen zu. Ein kritischer Pfad beschreibt
hierbei nach [KA96] eine Menge an Knoten und Kanten die einen Pfad von einem Ein-
gangsknoten zu einem Ausgangsknoten konstituieren, bei dem die Summe aller Berech-
nungs- und Kommunikationskosten maximal ist. Nach [CSR+01] beschreibt der kriti-
sche Pfad eines Graphen die untere Grenze in Bezug auf die Gesamtausfiihrungszeit des
Graphen bzw. in Bezug auf die Berechnung aller Knoten innerhalb des Graphen. Die
Methodik ermdglicht also eine minimale Gesamtlaufzeit des Systems, allerdings konnen
sehr viele Partitionen entstehen da das LGP Verfahren die Anzahl der Partitionen nicht
limitiert.
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Label Access Analysis
ESS
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Bild 5: HVAC Partitionierung LGP und ESS Verfahren

Um die Anzahl der Partitionen zu limitieren, bietet das entwickelte ESS (Earliest Start
Scheduling) Verfahren eine Alternative, bei der die Runnables anhand ihrer frithesten
Start-Zeitpunkte einer vordefinierten Anzahl an Partitionen zugeordnet werden. Konkre-
te Umsetzungen der Verfahren konnen unter [HIK13] und [HI15] nachgelesen werden.

Im Rahmen des HVAC Beispiels soll Bild 5 einen groben Uberblick {iber die Partitio-
nierungsverfahren geben. Hierbei wird die minimale Laufzeit des HVAC Modells durch
die LGP Partitionierung mit 5 Partitionen (siche Bild 5 unten) erreicht und eine gleich-
méfBigere Lastenverteilung durch das ESS Verfahren mit 3 Partitionen (oben rechts).
Die Aktivierungsgruppierung wird anhand der farblich hinterlegten Rumnables deutlich,
indem nur Runnables gleicher Aktivierungen und somit gleicher Farbmuster gruppiert
werden.

4.5 Mapping

Die erzeugten Partitionen (7asks) aus dem Partitionierungsschritt bilden gemeinsam mit
den beiden Kernen des Hardware Modells [KK13] die Grundlage fiir den Mapping Pro-
zess. Zur Bestimmung der Verteilung muss allerdings vorab eine der drei Verteilungs-
strategien ausgewihlt werden. Da bei dem HVAC sowohl Kontroll- als auch Datenfluss
periodisch, d.h. beispielsweise alle 100ms aufgerufen werden, sind Strategien zur reinen
Laufzeitminimierung der Perioden ineffektiv. Sinnvoller wire es stattdessen den Ener-
gieverbrauch des Systems unter Gewéhrleistung der 100ms Periode zu minimieren, in-
dem z.B. die Strategiec ILP’ based Energy Minimization, welche das in [ZHC02] be-
schriebene Verfahren implementiert, genutzt wird. Das Verfahren behélt die Perioden
der Taskaufrufe bei und bestimmt eine valide Verteilung mit dem geringsten Gesamte-

! Integer Linear Programing (z.dt. Ganzzahlige Lineare Programmierung)
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nergieverbrauch der aus dem lastabhéngigen Verbrauch der Kerne ermittelt wird. Um
dies zu erzielen, nutzt das Verfahren die sog. Slacks (Leerlaufzeiten) zwischen zwei
aufeinanderfolgenden Tasks aus. Dabei werden die Kerne in langsamere, dafiir strom-
sparendere Modi geschaltet, wodurch sich zwar die Laufzeit der Tasks verldngert, die
Deadlines aber aufgrund der Ausnutzung von Slacks beibehalten werden.

Um das Problem des Optimalitdtsnachweises zu umgehen, wird als Abbruchbedingung
ein sog. GAP von 10% eingestellt. Dieser bewirkt, dass erst die LP-Relaxation, d.h. eine
Losung des Gleichungssystems ohne die geforderte Ganzzahligkeit, ermittelt wird. An-
schlieBend berechnet das Tool zu jeder Ganzzahligen Losung die Abweichung zu der
LP-Relaxation, und akzeptiert die erste Losung, die maximal 10% von dieser abweicht.
Da die Ganzzahlige Losung eines GLP Problems niemals besser als seine LP-
Relaxation sein kann, wird so gewdéhrleistet, dass die ermittelte Losung maximal um
den eingestellten Prozentsatz von einer bestmoglichen Lésung abweicht.

Als Datensatz fiir die Verteilung wird das durch LGP partitionierte HVAC Modell ver-
wendet, da dieses durch die kleinstmogliche Laufzeit die gréten Slacks, und damit das
hochste Potential zur Energieeinsparung, besitzt. Durch das Mapping-Verfahren werden
die Aufgaben unter Verwendung einer Heuristik auf die Kerne verteilt, und die Kerne
unter Einhaltung der Abhéngigkeiten und Deadlines ,,verlangsamt®. Das Ergebnis des
Mappings, d.h. die Verteilung von 7asks zu Kernen und die ermittelten Spannungsmodi
fiir jede Allokation, werden fiir die weitere Verarbeitung im Mapping Modell gespei-
chert.

4.6 Code Generierung und Tracing

Die Code-Generierung erfolgt im Falle des HVAC-Beispiels iiber zwei Generatoren, die
jeweils zur Code-Erzeugung fiir die Komponenten bzw. das Betriebssystem eingesetzt
werden. Bei der Komponenten Generierung iiber Simulink und Yakindu Statecharts
werden die Softwarekomponenten (SWCs) erstellt. Eine SWC kann beispielsweise die
Ansteuerung fiir einen Liifter oder Drucksensor implementieren. Auf Basis des Kompo-
nentenmodells erzeugt der Systemgenerator die Quell- und Headerdateien fiir das Ver-
halten vom System. Ferner werden in diesem Schritt die Datenstruktur des Systems so-
wie die Schnittstellen (APIs) fiir den Zugriff auf diese erstellt. Der erstellte systemspezi-
fische Code ist dadurch unabhidngig vom Betriebssystem auf dem er ausgefiihrt werden
soll.

Um Daten aus dem System (d.h. der zugrundeliegenden Datenstruktur) abzurufen oder
Daten in das System zu schreiben, werden fiir jeden Port der entsprechenden Kompo-
nente die zugehdrigen Schnittstellenfunktionen definiert. Die jeweilige Funktionalitit
der Komponente wird in einer, vom Generator erzeugten, Funktion implementiert.
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Beim Generieren des OSEK® Betriebssystems (im Falle des HVAC Systems zwei In-
stanzen von Erika Enterprise’) wird als Basis eine OIL-Datei (OSEK Implementation
Language) generiert. Diese beinhaltet die Konfigurationsdaten des OSEK-
Betriebssystems und ist in formaler Metasprache nach Backus-Naur-Form [Knu64] be-
schrieben. Enthalten sind Definitionen und Deklarationen, wie Beispielsweise die Ver-
teilung der Task oder welche Priorititen, Ressourcen sowie Betriebssystemdienste be-
ndtigt werden. Die aus der OIL-Datei generierten C-Dateien, die Dateien des OSEK-OS
sowie weitere Quelldateien, werden zusammengefiihrt und kompiliert. Anschlieend
werden Treiber und Libraries durch den Linker hinzugefiigt und so die endgiiltige An-
wendung in Bindrform fiir die gewihlte Zielplattform erstellt, deren Ablauf auf der
Zielplattform mit gidngigen Software Tracing Tools nachverfolgt werden kann [Amal4-
ol].

5 Resiimee und Ausblick

Die Entwicklung moderner automobiler eingebetteter Multicore-Systeme ist ein kom-
plexer Prozess, der eine Vielzahl von Arbeitsschritten und Werkzeugen umfasst. Insbe-
sondere die Integration der Werkzeuge fiir einen durchgingigen Arbeitsfluss und die
Gewdibhrleistung des korrekten Datenaustausches zwischen den beteiligten Werkzeugen
stellen dabei eine wesentliche Herausforderung dar. Dieser Beitrag befasste sich mit
dieser Problemstellung und prisentierte mit der AMALTHEA Tool Plattform eine Mog-
lichkeit den Entwicklungsprozess zu unterstiitzen. Hierflir wurde die Entwicklung eines
industriellen Anwendungsfalls anhand einer mit der AMALTHEA Tool Plattform er-
stellten Werkzeugkette erfolgreich durchgefiihrt, die sich sowohl aus Drittwerkzeugen
als auch den in AMALTHEA integrierten Werkzeugen zusammensetzt. Dadurch konnte
gleichermaflen die Teilautomatisierung des Datenaustausches, wie auch die Eignung der
in die Plattform integrierten Werkzeuge tiberpriift werden. Andererseits verdeutlichte
der Anwendungsfall, dass insbesondere die Aktivititen mit starkem Bezug zur Hard-
ware nicht durchgingig automatisiert werden konnten, da beispielsweise Code-
Generatoren manuell an die jeweilige Zielplattform angepasst werden mussten. In Zu-
kunft soll die Plattform im Rahmen des AMALTHEA4public Projektes um weitere As-
pekte der automobilen Softwareentwicklung, wie Verifikation, Tests und Safety-
Aspekte, erweitert werden.
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Zusammenfassung

Die Komplexitit moderner Fahrzeuge steigt aufgrund der zunehmenden Anzahl von
Funktionen, die durch elektronische Systeme umgesetzt werden. Insbesondere nehmen
die Abhéngigkeiten zwischen den an der Entwicklung beteiligten Fachdisziplinen und
der Softwareanteil massiv zu. Wir haben einen fiir die Automobilindustrie angepassten,
zum Reifegradmodell Automotive SPICE konformen Prozess fiir die Entwicklung von
Steuergeriten konzipiert, der ein fachdiszipliniibergreifendes Systems Engineering und
einen systematischen Ubergang in die Softwareentwicklung unterstiitzt. Im Kontext
dieses Entwicklungsprozess beschreiben wir in diesem Beitrag den Ubergang vom
UML-basierten Softwareentwurf zum in der Automobilindustrie etablierten AUTO-
SAR-Standard mit Hilfe einer automatischen Modelltransformation. So werden fehler-
anfillige und zeitaufwindige manuelle Tétigkeiten reduziert. Wir haben die Generie-
rung von AUTOSAR-Modellen gemeinsam mit dem international tdtigen Automobilzu-
lieferer Hella KGaA Hueck & Co. in seriennahen Entwicklungsprojekten praktisch er-
probt und Zeit- und Kostenersparnisse festgestellt.

Schlusselworte

AUTOSAR, UML, Automotive, Modelltransformation, modellbasierte Entwicklung
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Generating AUTOSAR Models from UML Specifications

Abstract

The complexity of modern cars increases due to the increasing amount of functions that
are realized by electronic systems: there are more and more dependencies between the
different engineering disciplines involved, and the amount of software increases signifi-
cantly. In order to cope with this, we conceived a development process for electronic
control units (ECUs), which is tailored to the automotive industry and in conformance
with the process maturity model Automotive SPICE. The process supports a discipline-
spanning systems engineering and a systematic transition to software development. In
the context of this development process, we describe in this paper the automated transi-
tion from UML-based software design to the established automotive standard AU-
TOSAR by means of a model transformation. This way, we reduce error-prone and
time-consuming manual tasks. In cooperation with the internationally operating auto-
motive supplier Hella KGaA Hueck & Co., we evaluated the generation of AUTOSAR
models in development projects close to serial production: as a major result, we ob-
served time and cost savings.

Keywords

AUTOSAR, UML, Automotive, model transformation, model-based development
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1 Einleitung

Die Automobilindustrie ist eine der bedeutendsten Branchen in Deutschland — sowohl
im Hinblick auf Umsatz- und Beschéftigtenzahlen, als auch auf das Hervorbringen von
Innovationen. Ein wesentliches Forschungs- und Entwicklungsthema ist die Emissions-
reduktion: Regulierungen zur CO2-Reduzierung erfordern innovative Antriebskonzepte
wie Hybrid- oder Elektroantriebe in Verbindung mit der Verwendung neuer Materialien
(Leichtbau). Die Elektronisierung und Digitalisierung von Fahrzeugen wird insbesonde-
re durch fortschrittliche Fahrerassistenzsysteme (Advanced Driver Assistance Systems,
ADAS) weiter zunehmen und letztlich ein autonomes Fahren ermdglichen. Hinzu
kommt die Vernetzung des Fahrzeugs mit seiner Umgebung und dem Internet
(,,Connected Car*): Fahrzeuge sind in Zukunft an Kommunikationssysteme z.B. zur
Unfallvermeidung und Verkehrssteuerung angebunden (Car-2-Infrastructure) und koor-
dinieren sich gegenseitig (Car-2-Car).

In der Folge steigt sowohl die Komplexitit des Gesamtsystems Fahrzeug als auch die
Komplexitit einzelner Assistenzsysteme aufgrund der vielen neuen Funktionen, die
durch elektronische Steuergerdte mit hohem Softwareanteil umgesetzt werden, massiv
an. Insbesondere nehmen die Abhéingigkeiten zwischen den verschiedenen an der Ent-
wicklung beteiligten Fachdisziplinen und die Bedeutung der Softwareentwicklung deut-
lich zu. Die Entwicklung solcher Systeme in hoher Qualitdt erfordert einen ganzheitli-
chen Entwicklungsprozess mit Methoden des fachdiszipliniibergreifenden Systems En-
gineering, der auch das Zusammenspiel von Fahrzeugherstellern (OEMs) und Zuliefe-
rern koordiniert. Zudem muss sich der Softwareentwicklungsprozess nahtlos in diesen
Gesamtprozess integrieren.

Mit Automotive SPICE [ASIG10] wurde eine Spezialisierung des Reifegradmodells
SPICE (ISO 15504) zur Bewertung der Leistungsfahigkeit insbesondere von Software-
entwicklungsprozessen fiir die Automobilindustrie eingefiihrt. Automotive SPICE
macht Rahmenvorgaben u. a. fiir zu durchlaufende Entwicklungsphasen (so genannte
Engineering Phases, z. B. System Architectural Design, Software Design oder Software
Construction) und deren Arbeitsergebnisse. Insgesamt werden Anforderungen an den
Systementwurf und vorwiegend an die Softwareentwicklung beschrieben, die Entwick-
lungsprozesse erfiillen miissen; die konkrete Gestaltung der Prozesse bleibt offen.

Ein weiterer internationaler Standard, der in der Automobilindustrie beriicksichtigt wer-
den muss, ist AUTOSAR [AUT11]. AUTOSAR definiert eine Referenzarchitektur und
eine Entwicklungsmethodik, um die Integration und Wiederverwendung von Elektro-
nik- und Software-Komponenten verschiedener Hersteller zu erleichtern. Um dieses
Ziel zu erreichen, werden in der AUTOSAR-Referenzarchitektur drei Architekturebe-
nen und standardisierte Schnittstellen dazwischen definiert. Die hochste Architektur-
ebene ist die Applikations-Software. Die Applikations-Software ist hardwareunabhén-
gig und definiert die Software zur Umsetzung der eigentlichen Funktionalitét. Die zwei-
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te Ebene Run-Time Environment (RTE) verbindet die Applikations-Software mit der
dritten Ebene, der Basis-Software, und ist vergleichbar mit einer Middleware. Die RTE
abstrahiert von der Hardware und der Basis-Software, so dass Komponenten der Appli-
kations-Software auf verschiedenen Hardwareplattformen ohne Anpassungen ausge-
fiihrt werden konnen. Die unterste Architekturebene ist die Basis-Software. Sie stellt
verschiedene Dienste und Treiber fiir den Zugriff auf die Hardwarekomponenten bereit.
AUTOSAR fokussiert vor allem die Struktur von Software und bietet keine Moglichkei-
ten zur Verhaltensmodellierung. Unter anderem deswegen ist AUTOSAR erst fiir die
spite, implementierungsnahe Phase der Softwareentwicklung geeignet.

Die Fahrzeughersteller fordern heute von ihren Zulieferern sowohl die Einhaltung be-
stimmter Reifegrade gemiBl Automotive SPICE als auch zu AUTOSAR konforme Steu-
ergerdte. Um dem gerecht zu werden, haben wir gemeinsam mit dem Automobilzuliefe-
rer Hella KGaA Hueck & Co. einen durchgingigen, zu Automotive SPICE und AUTO-
SAR konformen Entwicklungsprozess fiir Steuergerite konzipiert [FHH+12, Meyl5].
In dem Prozess (siche Bild 1) haben wir insbesondere die Phasen des Systementwurfs
und der Softwareentwicklung konkret ausgestaltet.

Anforderungen

Eigenschaftsabsicherung

Maschinenbau
Elektrotechnik
Informationstechnik

||||1|m

0
_‘ ﬁcﬂﬁ"fﬁ AUTOSAR

Bild 1: Durchgdngiger, zu Automotive SPICE und AUTOSAR konformer Entwick-
lungsprozess fiir Steuergeridte in der Automobilindustrie
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Wir haben fiir die Spezifika der Automobilindustrie angepasste Methoden und Model-
lierungssprachen fiir die Systementwicklung auf Basis der Systems Modeling Language
(SysML) und der Systems-Engineering-Spezifikationstechnik CONSENS (CONceptual
design Specification technique for the ENgineering of complex Systems) [GRS14] defi-
niert, die eine fachdiszipliniibergreifende Modellierung von Steuergerdten erlauben.
Von dort erfolgt ein systematischer Ubergang in die Softwareentwicklung, in der fiir
den Softwareentwurf eine Kombination aus der Unified Modeling Language (UML)
und der MechatronicUML [GRS14] zum Einsatz kommt. Damit konnen anders als mit
AUTOSAR sowohl die Struktur als auch das Verhalten der Software prazise modelliert
und frith mit Hilfe von Simulationsverfahren analysiert werden [NMK10].

In diesem Beitrag stellen wir den systematischen Ubergang zu AUTOSAR-Modellen
vor. Viele der fiir die Erstellung von AUTOSAR-Modellen benétigten Informationen
liegen bereits in den UML-basierten Struktur- und Verhaltensmodellen vor und kénnen
somit aus diesen automatisch hergeleitet werden. Wir zeigen in diesem Beitrag, wie
daraus AUTOSAR-Modelle mit Hilfe einer Modell-zu-Modell-Transformation (M2M,
sieche Bild 1) generiert werden kdnnen. Auf diese Weise wird zum einen eine fehleran-
fillige und zeitaufwiindige manuelle Ubertragung der Informationen vermieden. Zum
anderen werden die Zusammenhédnge zwischen den Modellen gespeichert. So besteht
die Grundlage fiir die Nachverfolgbarkeit (Traceability) und Konsistenzerhaltung der
Informationen wéhrend der Entwicklung.

Im folgenden Kapitel beschreiben wir die Generierung der AUTOSAR-Modelle im De-
tail. Kapitel 3 berichtet iiber Evaluierungsergebnisse und Kapitel 4 stellt verwandte Ar-
beiten vor. Kapitel 5 fasst den Beitrag zusammen.

2 Generierung von AUTOSAR-Modellen

Fiir den Softwareentwurf (siche Bild 2, linke Seite) verwenden wir zum einen Teile der
UML und der MechatronicUML. Wir beschreiben die Softwarearchitektur mit struktu-
rierten Klassen und das Verhalten mit Zustandsmaschinen und Aktivititsdiagrammen.
Zum anderen haben wir die UML iiber deren Profilmechanismus erweitert, um automo-
tive-spezifische Informationen wie die Betriebssystemeigenschaften und den Ressour-
cenverbrauch zu spezifizieren.

Im AUTOSAR-Standard benétigt eine Softwarekomponente Informationen fiir drei ver-
schiedene Ebenen (siehe Bild 2, rechte Seite). Aus den in unserem Modellierungsansatz
spezifizierten Informationen generieren wir mit einer Modelltransformation initiale
AUTOSAR-Modelle fiir jede Ebene, die anschlieBend manuell verfeinert und ergénzt
werden konnen. Dabei gehen die in unserem Modellierungsansatz spezifizierten Aspek-
te wie in Bild 2 skizziert in die verschiedenen Ebenen von AUTOSAR ein.

Die Bestandteile der Modelltransformation werden in den folgenden Abschnitten am
Beispiel von Ausschnitten aus Softwaremodellen fiir die Zentralverriegelung und Innen-
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lichtsteuerung eines Autos néher erldutert. Die Modelle sind ausschnittsweise in Bild 3
abgebildet und werden in den folgenden Abschnitten sukzessive erklart.

Automotive Modeling Methodology

AUTOSAR

‘ MECHATRONIC Automotwe-spemﬂsche
I« UML__ || | Erweiterungen

Applikations-Software

. >
Softwarearchitektur SRS Ebene (ASW)
eigenschaften
| I Run-Time
Environment (RTE)
[
Verhalten I Implementierung

Ressourcenverbrauch .
Basis-Software

(BSW) T

Bild 2: Ubersicht der in den verschiedenen Modellen enthaltenen Informationen

21 Generierung der Applikations-Software-Ebene

In der Applikations-Software-Ebene (ASW-Ebene) (siehe Bild 2) werden Software-
komponenten sowie ihre Ports und Schnittstellen spezifiziert. Da diese Informationen
bereits in unserer UML-Spezifikation vorliegen, libertragen wir sie in die ASW-Ebene.

2.1.1 Generierung von Softwarekomponenten

In AUTOSAR gibt es verschiedene Arten von Softwarekomponenten, die von unserer
Modelltransformation unterschieden werden.

Applikations-Softwarekomponenten (ASW-Komponenten) beinhalten die Logik der zu
entwickelnden Software. In unserer UML-Spezifikation werden ASW-Komponenten in
einem UML-Paket mit dem Stereotyp «application» definiert und besitzen ggf. zusitz-
lich den Stereotyp «singleton», sofern sie in AUTOSAR lediglich einmal instanziiert
werden sollen. Im Beispiel in Bild 3 sind dies u. a. die Komponenten CentralLocking
und InteriorLightManager im Paket BCM-Application-Software, welche die Logik
fiir die Steuerung der Zentralverriegelung bzw. der Innenlichtsteuerung beinhalten. Die-
se werden in gleichnamige ASW-Komponententypen (Stereotyp «Application SW
Component Type») in ein AUTOSAR-Paket (Stereotyp «ARPackage») Component-
Library transformiert. Aufgrund der durch den Stereotyp «singleton» spezifizierten In-
formation, dass diese beiden Softwarekomponenten nur einmal instanziiert werden sol-
len, legt die Modelltransformation direkt sog. Prototypen (Instanzen in AUTOSAR) an.
Somit werden zusdtzlich im AUTOSAR-Paket BCM-Application-Software die
gleichnamigen Softwarekomponenteninstanzen (Stereotyp «SW Component Prototy-
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pe») CentralLocking und InteriorLightManager erstellt. Falls die Komponente mehr
als einmal instanziiert werden soll, miissen diese Instanzen manuell spezifiziert werden,

da diese Entscheidung nicht automatisch getroffen werden kann.

«application» ad lightOn() : void
BCM-Application-Software
«interface» «interface» — ‘
IntrLiMngr_IF IntrLiActr_IF Activation: AN
= e tionInvoked
+ doorStatus : int + lightOn() : void o="|"_| - L_c'?trln;:ute_
~ 7~ + setLightStatus( o ightintensity
/ \ status:int) : void
; : 7~ ~
= : y / «singleton» lightintensity:int
> type type type . type\~ «actuator» 4 Y
D / \ / \ InteriorLight
: : i ) Actuator
«singleton» L «sm'glet(?n» —+ Y - i setLightStatuer
s InteriorLight + lightOn() : void s e
CentralLocking Tqoorsts doorSts Manager actrCrl actrCtri T | o ghtStatus( (lightintensity:int)
:IntrLi ~IntrLi ~IntrLi IntrLi status:int) : void
Mngr_IF Mngr_IF Actr_IF Actr_IF : 2
«ARPackage»
ComponentLibrary
o
< «SenderReceiverinterface» «ClientServerlnterface» «Sensor Actuator Type»
8 IntrLiMngr_IF IntrLiActr_IF InteriorLightActuator
= + doorStatus : int . .
2 ~ ~ + lightOn() : void «Swc Internal Behavior»
: s + setLightStatus
| | (status:int) : void «RunnableEntity»
- . e setLightStatus
rt rt £ r -
‘I?;pe 'I");p o / \ «Runr_1ableEnt|ty» «DataReadAccess»
| | /‘ port port - lightOn lightIntensity
. | «Application SW | ./ Type Type \ write read
«Application SW Component Type» A
Component Type» InteriorLight E] «InterrlunnabIeVlarlable»
CentralLocking |doorSts doorSts Manager actrCtrl actrCtrl lightIntensity
«Operationinvoked «Operationinvoked
Event» Event»
lightOn setLightStatus
«ARPackage»
BCM-Application-Software
«Sensor Actuator Prototype»
«SW Component Prototype» «SW Component Prototype» ‘ InteriorLightActuator
CentralLocking InteriorLightManager + lightOn() : void
+ setLightStatus(status:int) : void

Bild 3: Beispiel-Modelle fiir die Transformation von UML in AUTOSAR

Sensor- und Aktorsoftwarekomponenten steuern eine Sensor- bzw. Aktorhardware und
sind spezielle AUTOSAR-Softwarekomponenten. Diese Information hinterlegen wir im
UML-Modell mit dem Stereotyp «sensor» bzw. «actuator», wie an der Komponente
InteriorLightActuator in Bild 3 gezeigt. Die Modelltransformation legt analog zu der
Transformation fiir ASW-Komponenten einen Typ und wegen des Stereotyps «single-
ton» eine Instanz fiir jede solche Komponente an, allerdings mit dem Stereotypen «Sen-
sor Actuator Type» bzw. «Sensor Actuator Prototype».

Unser Modellierungsansatz und die Transformation umfassen mit Basis-Software-
Komponenten und Service-Komponenten weitere Arten von Softwarekomponenten, die
aber aus Platzgriinden in diesem Beitrag nicht behandelt werden.
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21.2 Generierung von Ports und Schnittstellen

Nach den Softwarekomponenten miissen deren in UML spezifizierte Ports und Schnitt-
stellen nach AUTOSAR iiberfiihrt werden.

In Bild 3 besitzt die Komponente CentralLocking einen Port doorSts, der iiber das
Interface IntrLiMngr_IF typisiert ist (visualisiert durch die type-Verbindung). Das In-
terface besitzt das Attribut doorStatus:int, das den Verriegelungsstatus der Tiiren
preisgibt. Der Port doorSts der Komponente InteriorLightManager ist ebenfalls iiber
dieses Interface typisiert und konjugiert (erkennbar an ~ bei der Interfacetypisierung).
Der nicht-konjugierte Port doorSts bietet das Interface und damit dessen Attribut an
(sog. provided interface), wiahrend der konjugierte Port doorSts das Interface bendtigt
(sog. required interface). Uber den Konnektor zwischen den beiden Ports kann die
Komponente InteriorLightManager das Attribut doorStatus von CentralLocking le-
sen, um den Verriegelungsstatus der Tiiren in Erfahrung zu bringen. Wenn sich dieser
Verriegelungsstatus dndert, kann der InteriorLightManager iiber die UML-Operation
lightOn der Aktorkomponente InteriorLightActuator das Licht an- oder ausschalten.

Die Ports transformieren wir gemiB der Nutzung ihrer Interfaces (provided oder requi-
red) in entsprechende PPorts (z. B. Port von CentralLocking) oder RPorts (z. B. Port
doorSts von InteriorLightManager) in AUTOSAR. Die Interfaces transformieren wir
in entsprechende Interfaces im Paket ComponentLibrary. Dabei unterscheiden wir
zwischen sog. SenderReceiver- und ClientServer-Interfaces. Erstere werden aus UML-
Interfaces generiert, die lediglich Attribute besitzen (im Beispiel IntrLiMngr_IF). Letz-
tere werden aus UML-Interfaces generiert, die UML-Operationen besitzen (im Beispiel
IntrLiActr_IF). In Bild 3 wird ein SenderReceiver-Interface durch Pfeile in den Ports
und ein ClientServer-Interface durch Kreise und Halbkreise in den Ports visualisiert.

2.2 Generierung der Run-Time-Environment-Ebene

Nachdem in der ASW-Ebene die AUTOSAR-Komponenten spezifiziert und instanziiert
sowie die Ports und Schnittstellen der AUTOSAR-Komponenten definiert wurden, wird
auf Run-Time-Environment-Ebene (RTE-Ebene) das Kommunikationsverhalten der
AUTOSAR-Komponenten jeweils in einem sogenannten Internal-Behavior-Element
spezifiziert. Das Internal-Behavior-Element beschreibt verschiedene Aspekte, wie zum
Beispiel von der RTE aufgerufene Funktionen (Runnables), gemeinsam genutzte Vari-
ablen (Interrunnable-Variablen) oder exklusive Bereiche (Exclusive Area). Zur Generie-
rung dieser Informationen nutzen wir das in UML spezifizierte Verhalten (siehe Abbil-
dung von Verhalten auf RTE in Bild 2). Im Folgenden beschrdnken wir uns auf die Be-
schreibung von Runnables und Interrunnable-Variablen.
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221 Generierung von Runnables

Runnables sind zentrale Elemente eines Internal-Behavior-Elements einer AUTOSAR-
Komponente. Sie beschreiben Funktionen, die durch ein RTE-Ereignis (Event) aktiviert
werden konnen. Das Verhalten der Funktion wird nicht innerhalb des AUTOSAR-
Modells definiert. Stattdessen wird die Implementierung der Funktion iiber eine Refe-
renz in einen Komponententyp eingebunden.

Die Transformation in die RTE-Ebene erzeugt fiir jede 6ffentliche UML-Operation ei-
ner Komponente ein Runnable-Element. Dariiber hinaus werden Informationen tiber die
Aktivierung bendtigt. Der AUTOSAR-Standard definiert zwolf RTE-Ereignisse, die ein
Runnable aktivieren kénnen. Die RTE-Ereignisse werden in allgemeine Ereignisse flir
alle Schnittstellen, fiir Sender/Receiver und fiir Client/Server unterschieden. Die Infor-
mation {iber das aktivierende Ereignis einer UML-Operation ist in UML nicht vorhan-
den und wurde in unserem Ansatz mit Hilfe einer UML-Annotation ergénzt.

In unserem Beispiel generieren wir das Kommunikationsverhalten der Komponente
InteriorLightActuator. Dazu wird zuerst ein Internal-Behavior-Element (Stereotyp
«Swc Internal Behavior») innerhalb der AUTOSAR-Komponente InteriorLightActua-
tor im Paket ComponentLibrary angelegt. AnschlieBend werden fiir die beiden &ffent-
lichen UML-Operationen lightOn und setLightStatus Runnable-Elemente (Stereotyp
«RunnableEntity») erzeugt. Im UML-Modell ist definiert, dass beide UML-Operationen
iiber das RTE-Event Operationlnvoked gestartet werden (UML-Annotation Activation
in Bild 3). Aus diesem Grund werden im Internal-Behavior-Element der AUTOSAR-
Komponente InteriorLightActuator zwei Elemente mit dem Stereotyp «Operationln-
vokedEvent» und dem Namen der jeweiligen UML-Operation angelegt.

Neben der Aktivierung eines Runnables, fordert der AUTOSAR Standard zusitzlich
Informationen dariiber, auf welche Daten ein Runnable-Element lesend oder schreibend
zugreift. Diese Informationen sind in unserem UML-Modell bereits durch die Argumen-
te der UML-Operation vorhanden und konnen entsprechend iibertragen werden. Wir
definieren, dass ein Runnable-Element lesend auf einen Eingabeparameter und schrei-
bend auf einen Riickgabewert zugreift.

In unserem Beispiel besitzt lediglich die UML-Operation setLightStatus ein Argument.
Bei diesem Argument handelt es sich um einen Eingabeparameter. Daher wird bei der
Transformation in die RTE-Ebene im Runnable-Element der UML-Operation set-
LightStatus ein DataReadAccess-Element mit dem Namen des Parameters (lightln-
tensity) zur Spezifikation des Datenzugriffs angelegt.

222 Generierung von Interrunnable-Variablen

Interrunnable-Variablen sind eine weitere Funktion der RTE-Ebene und erlauben es,
dass Runnables eines Internal-Behavior-Elements ihre Daten untereinander austauschen.
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Der AUTOSAR-Standard unterscheidet aufgrund der Art der Dateniibergabe explizite
und implizite Interrunnable-Variablen. Bei expliziten Interrunnable-Variablen kann
immer auf die aktuellen Daten zugegriffen werden. Die RTE-Ebene stellt dabei sicher,
dass die Daten immer konsistent sind. Bei impliziten Interrunnable-Variablen werden
die Daten in der RTE zwischengespeichert und diese Kopie den anderen Runnables zur
Verfligung gestellt. Eine Anderung der Variablen wird von diesen Runnables nicht so-
fort erkannt, sondern erst nach einem erneuten Aufruf. StandardmiBig werden bei der
Generierung der RTE-Ebene implizite Interrunnable-Variablen erzeugt.

Die Verwendung von Interrunnable-Variablen kann aus dem UML-Modell iiber die
UML-Aktivitdtsdiagramme abgeleitet werden. Wird innerhalb einer UML-Operation
eine weitere 0ffentliche UML-Operation derselben Komponente aufgerufen, so wird fiir
die gemeinsam genutzten Daten jeweils eine Interrunnable Variable erzeugt. Dariiber
hinaus muss im AUTOSAR-Modell definiert werden, welches Runnable lesend bzw.
schreibend auf die Interrunnable Variable zugreifen kann. In unserem Modellierungsan-
satz kann dies aus dem Datenfluss zwischen den UML-Operationen abgeleitet werden.

Das UML-Aktivitatsdiagramm rechts oben in Bild 3 zeigt das Verhalten der UML-
Operation lightOn. Innerhalb des Aktivitidtsdiagramms wird ein Wert fiir die interne
Variable lightintensity berechnet (Aktion computeLightintensity). AbschlieBend
wird dieser Wert als Argument beim Operationsaufruf setlLightStatus iibergeben. Da
die UML-Operation setLightStatus zu derselben Komponente wie lightOn gehort,
wird bei der Transformation in die RTE-Ebene eine Interrunnable-Variable mit dem
Namen lightintensity erzeugt. Das Runnable setLightStatus greift lesend und das
Runnable lightOn schreibend auf die Interrunnable-Variable zu.

223 Generierung der Implementierungsebene

Fiir die Implementierung des Verhaltens der Runnable-Elemente setzt der AUTOSAR-
Standard auf eine modellbasierte Entwicklung mittels sogenannter Behavior-Modeling
Tools (BMT) [AUT11]. Dies kénnen z. B. UML-Werkzeuge sein, aus denen Code ge-
neriert wird. Wie in Bild 3 dargestellt, ist in unserem UML-Modell neben der Struktur
auch Verhalten in Form von Aktivitits- und Zustandsdiagrammen beschrieben. Aus
diesen ldsst sich C-Code generieren, der zum Teil manuell ergdnzt werden muss. Hier-
bei ist von Vorteil, dass im Gegensatz zu einer komplett manuellen Entwicklung, der
generierte Teil konsistent zum Modell ist. Der Code muss mit Hilfe einer Referenz in
der Komponentenbeschreibung hinterlegt werden. Dies ist der sogenannte SWCImple-
mentation-Bereich mit einem XFile-Element flir jedes Runnable. Die Informationen
iber den Speicherort des Codes und die Zugehorigkeit zum Runnable kénnen im UML-
Modell spezifiziert werden und werden durch die Modelltransformation berticksichtigt.
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2.3 Generierung der Basis-Software-Ebene

Der bisher beschriebene Teil der Modelltransformation bezieht sich auf die Applikati-
ons-Software. Eine weitere wichtige AUTOSAR-Architekturebene ist die Basis-
Software-Ebene. In dieser wird der Zugriff auf die Hardware definiert, die einen gro3en
Einfluss auf die Qualititsanforderungen wie Geschwindigkeit und Auslastung hat. Die
Basis-Software ist in verschiedene Bereiche (Stacks) und einzelnen Komponenten auf-
geteilt. Die einzelnen Komponenten werden groBtenteils iiber Generatoren erzeugt, die
tiber Konfigurationen gesteuert werden. Einige der Konfigurationen ergeben sich aus
der System- und Softwarearchitektur in SysML/UML, wie z. B. die Betriebssystemspe-
zifikation bzw. der Ressourcenverbrauch (siche Bild 2).

Die Betriebssystemspezifikation wird bereits im UML-Modell vorgenommen, um die
Aufteilung frithzeitig zu spezifizieren und mittels Echtzeitsimulation bereits in frithen
Entwicklungsphasen zu tiberpriifen [NMK10]. Um diese bereits vorhandenen Informa-
tionen ebenfalls in die AUTOSAR-Konfiguration einflieBen zu lassen, haben wir eine
Transformation aus dem UML-Modell in die Konfiguration der AUTOSAR-
Betriebssystemspezifikation entwickelt.

Hierbei werden die Tasks, Interrupts und die Zuordnung der Runnables darauf trans-
formiert, um die bereits iiberpriiften Ergebnisse aus dem UML Modell zu iibernehmen.
Hierzu werden die UML-Elemente auf die entsprechenden Konfigurationsparameter des
AUTOSAR Betriebssystems abgebildet. Beispielsweise wird eine Task in der automoti-
ve-spezifischen UML-Erweiterung (siche Bild 2) auf eine AUTOSAR-Task abgebildet;
dabei werden auch die Taskprioritdten berticksichtigt. Dieser Aspekt ist aus Platzgriin-
den nicht im Beispiel enthalten.

3 Evaluierung

Der in diesem Papier beschriebene Ansatz wurde gemeinsam mit dem international téti-
gen Automobilzulieferer Hella KGaA Hueck & Co. entwickelt und implementiert. Die
Implementierung erfolgte im Softwarewerkzeug IBM Rational Rhapsody. Dieses Werk-
zeug wurde gewihlt, weil damit sowohl SysML- als auch UML-Modelle erstellt werden
konnen und mittels mitgelieferter Profile ebenfalls die Modellierung von AUTOSAR-
Modellen mdglich ist. Die zuvor beschriebene Modelltransformation wurde als eine
Erweiterung des Werkzeugs realisiert.

Bei der Implementierung der Transformation wurde besonders darauf geachtet, dass
moglichst einfach verschiedene AUTOSAR-Versionen unterstiitzt werden konnen. Dies
ist fiir einen Zulieferer besonders wichtig, da die Automobilhersteller unterschiedliche
AUTOSAR-Versionen einsetzen und das Steuergerit des Zulieferers am Markt mog-
lichst vielen Herstellern angeboten werden soll. So kann bei der Erstellung des AUTO-
SAR-Modells ohne Anderungen am UML-Modell die jeweilige zu nutzende AUTO-
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SAR-Version ausgewihlt werden. Dies ist ein groBBer Vorteil zum bisherigen Vorgehen,
wo fiir jede unterschiedliche AUTOSAR-Version ein eigenes Modell erstellt wurde.

Die Transformation ist so in seriennahen Entwicklungsprojekten evaluiert worden, dass
die verschiedenen Bereiche der Steuergerdteentwicklung, von Fahrerassistenzsystemen
bis zu Komfortsteuergeriten, beriicksichtigt wurden. Die Projekte waren weltweit ver-
teilt und es arbeiteten mehrere Entwicklungsteams mit bis zu 100 Entwicklern daran.
Als Ergebnis des Einsatzes konnten wir feststellen, dass die vorgestellte Transformation
zu einer Zeit- und damit Kostenersparnis bei den Softwarearchitekten fiihrt.

Dariiber hinaus hat sich herausgestellt, dass die Transformation nur in der Richtung
vom UML-Modell zum AUTOSAR-Modell nicht ausreicht. Die Automobilhersteller
sind in letzter Zeit verstirkt dazu libergangen, die Kommunikationsmatrix des Fahr-
zeugs, welche die Daten und die Verbindung des Steuergerdtes mit anderen Geréten
definiert, in Form von AUTOSAR-Modellen auszutauschen. Zudem ist ein Trend zu
erkennen, dass einzelne Softwarekomponenten vom Automobilhersteller zugeliefert
werden. Dies geschieht ebenfalls in Form einer AUTOSAR-Datei. Daher ist es wichtig,
auch eine Transformation von AUTOSAR ins UML-Modell zu ermdglichen.

4 Verwandte Arbeiten

Die Einbindung des AUTOSAR-Standards in die Entwicklung von Steuergeriten mit-
tels Modelltransformationen wird in der Literatur auch in einigen anderen Arbeiten be-
schrieben. In diesem Abschnitt werden diese Ansdtze kurz beschrieben und wesentliche
Unterschiede zu unserem Ansatz benannt.

In [SWCD13] stellen die Autoren eine Studie vor, wie aus einem UML-Modell mit Hil-
fe einer Modelltransformation ein AUTOSAR-Modell entsteht. In ihrem Losungsansatz
beschrdnken sich die Autoren aber auf die Transformation von System Templates des
AUTOSAR-Standards, d.h. es werden nur AUTOSAR-Instanzen erzeugt. Weitere wich-
tige Informationen, wie die Definition von Runnables oder die Generierung der Basis-
Software werden nicht beriicksichtigt.

In [GHNO09] werden Transformationsregeln zwischen einem SysML-Modell und der
AUTOSAR-Applikations-Software beschrieben. In einer ausfiihrlichen Evaluierung
dieses Ansatzes [FHH+12] hat sich gezeigt, dass viele der fiir die Transformation bend-
tigten Informationen in der Systemarchitektur noch nicht zur Verfiigung stehen. Aus
diesem Grund haben wir in unserem Modellierungsansatz weitere Elemente eingefiihrt,
um die entsprechenden Informationen modellieren zu kénnen. Dariiber hinaus haben
wir auf Basis dieser Elemente weitere Transformationsregeln erstellt (vgl. Abschnitt 2).
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5 Resumee und Ausblick

Die Komplexitidt moderner Fahrzeuge steigt aufgrund der zunehmenden Anzahl elekt-
ronisch umgesetzter Funktionen und deren Vernetzung untereinander. Insbesondere
nehmen die Abhéngigkeiten zwischen den verschiedenen an der Entwicklung beteilig-
ten Fachdisziplinen und der Softwareanteil massiv zu. In diesem Beitrag haben wir ei-
nen Teil eines fiir die Automobilindustrie angepassten, zum Reifegradmodell Automo-
tive SPICE konformen Prozesses fiir die Entwicklung von Steuergerdten beschrieben,
der ein fachdiszipliniibergreifendes Systems Engineering und einen systematischen
Ubergang in die Softwareentwicklung unterstiitzt.

Die Softwareentwicklung muss des Weiteren konform zum in der Automobilindustrie
etablierten AUTOSAR-Standard erfolgen. AUTOSAR unterstiitzt zwar die Erstellung
von Komponentenmodellen, verfiigt aber nur iiber eingeschrinkte Moglichkeiten der
Verhaltensmodellierung. Der Standard ist fiir die spdte, implementierungsnahe Soft-
wareentwicklung geeignet. Daher verwenden wir fiir die fritheren Phasen besser geeig-
nete, angepasste Modelle auf Basis der weit verbreiteten UML.

Ein groBler Teil der fiir die AUTOSAR-Modellierung benétigten Informationen ist be-
reits in den UML-Modellen vorhanden. Damit diese nicht aufwéndig und fehleranfillig
manuell ilibertragen werden miissen, haben wir eine Modelltransformation konzipiert
und im Softwarewerkzeug IBM Rational Rhapsody implementiert, die aus einem UML-
Modell automatisch ein initiales AUTOSAR-Modell generiert. Die Transformation geht
deutlich iiber verwandte Arbeiten hinaus.

Wir haben den Ansatz und insbesondere die automatische Transformation beim interna-
tional titigen Automobilzulieferer Hella KGaA Hueck & Co. in seriennahen Entwick-
lungsprojekten mit bis zu 100 Entwicklern praktisch erprobt. Dabei konnte zum einen
die Praxistauglichkeit des Ansatzes gezeigt werden. Zum anderen wurde eine Zeit- und
damit Kostenersparnis durch die Reduzierung fehleranfilliger, manueller Tatigkeiten
festgestellt. Insbesondere die Unterstiitzung verschiedener AUTOSAR-Versionen hat
sich aus Sicht eines Zulieferers als wertvoll erwiesen, um verschiedene Automobilher-
steller effizient bedienen zu konnen.
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Zusammenfassung

Industrielle Automatisierungssysteme werden aufgrund zunehmender Vernetzung und
steigender Rechenleistung immer komplexer. Dadurch wird es fiir das Anlagenpersonal
immer komplizierter, Prozessabldufe zu iiberwachen und zu optimieren. Eine Losung
fiir diese Problematik stellen intelligente Assistenzsysteme dar, die die Selbstdiagnose
und -optimierung technischer Systeme ermdglichen. In diesem Artikel werden ver-
schiedene Assistenzfunktionen dargestellt, die in Form der Toolbox proKNOWS schon
heute in industriellen Anwendungen eingesetzt werden.

Eine datengetriebene Prozessmodellierung ermdglicht den flexiblen Einsatz der betrach-
teten Assistenzsysteme in komplexen Automatisierungssystemen. In diesem Ansatz
werden Modelle diskreter und kontinuierlicher Prozessanteile, die zur Diagnose und
Optimierung verwendet werden, aus Prozessdaten gelernt. Bei groen historischen Da-
tenmengen ermoglicht die MapReduce-Technologie ein effizientes Lernen der Modelle.

Zur Erfassung der Daten kommen verschiedene Konnektoren fiir proprietire Protokolle
und Datenbanken zum Einsatz, die entweder direkt oder iiber OPC UA an die Analyse-
software angebunden werden kdnnen.

Die Prozessiiberwachung und Fehlerdetektion basiert auf dem Vergleich des mittels der
gelernten Prozessmodelle pridizierten Prozessverhaltens mit Beobachtungen des tat-
sdchlichen Prozessverlaufs. Separationsansitze ermoglichen zudem die Zuordnung er-
kannter Fehler zu einzelnen Systemkomponenten und damit eine genauere Fehlerdiag-
nose. Dariiber hinaus werden die gelernten Prozessmodelle zur Selbstoptimierung tech-
nischer Systeme eingesetzt — beispielsweise zur Optimierung industrieller Automatisie-
rungssysteme in Hinblick auf einen energieeffizienten Betrieb. Die beschriebenen As-
sistenzfunktionen wurden bereits erfolgreich in Automatisierungssystemen der Lemgoer
Smart Factory sowie in mehreren Industrieprojekten erprobt.

Schlusselworte

Intelligente Technische Systeme, Assistenzsysteme, Prozessanalyse, Optimierung,
Diagnose, Data Mining
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Self-Diagnosis and Self-Optimization of Technical Systems
based on Data-Driven Process Models

Abstract

Industrial automation systems are growing more and more complex due to increasing
computing capacities and expanding networks. These developments lead to a significant
increase of data volume. Hence, monitoring and optimization of industrial processes is
rendered more and more complex. Intelligent assistance systems provide solutions for
these challenges by allowing for self-diagnosis and self-optimization of technical sys-
tems. The proposed paper describes some assistance functions which are already em-
ployed in industrial applications.

Data-driven process modelling allows for flexible use of intelligent assistance systems
in complex automation systems. In this approach, models for process monitoring and
optimization are learnt from process data. The applied methods comprise both self-
learning of finite state machines and automatic parametrization of continuous process
models. MapReduce technology allows for an efficient learning of process models from
historical data.

Different interfaces for proprietary protocols and data bases are used for data acquisi-
tion. Data connections are directly integrated in a central infrastructure or connected via
OPC-UA.

Condition monitoring, automatic failure detection and self-diagnosis are accomplished
by comparison of predicted process behavior with observations of the real process. Fur-
thermore, separation approaches allow for the assignment of recognized failures to par-
ticular system components and thus for a more precise diagnosis. The learnt process
models are further applied for self-optimization of technical systems, e.g. for optimiza-
tion of industrial automation systems with respect to energy efficient operation. The
described assistance functions have been successfully evaluated in the Lemgo Smart
Factory and in several industrial projects.

Keywords

Intelligent technical systems / assistance systems / process analysis / optimization /
diagnosis / data mining
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Zusammenfassung

Der Lebenszyklus von Produktionssystemen besteht nach Wiendahl et. al aus den drei
Phasen Planung und Realisierung, Betrieb und Redistribution [WHWO2]. Jede Phase
enthdlt vielfdltige Aufgaben die mafigeblich vom Fach- und Erfahrungswissen der Mit-
arbeiter abhingen. In der ersten Phase werden unter anderem die Fertigungsprozesse
und -ressourcen festgelegt. Hierfiir bedarf es genauer Kenntnisse iiber die zu fertigenden
Bauteile, benotigten Prozesse und geeigneten Ressourcen selbst sowie deren Abhéngig-
keiten untereinander. In der Betriebsphase des Produktionssystems muss auf Maschi-
nenausfille oder Eilauftrige mit Um- bzw. Neuplanungen von Ressourcen reagiert wer-
den. Das bendtigte Wissen im Lebenszyklus von Produktionssystemen verteilt sich in
der Regel auf verschiedene Personen und eine Vielzahl unterschiedlicher Dokumente;
teilweise ist es auch nur implizit vorhanden. Demzufolge liegt es verteilt und unstruktu-
riert vor und eignet sich nicht fiir eine bedarfsgerechte Bereitstellung. Dariiber hinaus
fehlt eine Semantik, die das vorhandene Wissen in Beziehung setzt und durch automati-
sierte Schlussfolgerungen ergénzt. Hierfiir bieten wissensbasierte Systeme (WBS) auf
Basis von Ontologien einen vielversprechenden Losungsansatz. Diese bieten eine Sem-
antik und Inferenz zur Wissensmodellierung und ermoglichen den effizienten Zugriff
auf das benétigte Wissen. Dies verspricht eine grofle Zeitersparnis bei den Aufgaben im
Lebenszyklus von Produktionssystemen, auch im Hinblick auf die immer kiirzer wer-
denden Produktlebenszyklen. Der Beitrag beschreibt den Aufbau von drei Ontologien
fiir das Wissensmanagement im Rahmen verschiedener Aufgaben. Ferner werden die
Vorteile durch den Einsatz von Ontologien praxisorientiert anhand eines Produktions-
systems fiir eine Taschenlampe dargestellt.

Schliisselworte

Wissensbasierte Systeme, Ontologie, Produktionssystemkonzipierung, Arbeitsvorberei-
tung, Prozess- und Ressourcenmodellierung



Seite 190 Petersen, Rehage, Gausemeier, Bauer

Ontology-based knowledge processing and provision within
the lifecycle of production systems

Abstract

According to Wiendahl et al., the lifecycle of production systems consists of the three
phases planning and realisation, operation and redistribution [WHWO02]. In every phase,
many tasks significantly depend on the expertise and experiences of the involved engi-
neers. The processes and resources, for instance, are determined within the first phase of
the lifecycle of production systems. For this purpose, profound knowledge about the
components, processes and resources as well as their connections and interdependencies
is required. Within the operational phase, the resource allocation often has to be
changed after a machine break down has occurred or an urgent order has received. The
required knowledge for the lifecycle of production systems is distributed in general to
various persons and a variety of documents. Sometimes the knowledge only exists im-
plicit. As a result, it is unstructured and unsuitable for a situation-based provision. In
addition, a semantic for interrelating the knowledge and enhancing it through automated
conclusions lacks. For this purpose, knowledge-based systems (KBS) with ontologies
offer a promising approach. KBS provide a semantic and an inference for knowledge
modelling and allow an efficient access to the knowledge. Thus, production systems can
be adapted and rescheduled faster, which provides a great time saving with regard to the
decreasing product lifecycles. For this purpose, the schema and application of three on-
tologies as part of the knowledge management for specific tasks within the lifecycle of
production systems is described in this paper. Furthermore, the advantages due to the
practical use of the ontologies are shown based on the production system of a flashlight.

Keywords

Knowledge-Based Systems, Ontology, Conceptual Design of a Production System,
Work Planning, Modelling of Processes and Resources
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1 Ausgangssituation und Handlungsbedarf

Kiirzere Produktlebenszyklen zwingen die produzierenden Unternechmen ihre Produkte
immer schneller auf den Markt zu bringen. Daraus resultiert die Herausforderung, die
Zeit bis zum Produktionsanlauf signifikant zu verkiirzen. Dies erfordert eine schnellere
Entwicklung des zugehorigen Produktionssystems. Gleichzeitig werden Innovationen
zunehmend in kleineren evolutionidren Schritten am Markt eingefiihrt. Der geringere
Innovationsgrad bei einem Produktwechsel ermdglicht die Wiederverwendung zahlrei-
cher Module im neuen Produkt und ebenso im benétigten Produktionssystem. Prozesse
und Ressourcen miissen nicht grundlegend neu konzipiert werden [ASS06]. Dabei
nimmt die Komplexitit der Produktionssysteme aufgrund der steigenden Komplexitit
der Produkte zu; eine zunehmende Herausforderung fiir Unternehmen. Dem kann nur
mit einer durchgéngigen Wissensaufbereitung und -bereitstellung im Lebenszyklus von
Produktionssystemen entgegengewirkt werden. Basierend auf der Darstellung der Le-
benszyklen im folgenden Abschnitt werden die Bedeutung und die Herausforderungen
fiir die Nutzung von Fach- und Erfahrungswissen beschrieben. Ferner werden Ontolo-
gien als geeigneter Losungsansatz vorgestellt.

1.1 Lebenszyklus von Produktionssystemen

Der Lebenszyklus eines Produktionssystems besteht aus den drei Hauptphasen Planung
und Realisierung, Betrieb und Redistribution. Die Phase Planung und Realisierung um-
fasst alle Entwicklungstétigkeiten von der Konzeption des Produktionssystems bis zum
Anlaufen der Produktion. Danach beginnt die Betriebsphase des Produktionssystems,
welche mit dem Riickbau (Redistribution) endet [WHWO02]. Das 3-Zyklenmodell der
Produktentstehung nach GAUSEMEIER UND PLASS konkretisiert die Phase Planung und
Realisierung in weitere Schritte. In der Produktionssystemkonzipierung wird das ganz-
heitliche Produktionssystemkonzept festgelegt, welches in der Arbeitsplanung domé-
nenspezifisch ausgearbeitet und anschlieBend zu einem Gesamtsystem integriert wird
[GP14]. Die Wertschopfung des Produktionssystems wird im Wesentlichen durch die
Phasen der Produktionssystemkonzipierung bis einschlieBlich des Betriebs beeinflusst.
Diese Phasen liegen im Fokus des Beitrags und sind in Bild 1 dargestellt. Die Entwick-
lung von Produkt- und Produktionssystem erfolgt nach dem 3-Zyklenmodell der Pro-
duktentstehung parallel [GP14], die gegeniiberliegenden Phasen im Bild sollen dies
verdeutlichen.

1.2 Wissen im Lebenszyklus von Produktionssystemen

Die Globalisierung der Unternehmen und deren Produktion haben Auswirkungen auf
das fiir Planung und Betrieb von Produktionssystemen notwendige Wissen. Dieses liegt
zunehmend verteilt iiber Unternehmens- und Léndergrenzen hinweg vor, in den Kdpfen
einzelner Personen als auch in einer Vielzahl unterschiedlicher Dokumente. Die von
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Industrie 4.0 geforderte Vernetzung der Produktion erfordert eine Harmonisierung und
einen starkeren Austausch von Informationen und Wissen. Die Durchdringung der Pro-
duktion mit Informations- und Kommunikationstechnologie (IKT) fiihrt zu einem An-
stieg des verfiigbaren Wissens iiber die Produktion. Dieses verteilte und unstrukturierte
Wissen gilt es aufzubereiten, um es bedarfsgerecht im Lebenszyklus eines Produktions-
systems bereitzustellen. Dariiber hinaus bedarf es einer Semantik, die das vorhandene
Wissen in Beziehung setzt und durch automatisierte Schlussfolgerungen ergénzt. Hier-
fiir bedarf es addquater Wissens-, Planungs- und Erkldrungsmodelle [FA13]. Die Wis-
sensmodelle enthalten die bendtigten Informationen in einer formalen und ggf. auch
semantischen Struktur. Die Planungsmodelle nutzen diese Wissensbasis fiir die (teilau-
tomatisierte) Losung von konkreten Planungs- und Aufgabenstellungen, wie z.B. die
Synthese von Ressourcen fiir eine gegebene Prozesskette. Je hoher der Automatisie-
rungsgrad dieser Planungsmodelle ist, desto wichtiger werden Erkldrungsmodelle, die
den Anwender beim Nachvollziehen einer Losung unterstiitzen.

1.3 Ontologien als Losungsansatz fiir die Wissensmodellierung

Ein Losungsansatz fiir Wissensmodelle zur Aufbereitung und bedarfsgerechten Bereit-
stellung von Wissen im Lebenszyklus von Produktionssystemen sind Ontologien. Die
Planungsmodelle generieren situationsabhéngige Anfragen an die Ontologie und berei-
ten das Ergebnis fiir den Anwender auf.

Entwicklung Produkt Entwicklung und Betrieb
~ Produktionssystem
Produktkonzipierung ProSysCo-Ontologie Produktionssystemkonzipierung
N2 Stratﬁg[telk?]nforme, Prinziplésung des Wieder- Auswahl und = Strategie!(onforme,
-( Ig%anz eitliche Produktes verwendung /| Synthese ganzhesitliche Produk-
roduktkonzeption tionskonzeption

-

%
N =
Entwurf und Ausarbeitung SynPro-Ontologie Arbeitsplanung

Arbeits- Arbeits- Material- Arbeits-
technik technik Bauteilgeometrie ablauf- statten- fluss- mittel-
iy @ ! Bautel egrkstoff >é;:tmr/]2t;leund> ( Zuordnung > <:> planung | | planung || planung | | planung

N\
Produktionssystemintegration

o Verifiziertes U , = Verifiziertes
Gesamtsystem Produktionssystem

InVor-Ontologie

> Anpassung> (/é\;smaer;und>

Legende NC-Programm
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= Nutzung, Wartung und
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Eingangs- Prozesse ) (Ressourcen
informationen

Bild 1: Einordnung der Ontologien des Beitrags in den Lebenszyklus von Produktions-

Systemen
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Bild 1 zeigt die Phasen der Produktentwicklung und stellt diese den Phasen des Lebens-
zyklus von Produktionssystemen gegeniiber. Die drei Ontologien des Beitrags sind in
der Mitte des Bildes den Phasen zugeordnet. Die Ontologien ermoglichen eine gezielte
Bereitstellung von Wissen und Unterstiitzen die Aufgaben wihrend der Entwicklung
und dem Betrieb des Produktionssystems. Die bedarfsgerechte Wissensbereitstellung
erfolgt durch die Verarbeitung von Informationen aus der Produktentwicklung und den
vorhandenen Zwischenergebnissen durch die jeweiligen Planungsmodelle. Die Pfeile in
Bild 1 symbolisieren diesen uni- bzw. bidirektionalen Informationsaustausch.

Die Grundlagen der semantischen Wissensreprasentation und deren Einsatz in der Pro-
duktion werden in Kapitel 2 erldutert. Kapitel 3 bildet den Kern dieses Beitrages und
umfasst die Vorstellung der drei Ontologien sowie deren Einordnung in den Lebenszyk-
lus von Produktionssystemen. In Kapitel 4 werden Anwendung und Nutzen der Ontolo-
gien am Beispiel einer Taschenlampe aufgezeigt.

2 Semantische Technologien fur das Wissensmanagement

Das Wissensmanagement befasst sich mit dem Erwerb, dem Transfer, der Speicherung
und der Nutzung von Wissen [VDI5610]. Wissensmanagementsysteme (WMS) sind
nach LEHNER 2014 Softwaresysteme, die idealerweise die Identifikation, den Erwerb,
die Entwicklung, Verteilung, Bewahrung und Bewertung von Wissen sowie das organi-
satorische Lernen und die organisatorische Effektivitit unterstiitzen [Leh14]. Beispiele
fiir WMS sind Dokumentenmanagementsysteme, Groupwaresysteme und die im World
Wide Web verbreiteten Wikis. Diese dienen oftmals vorrangig dem Erwerb, der Spei-
cherung und dem Transfer von Wissen und stellen Schnittstellen fiir eine Weiterverar-
beitung des Wissens durch externe Softwarewerkzeuge zur Verfiigung.

Wissensbasierte Systeme (WBS) als Untergruppe der WMS gehen einen Schritt weiter.
Diese Systeme stellen das Fachwissen eines bestimmten Anwendungsbereichs dar und
setzen es gezielt zur Problemlosung ein. Sie bestehen aus einer Wissensbasis und der
Problemlésungskomponente. In der Wissensbasis wird das Fachwissen maschinenver-
standlich dargestellt. Anfragen an das System werden durch die Problemldsungskom-
ponente verarbeitet und Schliisse aus den vorliegenden Fakten gezogen. In kon-
ventionellen WBS liegt dieses Fachwissen als Datenstrukturen und das Losungswissen
als Algorithmen im Quellcode vor. Zur Anpassung oder Erweiterung des Fachwissens
ist somit Programmieraufwand erforderlich [Kur89].

Einen Briickenschlag zwischen WMS und WBS verspricht die Weiterentwicklung der
Inhalte im World Wide Web, hin zu einer auch fiir Maschinen verstindlichen Darstel-
lung. Bei dem als Semantik Web bezeichneten Konzept [BHLO1] werden die Informati-
onen von vorherein so aufbereitet, dass sie durch Maschinen verarbeitet werden konnen
[HKR+08]. Die fiir die Umsetzung bendtigten semantischen Technologien [PB06] um-
fassen u.a. Wissensreprasentationssprachen zum Aufbau von Ontologien sowie Werk-
zeuge und Planungsmodelle fiir deren Erstellung und Anwendung. Abseits des Einsat-
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zes im World Wide Web werden Ontologien vermehrt fiir das industrielle Wissensma-
nagement eingesetzt [Bai08], [HKR+08].

21 Begriffsbestimmung Ontologie

In der Informatik wird darunter ein formales Représentationsmodell fiir Begriffe ver-
standen. Eine Ontologie stellt ein definiertes Vokabular zur Verfiigung, um die Bedeu-
tung von Objekten in einem Wissensbereich zu spezifizieren. Sie liefert die Grundlage
fiir ein gemeinsames Verstdndnis iiber einen Bereich, fiir Schlussfolgerungen und fiir
die Wiederverwendung von Wissen [GL02]. Die Bestandteile einer Ontologie sind
Klassen (Konzepte), Instanzen von Klassen, Eigenschaften/ Restriktionen und Axiome.
Mittels der formalen und expliziten Spezifikation wird die Konzeptualisierung in eine
maschinenverstidndliche Sprache iiberfiihrt [SS09], [PB06]. Nach der semantischen
Ausdrucksstiarke werden zwei Typen von Ontologien unterschieden: Leichtgewichtige
(lightweight) Ontologien verwenden keinen oder nur sehr wenige Restriktionen zur
Spezifikation der Objekte, z.B. fiir einen Glossar. Schwergewichtige (heavyweight)
Ontologien beinhalten zusdtzlich Axiome und Restriktionen, wodurch Aussagen {iber
Objekte weiter eingrenzt und Schlussfolgerungen ermdéglicht werden (Pradikatenlogik).

Eine weitere Unterteilung ergibt sich anhand der Spezialisierung, d.h. dem betrachteten
Bereich und Detaillierungsgrad einer Ontologie. Sogenannte Top-Level-Ontologien
definieren Konzepte, die in verschiedenen Wissensbereichen verwendet werden und so
den Informationsaustausch zwischen den Bereichen unterstiitzen. Core-Ontologien um-
fassen Konzepte, die in mehreren (dhnlichen) Bereichen zum Einsatz kommen. Fach-
spezifische Ontologien, die einen bestimmten Bereich detailliert beschreiben, werden
als Domain-Ontologien bezeichnet [Obe06], [Gua97].

2.2 Stand der Technik

Der modulare Aufbau von Ontologien bietet ein gro3es Potential zur Beschreibung der
vielfdltigen Wissensquellen im Lebenszyklus von Produktionssystemen. Zusétzlich er-
moglicht die maschinenverstdndliche Wissensmodellierung verschiedene Schlussfolger-
ungen basierend auf dem enthaltenen Expertenwissen, bspw. die Komposition und Kon-
figuration von Prozessen und Ressourcen [MDO09] oder die selbststindige Abwigung
von Handlungsalternativen [SS12]. Dies ermdglicht die Automatisierung von zeit-
intensiven und wiederkehrenden Aufgaben der Mitarbeiter durch ein WBS.

In den letzten Jahren entstanden in diesem Bereich bereits einige prototypische Ontolo-
gien [SEG+10]. Das Einsatzfeld umfasst stets einzelne Aspekte wie das Supply-Chain-
Management, z.B. durch die Suche geeigneter Sub-Unternehmer [Ame07], [NX13]; die
semantische Modellierung von Produktionssystemen zur diszipliniibergreifenden Zu-
sammenarbeit [FKV14], [LSD+06]; die Entwicklungs- und Planungsunterstiitzung z.B.
durch Wiederverwendung von Wissen [Loh06], [Har10] oder die Selbststeuerung von
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Systemen auf Basis von Expertenwissen z.B. von logistischen Prozessen [Berl1]. Die
Wissensmodellierung umfasst hierzu Fach- und Erfahrungswissen tiber die Produktions-
ressourcen (Maschinen, Werkzeuge etc.) und den darauf ausfiihrbaren Prozessen (Pro-
duktions-, Logistik- und Hilfsprozesse) sowie den auf diese Weise herstellbaren Bautei-
len bzw. Produkten. Ergédnzt wird dieses Wissen durch die kausalen Zusammenhinge
zwischen den Objekten; beispielsweise die maximal herstellbaren Bauteilmafe aufgrund
des Bauraums einer Maschine. Die Ontologien gliedern sich daher typischerweise in die
drei Top-Level-Konzepte Produkt, Prozess und Ressource. Diese werden durch weitere
Unterkonzepte genauer beschrieben. Die Domain-Ontologien greifen héufig auf weitere
Core-Ontologien zuriick um die Konzepte durch standardisierte Geometrieangaben,
Parameter, Schnittstellen und MaBeinheiten néher zu beschreiben [MD09].

3 Ontologien im Lebenszyklus von Produktionssystemen

Wie im Kapitel 1.1 dargestellt, entsteht die wesentliche Wertschdpfung eines Produkti-
onssystems in den ersten beiden Hauptphasen des Lebenszyklus (Planung und Realisie-
rung, Betrieb). Um die aufgezeigten Potentiale von Ontologien bei der Wissens-
aufbereitung und -bereitstellung im Lebenszyklus von Produktionssystemen erschlieBen
zu koénnen wurden drei Ontologien entwickelt. Jede Ontologie fokussiert dabei eine an-
dere Aufgabe aus den Lebenszyklusphasen (siehe Bild 1).

Die Ontologie ProSysCo fokussiert die Produktionssystemkonzipierung und ermoglicht
die Wiederverwendung und Parametrierung von Produktionsprozessen sowie die Syn-
these geeigneter Ressourcen fiir diese Prozesse. Im Rahmen der Arbeitsplanung kénnen
mit Hilfe von SynPro Herstellprozessketten fiir funktional gradierte Bauteile syntheti-
siert und die dafiir notwendigen Ressourcen zugeordnet werden. Die dritte Ontologie
unterstiitzt die Arbeitsvorbereitung und den Betrieb bei der Auswahl der wirtschaft-
lichsten, verfligbaren Ressourcen.

Im Folgenden werden Aufbau und Funktionsweise der Ontologien erldutert. Diese ba-
sieren alle auf dhnlichen Top-Level-Konzepten; auBerdem nutzen sie identische Core-
Ontologien, wie die QUDT-Ontologie [HK11-o0l] zur Modellierung von Mengen und
Einheiten. Auf diese Weise konnen die Ontologien ggf. spiter nach dem Bottom Up-
Ansatz zusammengefiigt werden, um komplexere Fragestellungen zu 16sen.

3.1 Ontologie ProSysCo

Die Ontologie ProSysCo (Ontology for Production System Concept) dient als Grundla-
ge fiir den Aufbau eines Planungswerkzeugs zur Produktionssystemkonzipierung. Das
Werkzeug bietet dem Anwender Zugriff auf bendtigtes Fach- und Losungswissen wahr-
end der grafischen Modellierung des Produktionssystems. Der Aufbau der Ontologie
orientiert sich an den abzubildenden Aspekten und Elementen eines Produktionssys-
tems. Diese wurden von REYES-PEREZ in einer Spezifikationstechnik fiir Produktions-
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systeme festgelegt und von NORDSIEK und BRANDIS erweitert [Rey11], [Nor12], [Bral4].
Die Ontologie umfasst die Bereitstellung von Informationen iiber bekannte Materialel-
emente, Prozesse und Ressourcen sowie das Abfragen von Standardparametern oder
zusitzlich erforderlichen Elementen des Produktionssystems. Bild 2 zeigt das Schema
der Ontologie mit den Klassen und Relationen. Die Modellierung von spezifischen Ma-
terialelementen, Prozessen und Ressourcen erfolgt durch Instanzen der Klassen.

| Produkt | Arbeiter
| Ronhteil | Werkzeug
| Zwischenzustand | Gerat
Materialelement - - - besitzt - -> Parameter Nebenressource
Ein- und Ausgangselemente Quantitative und qualitative Betriebsmittel welche fiir die
von Prozessen Beschreibung von Merkmalen Umsetzung von Prozessen
N T AN bendtigt werden
1 ! 1
besitzt , — — — besitzt - — — ! L — — besitzt - — —
1
. v !
Prozess < - - realisiert - - 1 Hauptressource 4|>| Ressource
Prozessschritte sowie aggre- Betriebsmittel zur Umsetzung
gierte Prozessfolgen mit fester von Prozessen und prozessab-
Reihenfolge hangige Zuordnung einer oder
mehrerer Nebenressourcen
| Herstellungsprozess | Maschine Legende
| Montageprozess | Speichersystem I
—> Generalisierung
| Logistikprozess | Transportsystem - — - —> Relation

Bild 2:  Ontologie ProSysCo zur Prozessauswahl und Ressourcensynthese

Die Unterstiitzung wihrend der Modellierung auf Prozessebene umfasst zwei Arten von
Suchanfragen:

1) Klassifizierung und Parametrierung von Materialelementen und Prozessen: Fiir
eine gegebene Grundklasse (z.B. Prozess) werden mdgliche Unterklassen (z.B. Monta-
geprozess) zur Konkretisierung aus der Taxonomie ermittelt. Parallel werden auch vor-
handene Instanzen einer Klasse abgerufen. Diese liefern spezifische Beschreibungen
von Materialelementen oder Prozessen, bspw. fiir standardisierte Bauteile oder vorkon-
figurierte Fertigungsprozesse. Die vorhandenen Instanzen konnen vom Nutzer ausge-
wihlt und deren Parameter angepasst werden. Alternativ kann eine neue Instanz erstellt
werden. Hierfiir werden die Parameter aus der Klasse iibernommen, welche vom Nutzer
spezifiziert werden miissen.

2) Ermittlung von Prozessfolgen zur Herstellung eines Materialelements: Auf Basis
der Instanzen und des gewiinschten Ausgangsmaterialelements (z.B. Halbzeug) der zu-
gehorigen Klasse sowie dessen Parameter und optional der Klasse eines bekannten Ein-
gangsmaterialelements (z.B. Rohteil) werden geeignete Prozesse gesucht. Diese miissen
den gleichen Klassen wie die Aus- und ggf. Eingangselemente zugeordnet sein und die
gleichen Parameter aufweisen. Im Vergleich zu den Fertigungsprozessen sind die Kon-
zepte zur Modellierung der Ressourcen deutlich umfangreicher. Diese umfassen Haupt-
und Nebenressourcen, komplexe Ressourcen aus mehreren Hauptressourcen unter-
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schiedlicher Klassen sowie Ressourcenkonfigurationen. Eine Ressourcenkonfiguration
besteht aus genau einer Hauptressource sowie mindestens einer Nebenressource. Hier-
durch kann eine Prozess-Instanz (z.B. Frisen eines Standardbauteils) der erforderlichen
Kombina-tion, beispielsweise aus CNC-Frasmaschine, der bendtigten Werkzeuge und
Vorrichtung, zugeordnet werden.

Die Unterstiitzung wéhrend der Modellierung auf Ressourcenebene umfasst drei unter-
schiedliche Suchanfragen:

1) Suche geeigneter Fertigungs- und Montagesysteme: Aus den spezifizierten Instan-
zen und den darin festgelegten Parametern, Merkmalen und Gestaltangaben ergibt sich
fiir jeden Prozess eine Liste geeigneter Ressourcen.

2) Suche geeigneter Transportsysteme: Der Materialfluss ergibt sich aus den Ferti-
gungsprozessen. Dieser wird durch Logistikprozesse und zu transportierende Material-
elemente spezifiziert. Analog zu 1) erfolgt die Suche nach geeigneten Transport-
systemen.

3) Ermittlung der Nebenressourcen: Zur Erginzung einer gegebenen Hauptressource
werden notwendige Werkzeuge, Hilfsmittel und Werker abgerufen. Die benétigten Ne-
benressourcen ergeben sich aus den in 1) gewihlten Ressourcen.

Zusétzlich wird der Anwender bei der richtigen Modellierung der unterschiedlichen
Produktionssystemaspekte unterstiitzt. Hierzu enthilt die Ontologie eine Reihe von Mo-
dellierungsregeln, welche das Planungswerkzeug verarbeitet, um die formal richtige
grafische Modellierung durch den Anwender sicherzustellen. Beispielsweise muss jeder
Prozess iliber Ein- und Ausgangsmaterialelemente verfiigen, Montageprozesse jedoch
iiber mindestens zwei Eingangsmaterialelemente.

3.2 Ontologie SynPro

Die Planung resp. Synthese von Herstellprozessketten fiir ein Bauteil ist von den Ab-
hiangigkeiten und Wechselwirkungen zwischen Bauteil und Prozess bzw. zwischen den
Prozessen selbst geprigt. Dies gilt insbesondere bei thermo-mechanisch gekoppelten
Prozessen, bspw. zur Herstellung funktional gradierter Bauteile. Funktionale Gradie-
rung beschreibt die gezielte Verdnderung der Mikrostruktur eines Werkstofts zur Ein-
stellung von makroskopischen Bauteileigenschaften (Hérte etc.). Das Ziel ist ein defi-
nierter Eigenschaftsverlauf iber mindestens eine rdumliche Dimension. An unterschied-
lichen Stellen im Bauteil entstehen so scheinbar widerspriichliche Eigenschaften, die
allerdings die spatere Funktion des Bauteils unterstiitzen. Funktional gradierte Bauteile
stellen eine ressourcenschonende Alternative fiir moderne Verbundwerkstoffe dar
[SMBO09]. Jedoch werden fiir Synthese und Optimierung der erforderlichen Herstellpro-
zessketten neue Methoden und Werkzeuge bendtigt. Hierfir wird eine Planungsumge-
bung basierend auf der Ontologie SynPro (Synthesis of Process chains) entwickelt.
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Architektur und genereller Ablauf der Planungsumgebung sind in Bild 3 dargestellt. Die
Planungsumgebung besteht aus drei Modulen und unterstiitzt den Anwender von der
Bauteilbeschreibung bis zur Spezifikation der finalen Herstellprozesskette [ BGH+13].

Planungsumgebung

= Bauteil- Expertensystem Modellbildung und o
3 beschreibung Prozesskettenoptimierung E
= U Wissensbasis N[ Modellbildung #
[a] / g
MRS Ll et A )
A o
$ O & :
— Alternative Optimierte | =
5 //// Prozessketten Pr%zessparameter | g
= Syntheseverfahren Optimierung =
% -‘:J‘: ' —|| L\ Par. 1 é
© o H - » Par. 2 N
m g % Par. 3 Q
R (7]

o

Legende
- Ein- und Ausgangsinformationen |:> Informationsaustausch - Ablauf

Bild 3: Planungsumgebung zur Synthese und Optimierung von Herstellprozessketten
fiir funktional gradierte Bauteile

Das CAD-Modell des Bauteils bildet mit den Bauteileigenschaften die Eingangsinfor-
mationen fiir die Planungsumgebung. Im Rahmen der Bauteilbeschreibung wird das
CAD-Modell in kleine quadratische Volumenelemente (Voxel) unterteilt, um die Gra-
dierung im Bauteilinneren beschreiben zu kénnen [BDG11]. Das Expertensystem be-
steht aus einer Wissensbasis und Syntheseverfahren. Die Wissensbasis enthélt alle In-
formationen zu den Herstellprozessen, Ressourcen und Materialeigenschaften. Diese
Informationen miissen strukturiert und zueinander in Beziehung gesetzt werden, um
Schlussfolgerungen und eine automatisierte Verarbeitung zu ermdglichen. Ebenso miis-
sen auch die vielfdltigen Wechselwirkungen beriicksichtigt werden [BGH+13]. Hierfiir
wird die Ontologie SynPro als Wissensbasis eingesetzt. Auf Grundlage der Wissensba-
sis schldgt das Syntheseverfahren mogliche Prozessketten zur Herstellung eines funkti-
onal gradierten Bauteils vor. Die Optimierung der Prozessparameter jeder alternativen
Prozesskette erfolgt anschlieBend im Modul Modellbildung und Prozessketten-
optimierung. Dazu muss fiir jeden einzelnen Prozessschritt wihrend der Modellbildung
ein computerbasiertes Ersatzmodell erstellt worden sein. Diese Modelle werden dann im
Hinblick auf die Bauteilbeschreibung hierarchisch entlang der Prozesskette optimiert
[Wagl3]. AnschlieBend wird die Prozesskette ausgewihlt, die das Bauteil im Hinblick
auf die Beschreibung am besten herstellen kann. Diese wird dem Planer mit Hilfe einer
Spezifikationstechnik zusammen mit den optimierten Prozessparametern fiir weiterfiih-
rende Planungen zur Verfiigung gestellt [PBH+14].

Die Basis fiir die Synthese der Prozessketten bildet die Ontologie SynPro, welche in
Bild 4 schematisch dargestellt ist. Das Schema zeigt die wichtigsten Klassen mit den
entsprechenden semantischen Beziehungen. Einige Klassen besitzen fiir eine genauere
Modellierung Unterklassen. So wird die Klasse Prozess bspw. in Hilfsprozess und Fer-
tigungsprozess unterteilt, da letztere im Fokus der Synthese stehen. Die Relationen im
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Bild zeigen lediglich die allgemeingiiltigen Beziehungen zwischen den Klassen. Ab-
hingigkeiten oder Wechselwirkungen treten aber oft nur unter ganz bestimmten Vo-
raussetzungen auf, daher werden diese iiber Regeln abgebildet. Besondere Bedeutung
kommt dabei den (Material-)Eigenschaften zu, von denen das Ergebnis eines Prozesses
am starksten abhéingt. Diese definieren ob zwei oder mehrere Prozesse kombiniert wer-
den konnen und werden daher ebenfalls iiber Regeln abgebildet. Die Ontologie enthilt
Konzepte um alle Informationen aus der Bauteilbeschreibung ablegen zu konnen (CAD-
Modell iiber Geometrie, Anforderungen als Eigenschaften etc.), da diese das Ergebnis
der Herstellprozesskette definieren. Auf Basis dieser Informationen werden anschlie-
Bend geeignete Herstellprozessketten synthetisiert. Dazu wird zuerst ein neues Material-
element flir das geforderte Bauteil erstellt und in die Ontologie integriert. Im Anschluss
wird die Ontologie inferiert, um Fehler erkennen und Schliisse ziehen zu konnen. Da-
nach werden alle Prozesse die das Bauteil herstellen konnen abgefragt und entsprechend
ihrer Eignung zur Herstellung aller geforderten Materialeigenschaften in eine Rangfolge
gebracht. Die vielversprechendsten Prozesse werden als Kernprozesse abgespeichert.
Darauf aufbauend versucht die Planungsumgebung die vom jeweiligen Kernprozess
noch nicht vollumfanglich erfiillten Anforderungen durch Abfrage und Verkniipfung
neuer Prozesse zu minimieren. Dabei werden sowohl die Relationen als auch die Regeln
iiberpriift, um die Konsistenz der Prozessketten gewéhrleisten zu kdnnen. Beinhaltet
eine Prozesskette zwei inkompatible Prozessschritte, so wird diese in zwei Prozessket-
ten mit jeweils nur einen der beiden Prozessschritte aufgespalten. Prozesse bendtigen
Prozessgroflen, um Materialelemente verarbeiten zu konnen. Diese werden von den
Ressourcen bereitgestellt. Ressourcen bzw. deren Fiahigkeiten werden durch Werkzeuge
konkretisiert. So wird bspw. die endgiiltige Bauteilgeometrie einer Presse liber deren
Werkzeuge festgelegt. Daher finden weitere Abfragen zu den Ressourcen und Werk-
zeugen statt.

ProzessgroRe < -~ liefert - - - Ressource F - - bendtigt - - > Werkzeug
Physikalische GréRen, die Fertigungsmittel zum Ausfiihren . Werkzeuge der Ressourcen
von den Ressourcen bereitge- von Prozessen (Dreh- und Fras- [<~ ~ €rweitert — - =1 (Reindom, Maskierblech etc.)
stellt werden (Druck etc.) zentrum etc.)

T
/\'\ flihrt aus
I A4
L - - bendtigt - - - - - - Prozess - - verarbeitet - >| Material
Hilfsprozess « Fertigungs- und Hilfsprozesse _ _ | Industriell eingesetzte Material-
Transport- und Handling- | | !~ 77" « verarbeiten Materialelemente -1 ien (SG30/30, 16MnCr5 etc.)

prozesse (,Bauteil drehen” etc.)

" A
: r-besitzt - - M - o o oo - besteht aus
‘ !
Fertigungsprozess ! |- - - - ™ - besitzt- -~ - - - AR Materialelement
|
Fertigungsprozesse klassifiziert I : : I bestenht aus « Rohteile
nach DIN 8580 (Urformen etc.) : | ! : . A2 » Zwischenerzeugnisse
ARVARY | Geometrie « Bauteile / Endprodukte
Eigenschaft : « Gestalt des Materialelements T best r‘“
. i I esteht aus
Material- und Bauteileigen- erzéugt klassifiziert nach AfHEY [AShO7]L- _ pesitzt - - - I
schaften (Harte, Duktilitat etc.) | | A%
N V - -besteht aus - >, Feature
: -

Legende definiert Eiognschattsveriaul Geometrische Grundkérper aus
[ Kasse - 3D-Verlauf einer Eigenschaft < - - besitzt - - - denen die Gestalt eines kom-
—> Generalisierung Uber das Bauteilvolumen plexen Bauteils modelliert wird
— = = => Relation (linear, spharisch etc.) (Zylinder, Platte etc.)

Bild 4:  Schema der Ontologie SynPro zur Synthese von Herstellprozessketten




Seite 200 Petersen, Rehage, Gausemeier, Bauer

Die Planungsumgebung basiert auf den Arbeiten des Teilprojekts D5 aus dem Sonder-
forschungsbereich (SFB) Transregio 30. Ziel des Teilprojekts ist die Synthese und mul-
tikriterielle modellgestiitzte Optimierung von Herstellprozessketten fiir funktional gra-
dierte Bauteile.

3.3 Ontologie InVor

Bei der Herstellung von Werkstiicken mit geringen Stiickzahlen wird die bendtigte Fle-
xibilitdt durch numerisch gesteuerte Werkzeugmaschinen erreicht [AR11]. Zur Be-
arbeitung eines breiten Spektrums von Werkstiicken sind oft mehrere NC-Maschinen
mit unterschiedlichen Eigenschaften in der Fertigung vorhanden. Bei der Auswahl einer
geeigneten Maschine nutzen die Mitarbeiter ihr Fach- und Erfahrungswissen. Die Ent-
scheidung erfolgt in der Regel nach technischen Gesichtspunkten fiir eine wahrschein-
lich geeignete Maschine. Im Hinblick auf die Maschinenauslastung und -stundenkosten
ist dies jedoch nicht unbedingt die wirtschaftlichste Wahl. Danach erfolgt die rechner-
unterstiitzte Ubersetzung der Werkstiickgeometrie in einzelne Maschinenoperationen im
Rahmen des CAM-Prozesses (Computer-Aided Manufacturing) [DA09]. Diese sind ab-
hingig von der Maschinensteuerung, den -achsen und weiteren Eigenschaften. Das Er-
gebnis ist ein maschinenspezifisches NC-Programm, welches nur an der vorgesehenen
Maschine korrekt ausgefiihrt wird [ZNN11].

In der Fertigung fiihren Maschinenstérungen oder Eilauftrige zu kurzfristigen Ander-
ungen der Kapazititen. Damit Verzogerungen in den folgenden Fertigungsschritten ver-
mieden werden, gilt es die geplanten Auftrige moglichst schnell auf alternative Ma-
schinen zu verteilen. Ein geeigneter Ansatz ist die Zuordnung mehrerer Maschinen fiir
jeden Fertigungsschritt im Voraus. Hierflir wird ein ontologiebasiertes Entscheidungs-
system zur automatisierten Selektion und Validierung alternativer NC-Frasmaschinen
im Rahmen einer intelligenten Arbeitsvorbereitung (Ontologie InVor) vorgestellt. Dies
ermoglicht die Wahl der wirtschaftlichsten Maschine und moglicher Alternativen basie-
rend auf den Anforderungen des erstellten NC-Programms. Ein schneller Maschinen-
wechsel bei verdnderten Kapazititen wird durch die spezifische Ausprigung des NC-
Programms verhindert. Daher erfolgt eine Anpassung des NC-Programms an die Eigen-
schaften der neuen Maschine, wenn dies automatisiert moglich ist. Vor der Freigabe
eines NC-Programms erfolgt zur Absicherung ein Testlauf auf einer virtuellen Werk-
zeugmaschine.

Kern des Entscheidungssystems ist eine Ontologie zur Suche alternativer Frasmaschi-
nen. Die Ontologie enthilt formalisiertes Wissen der Arbeitsvorbereitung und Maschi-
nenbediener, beispielweise liber die unterschiedlichen Féahigkeiten und Einsatzmoglich-
keiten der Maschinen sowie die Zusammenhénge zwischen Anforderungen und Ma-
schineneigenschaften. Eine schematische Darstellung der Ontologie mit den relevanten
Konzepten und Relationen zeigt Bild 5. Die Konzepte entsprechen weitestgehend den
Maschinenkomponenten; Relationen zwischen den Konzepten bilden die iibergreifende
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Kinematik und logische Zusammenhénge ab. Diese sind durch weitere Konzepte bzw.
Relationen detailliert. In Bild 5 sind die Dreh- und Linearachsen als Unterklassen von
Achsen dargestellt, die Generalisierungs-Beziehung bringt dies zum Ausdruck. Aus
dem modellierten Wissen ergeben sich implizit die Bearbeitungsfiahigkeiten der Ma-
schine. Die Basisfiahigkeiten werden mit Hilfe von Regeln explizit als Konfigurationen
einer Maschine modelliert. Beispielweise kann der Arbeitsraum von einem nicht dre-
henden Werkstiick besser ausgenutzt werden. Eine Regel definiert daher eine Konfigu-
ration der Maschine mit effektiv groBerem Arbeitsraum, wenn auf die Nutzung eines
Drehtisches verzichtet wird. Weitere Regeln stellen die Beziehung zwischen Anforde-
rungen des NC-Programms und den Maschinenparametern her, hier besteht selten eine
direkte 1:1-Beziehung. Zum Beispiel ergibt sich die benétigte Arbeitsraumhdhe aus den
Verfahrwegen des NC-Programms und den Werkstiickabmaflen. Die Anfrage an die
Ontologie enthélt die Anforderungen bzw. Parameter aus dem NC-Programm sowie die
Werkstiickbeschreibung. Die Antwort liefert als Ergebnis geeignete Maschinen, deren
Konfiguration und Parameter. Die Anforderungen konnen auch aus einem CAD-Modell
abgeleitet werden, um eine addquate Maschine im CAM-Prozess auszuwahlen.

Fahigkeitsprofil <— unterstiitzt — Maschine besitzt Steuerung
Beschreibung von alternativen 2: C o Maschineneigenschaften und Spezifischer Steuerungstyp
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Bild 5:  Schema der Ontologie InVor zur Auswahl alternativer Frismaschinen

Die Implementierung erfolgt in einem Forschungsprojekt des Spitzenclusters it‘'s OWL
mit DMG MORI. Ziel ist die Nutzung virtueller Werkzeugmaschinen zur Optimierung
von spanenden Fertigungsprozessen [RGB+13]. Nach der Evaluierung des Systems fiir
Frasmaschinen wird die Betrachtung weiterer Werkzeugmaschinen angestrebt.

4 Anwendungsbeispiel »Produktion einer Taschenlampe«

Der Einsatz der drei vorgestellten Ontologien wird anhand der Konzipierung und Pro-
duktion einer Taschenlampe demonstriert. Zunédchst wird der Demonstrator vorgestellt,
anschlieend folgen die Ergebnisse und Vorteile durch den Einsatz der Ontologien.
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4.1 Demonstrator »Taschenlampe«

Fir die Taschenlampe wurde eine Prinziplosung in Anlehnung an PAHL ET AL.
[PBF+07] erstellt. Fiir eine detaillierte Beschreibung der Prinziplésung wird auf
PETERSEN ET AL. [PBG+14] verwiesen. Die Gestalt der Taschenlampe ist in Bild 6
dargestellt. Es zeigt die drei Eigenfertigungsteile sowie die Zukaufteile (ZT).

Fixierungsring mit Flaschenoffner
LED-Modul (ZT)

Lampenkopf \:-A \
Griffstick mit R&ndelmuster Glasscheibe (ZT)
b .W\’ ! Batteriehalter (ZT)

Druckknopf (ZT)
ZT. Zukaufteil

Bild 6:  Gestaltmodell zum Demonstrator » Taschenlampe«

Im Fixierungsring ist ein Flaschendffner integriert, ein neues Feature gegeniiber einem
fritheren Modell. Des Weiteren besitzt das Griffstiick ein Réndelmuster, damit die Ta-
schenlampe gut in der Hand liegt.

4.2 Anwendung der Ontologien

Im Rahmen der integrativen Produktionssystemkonzipierung wird aus der Prinzip-
16sung der Taschenlampe eine erste Prozesskette abgeleitet [GLL12]. Diese enthilt alle
bekannten Bauteile und deren Zusammenbau in einem mehrstufigen Montageprozess,
dhnlich einem Montagevorranggraphen [BAD+86] und bildet den Ausgangspunkt fiir
den Einsatz der Ontologie ProSysCo aus Kapitel 3.1.

Die erste Prozesskette gilt es in der Ansicht Prozesse im Planungswerkzeug zu model-
lieren. Hierfiir steht eine Werkzeugleiste mit den entsprechenden Objekten zur Verfii-
gung. Wihrend der Modellierung wird das Modell mit Hilfe von Regeln auf die Einhal-
tung formaler Anforderungen gepriift. Im Folgenden werden die Fertigungsprozesse fiir
die Eigenfertigungsteile der Taschenlampe und Montageprozesse konzipiert. Anschlie-
Bend werden die benétigten Ressourcen synthetisiert. Bild 7 zeigt den Ausschnitt zur
Herstellung des Fixierungsrings. Zur Bestimmung der Fertigungsprozesse wird der Fi-
xierungsring zundchst der Klasse Rotationssymmetrisches Bauteil mit subtraktiven Fea-
tures zugeordnet. Die erste Anfrage an die Ontologie liefert die Standardparameter wie
Material, Stiickzahl und Geometrie zur Beschreibung des Bauteils (©), welche durch
den Anwender spezifiziert werden. Eine zweite Anfrage mit diesen Eingangsinfor-
mationen liefert den geeigneten Prozess Fixierungsring frisen sowie das bendtigte Ein-
gangsmaterialelement Aluminiumzylinder (@). Die fiir diesen Prozess und das Material-
element bekannten Parameter werden vom Anwender auf den Fixierungsring angepasst
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und dienen als Grundlage fiir eine dritte Anfrage nach einem Prozess der den benétigten
Aluminiumzylinder herstellen kann (®).

Nachdem der Fertigungsprozess modelliert wurde, folgt im letzten Schritt die Auswahl
und Synthese von geeigneten Ressourcen (@). Der Zugriff auf das Wissen iiber die be-
kannten Produktionssysteme, u.a. fiir die vorherige Taschenlampe, ermoglicht auch ei-

nem neuen Mitarbeiter die schnelle Konzipierung des benotigten Produktionssystems.

Lineal s oruch Q zoom [C] pynamisches Gitt 3 Neues Fenster == .E
Q e cenumbrd j £ An Fenster anpassen | [ Autoverbinde 3 Alle anordnen % = B @
Ganzer Gitternetz [J] Fhrungslinien Aufgabenbereiche Fenster | Makros Add-Ons
Bildschirm - =] T wechseln * -
oom Visuelle Upterstifufig™ == = = = o Eenster Makros | i e=m T T ==a_
! Se ! Tog = BB
1] = === = = = = = = = | o= et = e e — = = - 1 ~ -
Aluminium- Aluminium- " -
2 | ctanaen stanae |/ Aluminum- Fixierungs-
I ge 9 T\ zylinder ring frésen
H material abirennen /.| . .
| ol " |
: | [Parameter Parameter K | |Parameter Y Parameter 1 Parameter
Hi I Durchmesser Schneidgeschw. ~|\'. Durchmesser .} |Verfahrwege -.%  |Material
max. Lénge Schmiermittel 1% I Lange ‘; Benétigte Achsen | | ‘{ Sttickzahl
T e - N o e - Geometrie
¥ Produktion... F) FertigungsP... 1 B N
1 ) '
T MontagePr... &= Materialele. @:' @": @:. Griffstiick
e W k I " t Jerungen | Prozesse Ressourcen  Layout . ¢ 0 4 i [T | >
:‘ erkzeugleiste| a X g
&) Zeichnung1:2 g | % :' ‘ o B =B
Shapes d ' ': ’ b
Weitere Shapes 3
AnforderungenSchablone = 54 Frasmaschine
ProzessSchablone Qa -
RessourcenSchablone H . Parameter
Layoutschablone - Platzbedarf
M =
Proz -
Hie 1
r Werkzeug?
T produktion.. ¥ FertigungsP... g - A
Modellauswahl Editorbereich
O MontagePr... &= Materialele... L
— ~ | 4 4 » [ Anforderungen Prozesse | Ressourcen . Layout /¥ 1 L w ] »

Bild 7: Planungswerkzeug basierend auf der Ontologie ProSysCo

Die Einbringung des Réndelmusters in das Griffstiick ist aufgrund der verwendeten
Hartlegierung mit hohem Werkzeugverschleill und damit Kosten verbunden. Das Griff-
stiick soll deshalb als funktional gradiertes Bauteil (vgl. Kapitel 3.2) mit einer weiche-
ren Oberflachenschicht ausgefiihrt werden, bei der die Hérte im Inneren erhalten bleibt.
Hierzu bietet sich eine Hartegradierung an, die mit Hilfe der Ontologie ProSysCo als
Prozess Griffstiick gradieren modelliert wurde. Dieser generische Gradierungsprozess
wird im Rahmen der Arbeitsplanung mit der Planungsumgebung auf Basis der Onto-
logie SynPro ausgelegt. Dies umfasst die addquate Beschreibung des Griffstiicks mit der
gewiinschten Gradierung sowie die Synthese alternativer Prozessketten zur fertigungs-
technischen Umsetzung. Die Planungsumgebung fiihrt den Nutzer in sieben Haupt-
schritten durch den kompletten Planungsprozess.

Im ersten Schritt wird das CAD-Modell des Griffstiicks geladen, bevor im zweiten
Schritt die Werkstoffeigenschaften und die Anforderungen an die Gradierung charakte-
risiert werden. AnschlieBend wird das CAD-Modell gevoxelt, um die Beschreibung des
Eigenschaftsverlaufs im nachfolgenden Schritt zu ermoglichen (siehe Bild 8). Fiir das
Griffstiick wurde eine Reduzierung der Harte von 90 HV (Vickershirte) an der Innen-
seite bis 65 HV an der AuBlenseite definiert. Auf Basis dieser Beschreibung erfolgt im
fiinften Schritt die Synthese alternativer Prozessketten. Hierzu werden die Informatio-
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nen in die Ontologie SynPro integriert und mit einem Inferenzmechanismus alle Prozes-
se identifiziert die das Griffstiick herstellen konnen. Die Eignung der jeweiligen Prozes-
se wird fiir den Anwender iiber Spinnennetz-Diagramme dargestellt. Hierbei wird der
Erfiillungsgrad jeder Anforderung durch eine Achse reprédsentiert. Ein geeigneter Pro-
zess fiir das Griffstiick ist induktives Aufheizen. Hierdurch wird jedoch die Hérte im
Bauteilinneren reduziert. Diese Restriktionen sind in der Ontologie hinterlegt und iden-
tifizieren die Materialtemperatur als prozessbestimmende Materialeigenschaft. Mit Hil-
fe weiterer Abfragen an die Ontologie werden zusétzliche Prozesse zur gezielten Beein-
flussung der Materialtemperatur ermittelt, um die Hirte im Bauteilinneren zu erhalten.
Die einzelnen Parameter der Prozessketten werden nachfolgend in Schritt 6 optimiert.
Auf Basis dieser Optimierung wird die beste Prozesskette zur Herstellung des Bauteils
ausgewdhlt. Hierzu wird der von der Prozesskette herstellbare Eigenschaftsverlauf der
geforderten Gradierung des Griffstlicks gegeniibergestellt. Im letzten Schritt wird die
finale Prozesskette mit allen Anforderungen und Parametern angezeigt. Durch die Pla-
nungsumgebung koénnen Herstellprozesse ohne umfassende Kenntnisse iiber funktionale
Gradierungen geplant werden.

Aktue”er '\L Gradierung - Gradienteneinstellung
Planungs- | || Fortshrit Eingefarbtes Voxelmodell
Projektdefinition

schritt -saeneenrs | ZUF B@SChreibung der
wioiennzen | Gradierung

Inhaltsbereich

Parameter zum Erstellen
einer Schnittebene

Konfigurationsflache zum
Erstellen der Gradierung

Ergebnissdarstellung

Harte [HV]

Schritte des Planungs-
assistenten

Hinweise

Auf dieser Ansicht kdnnen Sie den
gewiinschten Eigenschaftsverlauf
genauer spezifizieren.

Filgen Sie dazu neue Stiitzpunke fiir die
Interpolation der Eigenschaftswerte
ein und spezifizieren Sie deren
Parameterwert.

Allgemeine Informationen
zur Bedienung und Fortschritt I e 0 e s

der aktuellen Planung — B
U

Bild 8: Anwendung der Planungsumgebung zur Beschreibung der Gradierung

Vor dem Hintergrund permanenter Kapazititsinderungen in der Betriebsphase der Fer-
tigung, sind die bei der Erstellung des NC-Programms festgelegten Werkzeugmaschi-
nen auf ihre Wirtschaftlichkeit hin zu priifen. Deshalb unterstiitzt die Ontologie InVor
die Arbeitsvorbereitung bei der Suche nach geeigneten Maschinen fiir ein vorhandenes
NC-Programm. Im Planungswerkzeug basierend auf der Ontologie ProSysCo wurden
zur Fertigung der Taschenlampe drei Fréds-Dreh-Prozesse und Werkzeugmaschinen
festgelegt. In der Benutzungsoberflidche der Ontologie InVor werden fiir diese Bearbei-
tungsschritte geeignete alternative Maschinen gesucht (siehe Bild 9). Als Suchparameter
dienen die Anforderungen, die sich aus dem NC-Programm ableiten. Die Ergebnisse
werden dem Nutzer angezeigt und erméglichen die Priorisierung der geeigneten Ma-
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schinen, z.B. anhand der Auslastung und Bearbeitungskosten. Dies stellt sicher, dass
stets die wirtschaftlichste Maschine zum Einsatz kommt; hier ist die Werkzeugmaschine
MT 2 wirtschaftlicher als die zuvor gewdhlte Maschine MT 1. Die gewihlte Priorisie-
rung ermoglicht zudem eine schnelle Umverteilung von Auftrdgen bei einem Maschi-

nenausfall.
D InVorMa Web Interface . E X
Order data Manufacturing steps Raw part Tools Clamping Machine selection

Assisted machine selection for simulated manufacturing steps

1. Milling ring of the flashlight; NC-program = Ring.mpf Auswahl der Search | suitable machines for
2. Milling head of the flashiight; NC-program = Head:mpf | Fertigungsschritte selected manufacturing step

3. Milling handle of the flashlight; NC-program = Handle.mpf

%iigrziigiity Machine Capacity forecast SF:{?:cni”r;gy Time Manufacturing step details
1=high; 9 =low Tool e = efficiency
100% Process time: 32 min
2 MT_1 - — | s:100% 30 min Setup time: 20 min
(pre-selected) » e: 100% Travel on axis:
stat  date  completition Y: 455mm A: Omm
100% Z: 60 1mm B Omm
—s | 5:90% i X 455mm C Omm
1 MT72 . @ 60% e 110% 23min ,
/\ start date completition
Priorisierung der ermittelten alter- - s: 80% 40 min Confirm | user priority values for
nativen Maschinen durch den Nutzer /"m i €:90% scheduling and dispatching

Bild 9: Benutzungsoberfliche zur Auswahl alternativer Werkzeugmaschinen

5 Resumee und Ausblick

Planung, Auslegung und Betrieb von Produktionssystemen erfordern viel Fach- und Er-
fahrungswissen. Fiir die Aufbereitung und situationsgerechte Bereitstellung dieses Wis-
sens wurden drei Ontologien mit unterschiedlichen Schwerpunkten und die ent-
sprechenden Werkzeuge fiir den Anwender vorgestellt. AnschlieBend wurde deren An-
wendung und Nutzen anhand der Konzipierung und Produktion einer Taschenlampe
demonstriert. Im Vergleich zu anderen Wissensbasierten Systemen sind Ontologien sehr
flexibel und einfach zu erweitern.

In Zukunft sollen die drei Ontologien gebiindelt werden. So kann das enthaltene Wissen
bestmoglich fiir die Konzeption bzw. den Betrieb neuer Produktionssysteme genutzt
werden. Aus der Gesamtheit des Wissens lassen sich dann neue Schlussfolgerungen zie-
hen. Beispielweise wird die Ressourcenauswahl bei der Konzipierung eines neuen Pro-
duktionssystems von Erfahrungen aus dem laufenden Betrieb direkt beeinflusst. Um das
Erfahrungswissen bei der Konzeption neuer Produktionssysteme beriicksichtigen zu
konnen, muss eine Moglichkeit zum Abbilden des Wissens in abstrahierter Form ge-
schaffen werden. Losungsmuster mit Name, Kontext, Problem und Ldsung wie ALE-
XANDER ET AL. [AIS+95] diese definieren bieten dafiir eine gute Grundlage.
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Zusammenfassung

Der vorliegende Aufsatz beschreibt neue Methoden zur Erstellung und Bereitstellung
der technischen Dokumentation von Maschinen und Anlagen. Diese werden im Rahmen
des vom BMBF geforderten Verbundprojektes CyberSystemConnector gemeinsam von
Forschungseinrichtungen und Industrieunternehmen entwickelt und anhand von realen
Anwendungsfillen validiert. Dabei bildet die Konformitit der Dokumentations- und
Bereitstellungskonzepte mit der EG-Maschinenrichtlinie ein wichtiges Kriterium.

Schlusselworte
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Technical documentation in the Smart Factory

Abstract

In this paper, the authors propose new methodologies for creation and deployment of
technical documentation for machinery and plants. These are developed in the research
project CyberSystemConnector which is funded by the German Federal Ministry of Ed-
ucation and Research (BMBF). The project consortium consists of research institutions
and industrial companies. The developed methodologies are validated using real indus-
trial use-cases and still satisfy the Directive 2006/42/EC of the European Parliament and
of the Council.

Keywords

Cyber-physical systems, technical documentation, smart factory, virtual machine repre-
sentation
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1 Einleitung

Hersteller von Maschinen und Anlagen sind bei der Ubergabe und Inbetriebnahme von
Maschinen und Anlagen nach der Maschinenrichtlinie 2006/42/EG verpflichtet, eine
normgerechte und aktuelle technische Dokumentation an ihre Kunden zu iibergeben
[eg212]. Dem hohen Zeit- und Kostenaufwand fiir die Erstellung und Pflege der techni-
schen Dokumentation ist es geschuldet, dass der Stand der Unterlagen nach der Auslie-
ferung und dem Anlauf der Anlagen kaum aktuell gehalten werden kann (sieche Bild 1).
In der Folge werden obligatorische Anpassungen, begriindet durch Anderungen des
Produktionssystems bspw. im Zuge von Produktwechsel, Produktionsvolu-
menanpassungen oder Optimierungsmalnahmen, meist vollstindig vernachldssigt oder
nur als statischer Zusatz der Dokumentation hinzugefiigt [SAO1]. Auf eine vollstindige
Anpassung der Daten innerhalb der IT-Systeme wird dagegen aus kapazitiven Griinden
in der Regel verzichtet [SPT+13]. Neben der rechtlichen Absicherung von Anlagenher-
stellern, bilden technische Dokumentationsinhalte in nahezu allen Unternechmensberei-
chen, jedoch insbesondere in der Instandhaltung die Datengrundlage zur Planung und
Umsetzung der Prozesse.

Ubergabe und

Aktualitat Inbetriebnahme

Technische —
Dokumentation

tioNSPR
)duktl

Bild 1: Aktualitdt der technischen Dokumentation entlang des Produktlebenszyklus

Mit dem Fortschreiten der IT-Integration auf dem Weg zur Smarten Fabrik und ferner
der Modularisierung von Anlagenkomponenten [WEN+07] nehmen sowohl die Anfor-
derungen an die technische Dokumentation als auch die technischen Moglichkeiten zu
ihrer effizienten Erstellung und Nutzung stetig zu. Vor diesem Hintergrund sind ange-
passte Dokumentations- und Instandhaltungsprozesse erforderlich und mittlerweile um-
setzbar, die zur Beherrschung der zunehmenden Komplexitit und Variabilitét von Pro-
duktionssystemen beitragen.



Seite 214 Storkle, Barthelmey, Deuse, Kuhlenkdtter, Magerstedt

2 Stand der Technik

2.1 Technische Dokumentation im Maschinen- und Anlagenbau

Mit Hilfe der technischen Dokumentation soll der Anwender in die Lage versetzt wer-
den, seine Maschine sicher zu betreiben. Dementsprechend sind alle hierfiir relevanten
Informationen in der technischen Dokumentation zusammengetragen.

Das zentrale Element der technischen Dokumentation bildet die Betriebsanleitung, de-
ren integrale Bestandteile im Anhang I, Abschnitt 1.7.4 der Maschinenrichtlinie
2006/42/EG erlautert sind. Unter anderem zéhlen hierzu Hinweise zur Inbetriebnahme,
Verwendung, Einrichtung, Wartung und Instandsetzung der Maschine mit den entspre-
chenden Warn- und Sicherheitshinweisen. Neben der Betriebsanleitung umfasst die
technische Dokumentation die vollstdndige und aktuelle Teileliste. AuBerdem fordern
die Kunden vermehrt dariiber hinausgehende, anwendungsspezifisch angepasste Doku-
mente. Hierzu zdhlen neben der Trainingsdokumentation fiir das Anlernen von Personal
auch spezifische Dokumente, die einen notwendigen Arbeitsgang detailliert erkldren,
um Probleme und Missverstindnisse zu vermeiden. Gingige Dokumentationstypen sind
die s.g. SOP (Standard Operating Procedure), die eine genaue Ablaufbeschreibung fiir
einen Prozess umfasst, sowie die s.g. OPL (One Point Lesson), eine verkiirzte Form, die
jeweils einen einzelnen Prozessschritt abbildet.

Im Rahmen der automatisierten Dokumentationserstellung ist zu beachten, dass es sich
bei der Betriebsanleitung um ein ,,gegenstdandliches* Dokument handelt, womit ein Aus-
druck nach jeder Aktualisierung durch die Maschinenrichtlinie vorgegeben ist.

Im Allgemeinen wird im Rahmen der technischen Dokumentation zwischen der inter-
nen und der externen technischen Dokumentation unterschieden. Unter der externen
technischen Dokumentation sind alle Dokumente, die der Lieferant dem Kunden fiir den
Betrieb einer Maschine bereitstellt, zusammengefasst. Im Wesentlichen sind dies die
Dokumente, die nach Maschinenrichtlinie bzw. nach Landesgesetzen gefordert werden
sowie dariiber hinausgehende anwendungsspezifisch angepasste Dokumente. Die Ge-
samtheit aller Daten und Dokumente, die der Lieferant iiber den Produktlebenszyklus
hinweg erstellt, bilden die interne technische Dokumentation, die nicht vollstédndig aus-
geliefert wird, sondern grofitenteils beim Lieferanten verbleibt. Unter anderem gehoren
hierzu alle Daten und Dokumente, die wihrend der Planung und Konstruktion erzeugt
werden. Diese dienen dem Lieferanten als Grundlage, bspw. zur Planung von Umbauten
an der ausgelieferten Maschine. Zusitzlich werden die Konstruktionsdokumente im
Schadensfall herangezogen, um die Maschinensicherheit nachweisen zu kdnnen.

2.2 Instandhaltung und Industrie 4.0

Der aktuelle Trend in der Produktion hin zu Cyber-Physischen Produktionssystemen
(CPPS) betrifft insbesondere den deutschen Maschinen- und Anlagenbau, da dieser in
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Zukunft die Vorreiterrolle fiir diese hoch technologisierten Systeme einnehmen soll.
Innerhalb eines CPPS besitzen alle beteiligten Akteure und Komponenten (Mensch,
Maschine, Produkte) die Fahigkeit zur Erfassung des eigenen Status und der Umwelt.
Weiterhin wird durch CPPS die Kommunikation der Arbeitsmittel untereinander, als
auch die Kommunikation zwischen Arbeitsmittel und Menschen ermoglicht. Durch die-
se Erweiterung traditioneller Produktionssysteme entsteht im produzierenden Umfeld
die sogenannte ,,Smart Factory®, in der die Verkniipfung der realen mit der digitalen
Welt sowie die Ablosung der zentralen Produktionssteuerung durch eine dezentrale
Selbstorganisation umgesetzt ist [WJE+05].

Damit der Mensch dieses komplexe, dynamische System beherrschen und dariiber hin-
aus von der Vielzahl der neuen Informationen wéhrend seiner Arbeit profitieren kann,
sind die vorhandenen Planungs-, Steuerungs- und Unterstiitzungssysteme mit den neuen
technologischen und organisatorischen Moglichkeiten zu erweitern. Einen wesentlichen
Methodenbaustein der ,,Smart Factory* bildet Augmented Reality (AR). In mehreren
Forschungsprojekten werden die Moglichkeiten von AR-Techniken fiir die Instandhal-
tung untersucht. An der Fakultét fiir Informatik der Columbia-Universitét wurden bspw.
bereits im Projekt ,,Augmented Reality for Maintenance and Repair® AR-Applikationen
fir die Unterstitzung von Instandhaltungsaufgaben in der Luftfahrt untersucht
[HF11b][HF11a]. Hierbei wurde unter anderem gezeigt, dass Instandhalter, die mit der
Maschine nicht vertraut waren, durch AR schneller ihre Arbeiten an dieser durchfiihren
konnten. U.a. aufbauend auf dieser Erkenntnis werden zurzeit im Rahmen des Projektes
»lelemaintenance mit Augmented Reality” des Fraunhofer Institutes fiir Graphische
Datenverarbeitung IGD und des Verbundprojektes ,,Ressourcen-Cockpit fiir Sozio-Cy-
ber-Physische Systeme in der Produktion, Wartung und Instandhaltung® Strategien zur
Instandhaltung von Maschinen und Anlagen entwickelt [EKR+13][WBE+13]. Im Fokus
steht die kontextbasierte Unterstiitzung von Instandhaltungsaufgaben durch den Einsatz
mobiler Endgeréte. AR-Technologien sind dariiber hinaus bereits aus dem wissenschaft-
lichen Umfeld in die industrielle Praxis tberfiihrt. Anbieter fiir industrielle AR-
Anwendungen, sind bspw. die Firmen Metaio GmbH und Scope AR. Die Metaio GmbH
entwickelt und vertreibt AR-Losungen, die vom Kunden direkt genutzt, bzw. in Kun-
denapplikation integriert werden kdnnen. Die Expertise der Scope AR liegt in der AR-
basierten Darstellung von Trainingsinhalten.

Die Standardisierung innerhalb der Produktdatentechnologie spielt auch in Zeiten von
CPPS eine wesentliche Rolle. Dariiber hinaus besteht der Trend zur zentralen, bzw.
Cloud-basierten Datenhaltung zur Vermeidung von Redundanzen und iiberfliissiger
Versionierung. Die Mdglichkeit der einheitlichen Datenhaltung in einem unternehmens-
bereichs- und softwaresystemiibergreifenden Format bietet bspw. AutomationML.
Hierbei handelt es sich um einen offenen Standard zur Speicherung von Anlagenpla-
nungsdaten mit dem Ziel, den verlustfreien Datenaustausch zwischen verschiedenen
Softwarewerkzeugen in der Planungsphase einer Anlage realisieren zu konnen. Automa-
tionML basiert auf der Extensible Markup Language (XML) und integriert weitere Da-
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teiformate um Topologie, Geometrie, Kinematik und Logik abbilden zu kdnnen. Zur
Beschreibung der Anlagentopologie wird das Datenformat CAEX (IEC 62424) heran-
gezogen. Geometrische und kinematische Beziehungen von Objekten werden mit Hilfe
von COLLADA implementiert. Die Abbildung der Ablauflogik in der Maschine sowie
deren Verhalten findet in PLCopen statt [Dral0][BSK14]. Mit Hilfe von Automa-
tionML ist es demnach moglich, eine Gesamtanlage vollstindig zu beschreiben. Dies
gilt sowohl fiir die mechanische, als auch fiir die elektrische Konstruktion.

3 Systematik smarter Dokumentation

3.1 Smarte technische Dokumentation von Maschinen und Anla-
gen

Die Anwendung der mit Industrie 4.0 einhergehenden Technologien und Ideen birgt
grof3es Potenzial fiir die technische Dokumentation, sowohl auf Hersteller- als auch auf
Kundenseite. Vor diesem Hintergrund wird im Verbundprojekt CyberSystemConnector
(CSC) eine neue Systematik zur smarten Erstellung und Nutzung technischer Dokumen-
tation entwickelt [BBH+12][BSKD14]. Zentrale Forschungsschwerpunkte sind hierbei
die Verwendung der Methodenbausteine von CPPS, sowie die Beriicksichtigung der
Anforderungen einer ,,Smart Factory*, was die bisherigen Forschungsvorhaben zur Be-
reitstellung von Dokumentationsinhalten nicht adressierten.

Gegeniiber dem traditionellen Dokumentationsprozess wird durch die Systematik Aktu-
alitdt der technischen Dokumentation {iber den gesamten Produktlebenszyklus einer
Anlage erreicht. Dadurch ist der Lieferant in der Lage, Umbauten effektiv, zu planen,
sowie bei einem Defekt an der Anlage schneller reagieren zu kénnen, da ithm alle Daten
iber den aktuellen Zustand der Maschine stets zur Verfiigung stehen. Ein weiteres Po-
tential liegt in der anwendungsorientierten Bereitstellung von Dokumentationsinhalten,
da hierdurch kundenseitige Instandhaltungstitigkeiten schneller und effizienter durchge-
fiihrt werden konnen, was die Verringerung von Stillstandzeiten bewirkt.

3.2 Aktualitat der technischen Dokumentation wahrend des ge-
samten Lebenszyklus einer Anlage

Die Aufrechterhaltung der Aktualitdt technischer Dokumentation stellt zum einen eine
durch die Maschinenrichtlinie gegebene Notwendigkeit dar und zum anderen ist sie
seitens der Betreiber von Maschinen und Anlagen, ebenso wie herstellerseitig, eine
Grundvoraussetzung fiir effiziente Planungsprozesse. Der Kunde betrachtet aktuelle
technische Dokumentation als Mehrwert, da Anlagenstillstinde in Folge von Service-
und Instandhaltungstétigkeiten verkiirzt werden. Der Zugang zum aktuellen Zustand der
Maschinen versetzt Anlagenbauer in die Lage, jede durch den Kunden entstandene Mo-
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difikation zu reproduzieren. Serviceaufgaben kdnnen so zielgerichtet vorbereitet wer-
den, wihrend Kunden via Fernwartung maximal unterstiitzt werden konnen.

Um eine aktuelle technische Dokumentation iiber den gesamten Produktlebenszyklus zu
gewiihrleisten, miissen Anderungen des realen Systems unmittelbar mit ihrer Umset-
zung vollstindig erfasst und in der Dokumentation beschrieben werden, sowie alle re-
sultierenden dokumentationsrelevanten Aspekte, wie bspw. verdnderte Sicherheitsbe-
stimmungen. Eine solche umfassende, bestenfalls automatische Anpassung der techni-
schen Dokumentation ist jedoch zur Zeit noch eine Vision, da heute Schnittstellen zwi-
schen Hardware-Komponenten und Softwaresystemen fehlen, die zur Beschreibung der
Komponenten oder zur Dokumentationserstellung eingesetzt werden.

3.3 Anwendungsorientierte Bereitstellung von Dokumentationsin-
halten

Aufgrund der Vielzahl an Informationen im Zusammenhang mit den verschiedenen
Anwendungsgebieten steigt die Komplexitit der technischen Dokumentation. Dies
spiegelt sich insbesondere in nicht-kompatiblen Datentypen und in fehlender Struktur
wider. Die Suche und Gewichtung relevanter Dokumentationsinhalte beschrankt die
Effizienz nahezu aller Geschiftsprozesse. Durch eine intelligente Verwaltung der Ist-
Daten kann eine zielgenaue Bereitstellung der fiir eine Anwendung relevanten Daten
realisiert werden. Zusétzlich zum Anwendungsbezug, kann ein Personenbezug der Da-
ten implementiert werden, so dass die Dokumentationsinhalte nicht nur auf die Tatig-
keit, sondern dariiber hinaus auf das Personlichkeitsprofil des jeweiligen Anwenders
zugeschnitten werden. Die Potentiale dieser effizienten Nutzung einzelner Dokumenta-
tionsinhalte sind unumstritten und werden bereits in vielen Forschungsvorhaben, u.a. im
Rahmen der Industrie 4.0 Initiative fokussiert [BMBF14]. Der wesentliche Mehrwert
anwendungsbezogen bereitgestellter Dokumentationsinhalte erschlieBt sich jedoch erst
in Verbindung mit einer aktuellen Datengrundlage. Im Maschinen- und Anlagenbau
entspricht diese der aktuellen Anlagenkonfiguration beim Kunden. Fiir diese Branche
konnen folgende Gruppen unterschieden werden:

e Technischer Redakteur (bspw. Dokumentationserstellung und -Pflege)
e Interner Anwender (bspw. Angebotserstellung, Service)
e Externer Anwender (bspw. Instandhaltung, Anlagenbetrieb)

Durch die Umsetzung der Systematik smarter Dokumentation wird der technische Re-
dakteur insbesondere bei der Suche und Strukturierung von Dokumentationsinhalten bei
der initialen Erstellung auf Komponentenebene durch eine weitgehende Automatisie-
rung unterstiitzt. Dariiber hinaus wird in der Folge der Pflegeaufwand der ausgelieferten
Dokumentation minimiert. Interne Anwender profitieren durch aktuelle Dokumentati-
onsinhalte innerhalb ihrer Planungstools hinsichtlich einer Optimierung der Vorberei-
tung und Planung von Instandhaltungstitigkeiten und Folgeauftrigen. Fiir externe An-
wender ist Augmented Reality derzeit der am besten geeignete Ansatz, um komplexe
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Tétigkeiten an der Anlage effektiv anzuleiten und bildet in diesem Zusammenhang eine
sinnvolle Erweiterung der externen technischen Dokumentation, insbesondere fiir den
Bereich Instandhaltung.

3.4 Zentrale Herausforderungen in der technischen Realisierung
der Systematik

Smarte Komponenten wurden bereits von Forschungseinrichtungen und einigen Unter-
nehmen pilothaft eingesetzt, insbesondere fiir Greenfield-Planungen, sind jedoch noch
nicht Stand der Technik. Eine automatische Erkennung der einzelnen Komponenten
innerhalb der realen Anlage und deren aktueller Konfiguration stellt daher weiterhin
eine Herausforderung fiir die Umsetzung der automatisierten Aktualisierung von Anla-
gendokumentation dar.

Des Weiteren bildet eine durchgidngige Struktur zur Ablage der im Unternehmen vor-
handenen Anlageninformationen eine wesentliche Voraussetzung flir die automatische
Erstellung richtlinienkonformer Anlagendokumentation. Fiir eine automatisierte Bereit-
stellung dieser Inhalte in Form von kontextspezifischer Dokumentation muss die Struk-
tur mit den Anlageninformationen zusitzlich mit dem sogenannten Rahmendokument
verkniipft sein, welches die Struktur der Dokumentation vorgibt.

4 Methoden zur technischen Realisierung

4.1 Bauteilidentifikation fur smarte Dokumentation

Mit der Industrie 4.0 Initiative wird der Einsatz von Informations- und Kommunikati-
onstechnik in Produktionssystemen weiter forciert, so dass verbaute Anlagenkomponen-
ten zunehmend ,,intelligenter werden. Eine umfassende Implementierung dieser Intel-
ligenz in alle Komponenten einer Maschine oder Anlage ist heute noch nicht realisiert.
Innerhalb des Forschungsvorhabens CSC werden daher zurzeit die im Folgenden erklér-
ten Ansétze zur Bauteilerkennung verfolgt.

Einige Anlagenkomponenten auf hohen Aggregationsebenen verfiigen bereits iiber eine
eigene Steuerung. Komponenten der ersten Stufe, wie bspw. Roboter- oder Bearbei-
tungszellen sind durch die Steuerung in der Lage Informationen, wie den Bearbeitungs-
fortschritt, zu erfassen. Uber eine Verbindung, bspw. Ethernet kann ein Netzwerk aus
diesen Modulen aufgebaut werden. Uber Protokolle, wie TCP/IP, kdnnen sich diese
eindeutig identifizieren und Informationen, bspw. beziiglich der aktuellen Konfiguration
austauschen. Komponenten der zweiten Stufe sind zu einer Selbstbeschreibung noch
nicht fahig, jedoch {iber das Feldbussystem angebunden, iiber das sie bereits Prozessda-
ten bereitstellen und abfragen. Fiir diese Komponenten bietet die Verwendung von
Netzwerkprotokollen eine Moglichkeit zur Identifikation und Kommunikation mit
Rechnern in den Planungsebenen. Komponenten, die aufgrund ihrer Struktur und Funk-
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tion nicht zu einer Anlagenkomponente aggregiert werden konnen, die an den Feldbus
angebunden ist, konnen nicht mit solchen Protokollen erfasst werden und bilden hier die
dritte Stufe. Chancen zur Erfassung der Komponenten der dritten Stufe birgt u.a. die
Bildverarbeitung, da Kameras heutzutage kostengiinstig und bereits vielfach in Produk-
tionssystemen eingebaut und etabliert sind. Die optische Identifizierung konnte bspw.
mit Hilfe von mobilen Endgeriten oder iiber zentral an der Anlage angebrachten Kame-
ras geschehen. Die optische Identifikation liefert einen hervorragenden Ansatz, um die
groben Strukturelemente einer Maschine oder Anlage, insbesondere der passiven Bau-
elemente, zu erkennen. Auch unbekannte Verdnderungen an der Maschine konnen da-
mit erfasst werden, um etwaige Rechtsanspriiche gegeniiber dem Kunden absichern zu
konnen. Optische Identifikation kann zum einen dynamisch durch Kameras an bewegli-
chen Objekten, wie mobilen Endgeriten (bspw. Smartphones, Tablets), automatisierten
Transportwagen etc. erfolgen (,,structure from motion®) [Ull79]. Zum anderen kdénnen
statische Kameras, welche in der jeweiligen Produktionsumgebung angebracht sind,
einen permanenten Abgleich mit dem virtuellen Abbild liefern (bspw. 3D Scan mit Tie-
fensensor) [IKH+11]. Die erforderliche Technologie ist bereits in diversen Anwen-
dungsfeldern im Einsatz. So werden mit statischen Kameras iiber Punktwolkenerken-
nung bereits heute dreidimensionale Gegenstinde oder Personen erfasst. Bestehende
Einfiithrungsbarrieren im industriellen Umfeld bilden zurzeit bspw. die Komplexitit der
sicheren und eindeutigen Auswertung von Punktwolken, sowie Vorbehalte seitens Be-
triebsrat bzw. Compliance Restriktionen gegeniiber dem Einsatz von Endgeriten mit
integrierter Kamera. Voraussetzung fiir den Einsatz dieser Technologie ist die freie Zu-
ginglichkeit der Komponenten, was bei eingehausten Anlagen nicht immer gewéhrleis-
tet werden kann.

4.2 Datenstrukturierung fiir smarte Dokumentation

Wihrend die Problematik der Identifikation durch technologische Entwicklungen und
Standardisierung im Bereich CPPS einen aktuellen Forschungsschwerpunkt bildet,
bleibt die Erstellung normkonformer Dokumentation weiterhin ein Randthema
[BMBF14]. Aus diesem Grund stellt die automatische Uberfiihrung der Anlagendaten in
die Dokumentationsstruktur die grofte Herausforderung auf dem Weg zur ,,smarten
Dokumentation® dar.

Zur Bewiltigung der strukturellen Unterschiede zwischen abgelegten Anlagendaten und
dem Rahmendokument richtlinienkonformer Anlagendokumentation wird im Projekt
CSC zurzeit die Verwendung des Datenaustauschformats AutomationML und gleichzei-
tig dessen Erweiterung um den Dokumentationsaspekt verfolgt. Ziel ist es, mit dem vir-
tuellen Abbild eine Strukturierung zu erstellen, die eine eindeutige Anordnung der im
Produktentstehungsprozess auftretenden Anlageninformationen ermdéglicht. Bild 2 zeigt
die Erstellung und Nutzung des virtuellen Abbilds der Anlage. Alle wahrend der me-
chanischen Konstruktion und der Elektrokonstruktion erzeugten Daten sowie Ersatzteil-
und Verschleilinformationen werden in AutomationML {iberfiihrt. Im Rahmen der ini-
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tialen Dokumentationserstellung pflegt die technische Redaktion die Zuordnungen von
Dokumentationsinhalten zu den entsprechenden Anlagenkomponenten sowie fehlende
Verkniipfungen zwischen mechanischen und elektronischen Komponenten nach. Bei
Auslieferung der Anlage werden die realen Anlagenkomponenten mit ihrer jeweiligen
virtuellen Représentation in Verbindung gebracht, sodass die Zuordnung zwischen An-
lagenkomponenten und Dokumentationsinhalten eindeutig ist. Komponenten der ersten
und zweiten Stufe sind bei Inbetriebnahme bereits mit ihrer virtuellen Reprisentation
verkniipft, wihrend die Verkniipfung fiir Komponenten der dritten Stufe dagegen erst
im Zuge der Inbetriebnahme erfolgt. Dabei wird die aktuelle technische Dokumentation
auf Maschinenebene weitestgehend automatisiert generiert. Jene Teile der Dokumenta-
tion, die nicht automatisiert erzeugt werden konnen, bediirfen eines Eingriffs durch den
technischen Redakteur. Dieser wird hierbei bestmoglich unterstiitzt, indem ihm alle In-
formationen iiber die aktuelle Konfiguration der Anlagen zur Verfligung gestellt wer-
den. Es handelt sich hierbei um Dokumentationsinhalte die sich aus dem komplexen
Zusammenspiel mehrerer Komponenten ergeben, welches bei der initialen Erstellung
der einzelnen Dokumentationen noch nicht beriicksichtigt werden.
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Bild 2: Erstellung und Nutzung des virtuellen Abbilds

Der kontinuierliche Abgleich der realen Anlage und dem virtuellen Abbild bildet im
Zusammenspiel mit dem Ausgabemedium die ideale Grundlage fiir die anwendungsbe-
zogene und personalisierte Bereitstellung der Dokumentation, da hierdurch der Benut-
zungskontext, die geplante Tatigkeit, das benodtigte Ausgabeformat und der Anwender
automatisch erfasst werden konnen. Ein Anwendungsszenario stellt bspw. eine mit AR
angeleitete Inspektionsmafnahme dar. Hierbei ist der Inhalt und dessen Darstellung von
der aktuellen Anlagenkonfiguration, dem Instandhaltungsauftrag bezogen auf die Loka-
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litdt und den Fahigkeiten der Person abhédngig, wihrend die Darstellungsform durch das
eingesetzte Medium zur Visualisierung, bspw. eines mobilen Endgeréts vorgegeben ist.

5 Resumee und Ausblick

Der Aufsatz unterstreicht die Notwendigkeit der Verbesserung von Dokumentationser-
stellung und Nutzung, um die heutigen Herausforderungen im Maschinen- und Anla-
genbau und stellt ein neuartiges Konzept zur Ubertragung der Methodenbausteine von
CPPS auf den Dokumentationsprozess vor. Dazu werden mit jederzeit aktueller Doku-
mentation und anwendungsorientierter Bereitstellung von Dokumentationsinhalten die
beiden wesentlichen Potentiale dieses neuen Ansatzes diskutiert.

Fiir die Sicherung der Aktualitit technischer Dokumentation nach jeder Anderung des
physischen Systems werden die automatisierte Identifikation dieser Anderungen und die
Ubertragung von Planungsdaten in die Struktur des Rahmendokuments als zu 16sende
Herausforderungen identifiziert. Darliber hinaus werden die Potentiale und die Reali-
sierbarkeit des Einsatzes von AR im Rahmen des Konzepts erldutert.

Die bisherigen Projekterfahrungen lassen keinen Zweifel, dass ein Konzept, wie das des
CyberSystemConnectors dazu beitragen kann, zurzeit entkoppelte Teilaspekte einer
Unternehmung, wie die Produktentstehung und die Instandhaltung in einen unterneh-
mensweiten Ansatz zum bereichsiibergreifenden Informationsaustausch zu integrieren.
Unternehmensprozesse konnen in Bezug auf Kontrollschleifen und Schnittstellen, die
heute noch Fehlerquellen oder Kapazititsengpisse darstellen, vereinfacht werden. Dar-
iber hinaus kann situationsbezogenes Expertenwissen fiir jeden Mitarbeiter frei zugéng-
lich gemacht werden.

6 Forderhinweis

Dieses Forschungs- und Entwicklungsprojekt wird mit Mitteln des Bundesministeriums
fiir Bildung und Forschung (BMBF) im Rahmenkonzept ,,Forschung fiir die Produktion
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Zusammenfassung

Das Hilti Produktportfolio beinhaltet ein breites Spektrum an Elektrogerdten fiir Profi-
anwender in der Baubranche (z.B. Bohrhdmmer, Schrauber, Ségen, Winkelschleifer und
Diamantkernbohrsysteme). Der Elektroantrieb ist ein wichtiges Subsystem, ein ent-
scheidender Treiber fiir die Differenzierung der Gerite, jedoch ebenso ein Verursacher
von zunehmender Komplexitit. Hierbei haben im Zuge der Mechatronisierung der Ge-
riate insbesondere die Elektronik Hardware und Software ihren Anteil. An der Schnitt-
stelle zwischen der Geridte- und Antriebeentwicklung ergeben sich somit Herausforde-
rungen mit Bezug auf technische wie organisatorische Belange.

In diesem Beitrag wird ein Ansatz zum Portfolio- und Komplexitdtsmanagement vorge-
stellt. Dieser beinhaltet zundchst das Verstidndnis fiir den Plattformbegriff sowie die
Organisation der Plattformentwicklung fiir Hilti Elektroantriebe. Ein weiterer Aspekt ist
der Ansatz zur Schaffung von mehr Transparenz im Geréte- und Antriebeportfolio ba-
sierend auf einer strukturierten Visualisierung der Systemarchitektur. Abschliefend
wird ein Konzept zur Unterstiitzung bewusster Portfolioentscheide prisentiert, welches
eine Klassifikation von Entscheidungssituationen, ein Vorgehensmodell fiir Entschei-
dungsprozesse sowie eine Visualisierung von Entscheidungsauswirkungen auf die Port-
foliostruktur bzw. Systemarchitektur beinhaltet.

Schlisselworte

Portfoliomanagement, Modularisierung, Systemarchitektur, Entscheidungsfindung,
Plattformen
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Portfolio Management for Electric Drives in Powertools
at Hilti: Challenges and Solution Approaches

Abstract

The Hilti product portfolio contains a wide spectrum of electric powertools for con-
struction professionals (e.g. rotary drillhammers, screwdrivers, saws, angle grinders and
diamond drilling systems). The electric drive is an important subsystem, a decisive
driver for product differentiation, but also a source of growing complexity. In the con-
text of an increasing mechatronic character of the powertools, the electronics hardware
and embedded software have their particular share in this regard. At the interface be-
tween tool development and drive development, this leads to challenges with respect to
technical as well as organizational aspects.

In this contribution an approach towards portfolio and complexity management is pre-
sented. The approach contains at first a definition of the platform term as well as the
organization of platform development for Hilti electric drives. A second aspect deals
with creating more transparency in the tools and drives portfolio based on a structured
visualization of the system architecture. Finally a concept for supporting conscious port-
folio decisions is presented, which includes a classification of decision situations, a pro-
cedural model for decision processes as well as a visualization of decision impacts on
the portfolio structure respectively the system architecture.

Keywords

Portfolio Management, Modularization, System Architecture, Decision Making,
Platforms
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1 Ausgangssituation und Motivation

Hilti ist einer der weltweit fiilhrenden Bautechnologiekonzerne fiir Produkte, Systeme
und Dienstleistungen fiir Profianwender. Das Unternehmen ist darauf spezialisiert, sei-
nen Kunden Systemlosungen entlang der gesamten Prozesskette anzubieten. Das Hilti
Produktportfolio umfasst ein breites Spektrum an Elektrogerdten, u.a. Bohrhimmer,
Schrauber, Sdgen, Winkelschleifer und Diamantkernbohrsysteme. Die Produktstruktur
eines Elektrogerits besitzt dabei modularen Charakter. Typische Module sind u.a.
Werkzeugaufnahme, Schlagwerk, Getriebe, Motor, Elektronik und Handgriff (siche
Bild 1). Der Leistungsumfang des Elektroantriebs reicht dabei ,,vom Netzstecker bis
zum Motorritzel“ und umfasst hiermit den Elektromotor sowie die zugehorige Leis-
tungs- und Steuerungselektronik sowie den Schalter. Bei Netzgerdten wird das Netzka-
bel mit betrachtet, bei Akkusystemen der Akku und das Ladegerét.

Schalter
P Elektronik
aufnahme \ y |

' Elektronik |

Seitenhandgrif

Akku Lader

Bild 1: Produktstruktur von Hilti Powertools, Leistungsumfang Elektroantrieb

Die Aufbauorganisation besitzt typischen Matrixcharakter (siche Bild 2). Die Verant-
wortung fiir die Produkte liegt in den Business Units, welche jeweils in die Funktions-
bereiche Projektleitung, Entwicklung, Marketing und Supply gegliedert sind. Im Tech-
nologiebereich ist die Entwicklung fiir die Elektroantriebe angesiedelt (Electronics &
Drives), bestehend aus Fachgruppen fiir die Themen Motor, Konstruktion, Elektronik
Hardware (fiir Netzgerdte und Akkusysteme), Embedded Software und Messtechnik.
Der Kompetenzbereich Elektroantriebe ist BU-iibergreifend verantwortlich fiir die Spe-
zifikation, Entwicklung und Qualifizierung der Antriebssysteme und ist vor allem mit
den Business Units Power Tools & Accessories und Diamanttechnik eng verzahnt.

Die Prozesslandschaft bei Hilti kann vereinfacht in die Bereiche Technologie, TTM
(,,Time to Money* = Serienimplementierung) und Produktbetreuung gegliedert werden.
Zwischen den einzelnen Bereichen gibt es definierte Ubergaben. Beispielsweise ist vor
dem Start eines TTM-Projektes der Reifegrad aller relevanten Technologien zu bewer-
ten. Nur reife Technologien werden ins TTM-Projekt iibernommen, um zeit- und kos-
tenaufwindige Schleifen wihrend der Serienimplementierung nach Moglichkeit zu
vermeiden. Ist das Produkt eingefiihrt und die Qualitdt im Markt gewéhrleistet, erfolgt
die Ubergabe der Verantwortung an die Produktbetreuung.
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BA Electric Tools & Accessories

BU Powertools BU Diamond BU Measuring Technol
& Accessories Systems Systems echnology .
Projektleitung Projektleitung Projektleitung Systemtest _m
Marketing Marketing Simulation
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| | | '
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|| | | | | |
| |

|
| Marketing
|
|

e

Supply Supply Supply Prototypen
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Bild 2:  Organisation der Produktentwicklung bei Hilti

Das Zielsystem der Produktentwicklung bei Hilti beinhaltet u.a. die Faktoren Differen-
zierung, Wirtschaftlichkeit und Schlagrate. Eine Differenzierung gegeniiber Wettbe-
werbsldsungen bedeutet z.B. hohe Systemperformance und Qualitit (,,Outperform, Out-
last™). Bezogen auf den Anspruch nach Profitabilitdt und Wirtschaftlichkeit gewinnt
neben optimierten Herstellkosten zunehmend die Betrachtung weiterer Kostenfaktoren
an Bedeutung (z.B. Komplexitétskosten in Logistik, Reparatur und Service etc.). Der
Faktor Schlagrate beinhaltet u.a. die Verkiirzung der Innovationszyklen (time to market)
sowie eine zuverldssige Einhaltung kommunizierter Markteinfiihrungstermine.

Ein wichtiges Subsystem der Gerite und entscheidender Treiber fiir die Differenzierung
ist der Elektroantrieb. Aufgrund begrenzter Entwicklungsressourcen werden im Fach-
bereich Antriebe system- und prozessseitig ,,Biindelungseffekte* angestrebt, welche
durch eine modulare Produktstruktur und Kommunalitdten mittels Plattform- bzw. Bau-
kastenansétzen realisiert werden. Jedoch generiert die zunehmende technische und or-
ganisatorische Komplexitit neue Herausforderungen, z.B. die Absicherung der Qualitit,
die Koordination des Informationsflusses zwischen den beteiligten Disziplinen sowie
die Synchronisation der Entwicklungszyklen einzelner Systeme.

2 Stand der Technik und Handlungsbedarf

Das iibergeordnete Thema — Portfoliomanagement fiir Elektroantriebe — wird im Fol-
genden aus der technischen wie organisatorischen Perspektive betrachtet. Dabei wird
jeweils der Stand der Forschung mit dem Stand der Technik bei Hilti abgeglichen, um
daraus Handlungsbedarfe und Anforderungen an den Losungsansatz abzuleiten.

21 Perspektive Technik: Systemarchitektur und Plattformen

Unter System kann man im engeren Sinne das Einzelprodukt verstehen (Produktarchi-
tektur siehe [Ulr95]). Im Kontext dieses Beitrags herrscht jedoch ein Verstindnis analog
zu [KL13], d.h. der Systembegriff bezieht sich auf das gesamte Produktprogramm. Die



Portfolio-Management fiir Elektroantriebe in Powertools Seite 229

Systemarchitektur umfasst die Dimensionen Modularitdt und Kommunalitidt. Modula-
risierung ist eine wichtige und weit verbreitete MaBBnahme zur Reduktion der Komplexi-
tdt in der Produktentwicklung [G6p 98, Blel1]. Modulare Produktstrukturen bzw. Sys-
temarchitekturen ermoglichen u.a. die Parallelisierung von Entwicklungsabldufen und
die Verkiirzung von Entwicklungszyklen. Von entscheidender Bedeutung ist eine sau-
bere Definition der Modulgrenzen sowie der Schnittstellen. Modulcharakter besitzen im
Bereich Antriebe bei Hilti z.B. die Subsysteme Motor, Elektronik und Akku. Schwie-
rigkeiten entstehen u.a. dadurch, dass verschiedene Sichten teilweise zu einer unter-
schiedlichen Zergliederung des Systems fiihren (Funktions- vs. Montagemodule).
Kommunalititen erméglichen ,,Biindelungseffekte®. In Beschaffung und Produktion
konnen dadurch iiber Volumensteigerung Herstellkosten reduziert, in der Entwicklung
durch eine Mehrfachverwendung von Losungen Ressourcen effizient genutzt werden.
Eine Realisierung derartiger Kommunalitdten ist beispielsweise iliber Baukasten- und
Plattformansitze moglich [ML 97, Grédll, Blel1].

Plattformansétze haben sich bei Hilti vor allem im Bereich Antriebe etabliert. Eine der
zentralen Herausforderungen ist hierbei jedoch nach wie vor der Umstand, dass in der
Organisation noch kein einheitliches Verstindnis zum Plattformbegriff existiert. In der
Antriebeentwicklung gab es in den letzten Jahren Bestrebungen, den Begriff zu schér-
fen. Folgende Definition ist die Grundlage der weiteren Betrachtungen: Plattformen
stellen auf Komponentenebene die gemeinsame Basis dar, eine gemeinsame Schnitt-
menge von Dingen, die mehrfach genutzt werden. Als Komponenten sind dabei Subsys-
teme des Gesamtproduktes mit mittlerem bis hohem Anteil am Produkt zu verstehen,
z.B. Motor, Elektronik, Akku, Lader. Die gemeinsame Basis kann sowohl auf physikali-
scher Ebene als auch auf konzeptioneller Ebene realisiert werden. Plattformen besitzen
fixe und variable Umfénge. Die fixen Umféinge sind iiber alle Zielprodukte gleich, sie
dienen den Synergien. Variable Umfénge sind iiber mindestens zwei Zielprodukte ver-
schieden, sie dienen der individuellen Anpassung an das jeweilige Zielprodukt.

Den gemeinsamen Nenner und damit das konstituierende Merkmal der Plattform stellt
bei den Motoren z.B. der Blechschnitt fiir Rotor und Stator dar. Kommunalititen wer-
den oftmals nicht rein auf physikalischer Bauebene, sondern auf konzeptioneller Ebene
realisiert, bei Elektroniken beispielsweise auf Ebene des Schaltplans, bei Motoren bezo-
gen auf das Kiihlkonzept. Diese Tatsache erschwert das Verstdndnis fiir die Zusammen-
hinge, weil im Vergleich verschiedener Produktvarianten die konzeptionellen Gemein-
samkeiten oft nicht klar sichtbar sind.

Aufgrund der erhéhten Komplexitit im Plattformkontext kommt einer tibersichtlichen
Visualisierung eine hohe Bedeutung zu. Zur Visualisierung der Zusammenhénge in-
nerhalb der Produktstruktur eignet sich z.B. der ,,Module Interface Graph* [Ble11]. Be-
ndtigt wird eine Visualisierung iiber das Einzelprodukt hinaus, da es bei Anderungen an
Plattformteilen (bspw. des Blechschnitts fiir den Motor) produktlinieniibergreifend zu
massiven Auswirkungen im gesamten Produktprogramm kommen kann [KL13].
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2.2 Perspektive Organisation: Prozesse und Entscheidungen

Seitens der Organisation fiihren Arbeitsteiligkeit und Spezialisierung zu einer Vielzahl
am Prozess beteiligter Disziplinen (Entwicklung, Einkauf, Qualitét etc.). In Kombinati-
on mit der Matrixorganisation resultiert das in einer Vielzahl an Schnittstellen und der
Notwendigkeit, die Entwicklungsaktivititen zu koordinieren. Eine zusétzliche Hiirde fiir
den Informationsaustausch stellen im Zuge der Mechatronisierung die unterschiedlichen
Begriffswelten in den einzelnen Doménen dar (Mechanik, Elektronik, Software).

In den Prozessen fiihren die hohe Dynamik und Anderungsgeschwindigkeit von Anfor-
derungen einerseits und unterschiedliche Taktzeiten in den Entwicklungszyklen (Ge-
samtgerit vs. Komponenten vs. Technologien) zu weiteren Herausforderungen. Zudem
ist die Vorgehensweise in der Antriebeentwicklung stark ,,informell erfahrungsbasiert.
Es existieren nur wenige ausgepragte bzw. explizit gelebte Standards, das Vorgehen in
den Projekten ist teilweise sehr projekt- und personenabhéngig.

Im Rahmen der Portfoliogestaltung sind Entscheidungen mit unterschiedlicher Trag-
weite zu treffen. Hierbei sind in der Regel viele verschiedene Stakeholder zu involvie-
ren, die unterschiedliche Zielsetzungen verfolgen, was zu einem hohen Koordinations-
aufwand flhrt. In derartigen Entscheidungsprozessen konnen Methodiken und Metriken
unterstiitzen, die sich explizit auf Portfolioentscheidungen in multivarianten Produkt-
programmen beziehen, z.B. [LGS12, KL.13, HCS+3]. Unterstiitzung wird bei Hilti u.a.
benotigt fiir die Entscheidung, welche Plattformtiefe fiir einen bestimmten Ausschnitt
des Portfolios zielfiihrend ist. Bei Elektroniken stellt sich z.B. hdufig die Frage, ob eine
Plattform auf Ebene Schaltplan oder auf Ebene Aufbaukonzept zielfiihrend ist.

3 Losungsansatz

Um den beschriebenen Herausforderungen zu begegnen, verfolgt Hilti verschiedene
Losungsansitze. Im Folgenden wird auf die Themen Plattformprozess, Transparenz im
Portfolio und bewusste Portfolioentscheidungen eingegangen.

3.1 Plattformprozess

Der Antrieb wurde frither im Rahmen der TTM-Projekte der Zielgerdte mitentwickelt.
2009 wurden jedoch in Bezug auf die Entwicklung von Plattformantrieben zwei wesent-
liche organisatorische Neuheiten eingefiihrt: der Plattformprozess und die Rolle des
Plattformprojektleiters. Der Plattformprozess besitzt dhnliche Phasen wie der TTM-
Prozess, bezieht sich jedoch auf die zu entwickelnde Plattformkomponente. Bisher wur-
den nach diesem Prozess zwei neue Plattformantriebe zur Serienreife entwickelt.
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Plattform Prozess

Definition Konzept Design Integration Freeze

Anforderungs- Konzepte / Integration /
management Konstruktion Plattform Freeze
Zielgerdt 1 (z.B. Bohrhammer)
TTM Prozess (“Time to Money”)

Launch Markt-
Preparation | einfiihrung

Definition Konzept Design

Zielgerat 2 (z.B. Diamantkernbohrgerét)
TTM Prozess (“Time to Money”)

Launch Markt-
Preparation | einfiihrung

Definition Konzept

Bild 3: Ansatz zur Organisation der Plattformentwicklung bei Hilti

Der Plattformprozess ldsst sich grob in drei Phasen gliedern (siehe Bild 3). Die erste
Phase dient dem Anforderungsmanagement. Hier gilt es, die Anforderungen mogli-
cher Zielprodukte zu ermitteln und zu analysieren. Auf Basis der Anforderungen wer-
den Cluster von Produkten gebildet, fiir die ein gemeinsamer Nenner existiert, so dass
der Kompromiss, den die Plattform immer darstellt, noch akzeptabel ist. Relevante Kri-
terien fiir die Clusterbildung in Bezug auf den Motor sind bspw. die Leistung, der Bau-
raum, die Robustheit (z. B. gegeniiber Staub und Feuchtigkeit) und dynamische Eigen-
schaften (wie schnell muss der Antrieb abgebremst werden kdnnen?).

Sind die wesentlichen Anforderungen geklirt, folgen die Phasen Konzepte und Kon-
struktion. Hier werden die wesentlichen konzeptionellen Merkmale (z.B. Liiftungs-,
Lagerungs-, Kommutierungs-, Verschaltungs-, Montagekonzept) sowie die wesentli-
chen Gestaltparameter (Geometrie des Blechschnitts, Durchmesser von Rotor und Sta-
tor, Lange des Blechpakets, Lagerabstinde etc.) festgelegt. Hierbei ist eine intensive
Abstimmung zwischen dem Plattformprojekt und den Verantwortlichen der einzelnen
Zielgerite notwendig. Hier werden die Weichen fiir eine méglichst intelligente Varian-
tenbildung gestellt sowie fixe und variable Umfange definiert.

Zum Abschluss der Plattformentwicklung erfolgen die Integration in die Zielgeriite
und der Plattformfreeze. Mit dem ,,Einfrieren von Plattformkomponenten ist ein
grundsitzlicher Anderungsstopp gemeint. Anderungen sind ab diesem Zeitpunkt in der
Regel nur noch mit groBerem Aufwand durchfiihrbar. Kommt es dennoch zu Ande-
rungsantragen, muss zwischen verschiedenen Optionen bewusst abgewogen werden.
Entweder die Anderung wird abgewiesen, d.h. es muss mit den Kompromissen gelebt
oder das Problem an anderer Stelle gelost werden. Eine weitere Option ist die geréte-
spezifische Anderung. Damit werden Auswirkungen auf bestehende Gerite im Markt
vermieden, jedoch besteht die Gefahr, dass Plattformsynergien verloren gehen. Als letz-
te Option kommt die Anderung der Plattform in Frage, dies betrifft jedoch riickwirkend
auch bereits bestehende Gerite, hier ist ggf. eine Nachqualifizierung erforderlich.
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Die Plattformentwicklung fiihrt zu einer wachsenden technischen und organisatorischen
Komplexitit. Es entsteht eine ,,Dreiecksbeziehung* aus Plattformprojekt und den TTM-
Projekten von zwei (oder mehr) Zielgerdten. Hier kommt der Projektorganisation eine
wichtige Rolle zu, um den notwendigen Informationsfluss zu gewihrleisten, aber den-
noch effizient zu bleiben. Gewisse Projektrollen nehmen hier eine ,,Klammerfunktion*
zwischen den beteiligten Projekten ein, um den erhohten Koordinationsbedarf zu de-
cken. Diese Rolle wird u.a. vom Projektleiter Plattformen wahrgenommen und vom
Projektverantwortlichen Antriebsentwickler (PVA).

3.2 Transparenz im Portfolio

Autfbauend auf dem grundlegenden Verstindnis des Plattformbegriffs im Bereich An-
triebe wurde in den letzten drei Jahren ein Ansatz in Richtung mehr Transparenz im
Portfolio verfolgt (siche [Locl3, Deil3]). Dieser umfasst ein Modell zur Darstellung
der Systemarchitektur, einen Leitfaden zur Analyse der Systemarchitektur sowie eine
grafische Visualisierung relevanter Ausschnitte aus dem Portfolio (,,Tapete®). Syste-
marchitektur umfasst in diesem Verstdndnis eine vertikale Komponente (Produktstruk-
tur), in der die Modularitit sichtbar wird, sowie eine horizontale Komponente (Pro-
grammstruktur), in welcher Kommunalitdt bzw. Variantenvielfalt sichtbar werden. Das
Modell zur Darstellung der Systemarchitektur stellt beide Dimensionen in einer Matrix
gegeniiber und ermdglicht strukturierte Blicke auf Variantenspektren (sieche Bild 4).

Programm / Varianten _

Winkelschleifer (AG)| | Bohrhammer (TE x) Bohrhammer (TE y) Sabelsdge (WSR)
Motor Motor
Motor TEy _ WSR &
Rotor | Rotor AG || RotorTEx || RotorTEy || RotorWSR |
Rotor- Rotorwelle AG Rotorwelle TE x Rotorwelle TE x Rotorwelle WSR
welle e —— I ] [ )
Rotor- Rotorblech Rotorblech Rotorblech % Rotorblech %
S blech BLDC 1 BLDC 1 /4 DC 1 DC 1
x
F ... | | | | |
Zlim torelek ME ME ME - ME
= Oforciess AG TE x TEy ! WSR p
<5 || tronik (ME) & ,
) 7
(]
a
J | | | | ]

Bild 4: Modell zur Darstellung der Systemarchitektur

Der Leitfaden zur Analyse der Systemarchitektur zielt auf die Erzeugung von Trans-
parenz in bestehenden Variantenspektren ab und beinhaltet vier Schritte [Deil3], siche
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Bild 5. Im ersten Schritt erfolgt eine Definition des Betrachtungsumfangs in Abhdn-
gigkeit von Projektsituation und Fragestellung. Zum einen sind hier der relevante Aus-
schnitt aus dem Produktprogramm zu wihlen, zum anderen die relevanten Komponen-
ten. Beispiel: ,,Welche Motoren haben wir im Portfolio, die wir selbst entwickeln und
produzieren und die in Akkugerdten eingesetzt werden?*

Im zweiten Schritt erfolgt eine Analyse der Vielfalt auf Komponentenebene. Beispiel:
,Wie viele verschiedene Rotorbleche, Rotorwellen etc. gibt es? Dadurch werden in-
nerhalb der betrachteten Baugruppen die physikalischen Umfénge (Bauteile) sichtbar,
die fiir den fokussierten Ausschnitt aus dem Produktprogramm gleich und unterschied-
lich sind. Allerdings zeigt sich hier, dass auch trotz Plattformansatz die Vielfalt auf
Komponentenebene in der Regel noch sehr hoch ist. Im Extremfall kann dies bedeuten,
dass verschiedene Varianten innerhalb einer Motorenplattform fiir unterschiedliche
Zielapplikationen als Gleichteile lediglich das Rotor- und Statorblech, sowie einige
Standardkomponenten (Kugellager, Schrauben etc.) besitzen.

Daher erfolgt im dritten Schritt eine weitergehende Analyse hinsichtlich der konzept-
bzw. gestaltrelevanten Beschreibungsmerkmale, die zur Unterscheidung bzw. Klassifi-
kation der einzelnen Komponentenvarianten fiir den betrachteten Ausschnitt des Pro-
duktportfolios herangezogen werden konnen. Ergebnis ist die Identifikation relevanter
Beschreibungsmerkmale der betrachteten Komponente, wie Motortyp, Motor Blech-
schnitt, Blechpaketlinge, Wicklungstyp etc. Im vierten Schritt erfolgt schlieBlich eine
Analyse der Vielfalt auf Konzept- bzw. Merkmalsebene. Hierdurch werden die Logik
der Variantenentstehung und die Zugehorigkeit verschiedener Motoren zu einer Platt-
form besser sichtbar. Auflerdem konnen auf diesem Wege die fixen und variablen
Merkmale innerhalb der Plattform unterschieden werden.

s Analyse der Vielfalt Analyse der Konzept- Analyse der Vielfalt
Definition des relevanten .
auf Komponenten- und Beschreibungs- auf Konzept- bzw.

Betrachtungsumfangs

ebene merkmale Merkmalsebene
-
Welle 1 Welle 2 Welle 3 Motor AG || Motor TEy M
otor
s Welle | | —| | == Motor /“‘\, Ai Variante
2 | Loettend cotiove || corone | caigane |
E AG TE WSR PaKEt-
3 [[Meter §| wotor || motor |} wotor BLDC1 bc1 Lénge 30 mm 35mm linge
A Blech- Schnitt 60mm || 50 mm
& | |tronik Elo Elo schnitt Typ BLDC DC Motor
Plattform

-

Bild 5: Leitfaden zur Analyse der Systemarchitektur

Das Ergebnis der Analyse lésst sich in eine grafische Visualisierung relevanter Aus-
schnitte aus dem Portfolio {iberfiihren, auch als ,, Tapete* bezeichnet [Loc13]. Bild 6
enthilt beispielhaft eine ,,Motortapete”. Im unteren Teil der Grafik ist die Logik der
Variantenentstehung bei Motoren ersichtlich, die sich aus der Reihenfolge folgender
Merkmale ergibt: 1) Motortyp, 2) Blechschnitt und 3) Blechpaketlinge. Eine Motoren-
plattform beinhaltet alle Motoren innerhalb eines Motortyps mit demselben Blechschnitt
(z.B. UNI 1, UNI 2). Innerhalb der Plattform existieren in der Regel unterschiedliche
Blechpaketlidngen, vergleichbar mit Baureihen, die eine Leistungsstufung ermdglichen.
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Im oberen Teil der ,,Tapete* sind nun alle Geréte angeordnet, die einen entsprechenden
Motor beinhalten. Der konkrete Motor (z.B. von Akku-Bohrhammer 1 oder Akku-
Schrauber 1) enthélt dariiber hinaus immer noch variable Elemente (z.B. Wicklung =
Drahtdurchmesser und Anzahl der Windungen), die eine Anpassung des Motors an die
konkreten Leistungsbedarfe des Gerits ermoglichen.

- »Motortapete“ \ -m ' ;
Akku-Sabel- Netz- MeiRel- Diamant
sage 1 Schrauber 1 hammer 2 Bohrgerat 1
Akku- Akku-Bohr- Akku-Kreis- Schleif- Bohr- MeiRel- Kombi- Sabel- Kombi 4 MeiRel-
Schrauber 2 hammer 2 sage 2 gerat 2 hammer 2 hammer 1 hammer 3 sége 1 Premium hammer 3
Akku- Akku-Bohr- Akku-Sabel- | Akku-Kreis- Schleif- Bohr- Kombi- Kombi- Kr:-:is- Kombi 4 Diamant
Schrauber 1 hammer 1 sage 2 sage 1 gerat 1 hammer 1 hammer 1 hammer 2 sage 1 Standard Bohrgerat 2
- - G \C A\ 1\ - G G A\ o
BPL 1 BPL 2 BPL 1 BPL 2 BPL 1 BPL 2 BPL 1 BPL 2 BPL 3 BPL 1 BPL 2
A L a a | " [\ 1
| | =
I v s ' ; I
DC1 DC 2 UNI1 UNI 3
:g ( X ; D -
| DC-Motoren | | Universal-Motoren (UNI) |

Bild 6: Transparente Visualisierung von Portfoliozusammenhdngen (,, Tapete )

3.3 Bewusste Portfolioentscheidungen

Die Kenntnis iiber die Zusammenhinge im bestehenden Portfolio kann wiederum in die
Gestaltung bzw. die gezielte Weiterentwicklung des Portfolios mittels bewusster Port-
folioentscheide einflieBen. Hierzu wurde eine Klassifikation von Entscheidungssituati-
onen sowie ein Leitfaden zur Entscheidungsfindung erarbeitet, der ein Vorgehensmodell
und Kriteriensystem zur Bewertung alternativer Szenarien beinhaltet [Loc13].

Sowohl auf strategischer als auch operativer Ebene werden stindig Entscheidungen mit
mehr oder weniger groBen Auswirkungen auf das Gerite- und Antriebeportfolio getrof-
fen. Die Klassifikation von Entscheidungssituationen (siche Bild 7) dient dazu, die
Bedeutung einzelner Entscheidungen fiir das Portfolio transparent zu machen, und die
Entscheidungen entlang der Prozesskette zu verorten. Grundsétzlich kann in Auswahl-
entscheidungen (Welche Technologie bzw. welches Konzept soll weiterverfolgt wer-
den? Welcher Lieferant erhdlt den Zuschlag?) und Freigabeentscheidungen (Freigabe
Technologiereife? Freigabe Werkzeuge? Freigabe Nullserie?) unterschieden werden.
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Auswahl Konzept-
Technologie- entscheid Lieferanten- Qualitats-
N X Neue Kunden- .
projekt Motor entscheid anforderun probleme in
7 . Elektronik 9 der Fertigung
TP Antrieb
_ Plattformprojekt Antrieb
— = Freigabe | _ _ — — — — — —
Technologie- : —
reife Fsrelg_;abe Freigabe Freigabe Ubergabe an _
i"en' Nullgerie Serien- die Produkt- | | APkiindigung
werkzeuge produktion betreuung Elektronik-
ﬂ e

TTM Projekt Gerat 1

Product Care

Der Leitfaden zur Entscheidungsfindung enthilt eine grundlegende Vorgehensweise,
die fur alle Entscheidungsprozesse anwendbar ist. Die Schritte sind: 1) Initiierung, 2)
Planung und Analyse, 3) Schaffung von Optionen, 4) Bewertung, 5) Entscheidung, 6)
Umsetzung und Kontrolle. Je nach Entscheidungssituation und -typ sind konkrete Aus-
pragungen dieser Vorgehensweise denkbar. SchlieBlich kénnen im Modell der Syste-
marchitektur (siche Bild 4) Entscheidungen sichtbar gemacht werden, die Einfluss auf

Bild 7: Klassifikation von Entscheidungssituationen

die Gestaltung des Portfolios nehmen. So konnen in den einzelnen Spalten Optionen
bzgl. des Modularisierungsgrads visualisiert werden: Sollten zwei Funktionseinheiten
einer Elektronik integriert oder separat realisiert werden (z.B. Leistungseinheit und
Steuereinheit)? Sollte der Schalter fix oder trennbar mit dem Elektrobausatz verbunden
werden? Eng verkniipft mit der Frage nach dem optimalen Modularisierungsgrad und
der Gestaltung der Schnittstellen ist die Frage nach dem optimalen Grad an Kommuna-
litit (Was sollte vereinheitlicht werden? Was sollte unterschiedlich ausgeprigt wer-
den?). Eine modulare Gestaltung des Elektrobausatzes ergibt z.B. vor allem dann Sinn,
wenn liber die geritelibergreifende Vereinheitlichung der Steuereinheit (= Plattform!)
Synergien im Entwicklungsprozess bzw. in der Beschaffung zu realisieren sind.

4 Restumee und Ausblick

Kern der vorgestellten Methodik ist ein Verstindnis von Plattform als Subsystem inner-
halb des Gesamtproduktes, welches fixe und variable Umfinge besitzt. Die Systemar-
chitektur im Produktportfolio ldsst sich strukturiert in einem zweidimensionalen Sche-
ma visualisieren, in welchem die Produktstruktur in der Vertikalen und die Programm-
struktur / Variantenvielfalt in der Horizontalen dargestellt sind. Einzelne Ausschnitte
aus dem Portfolio lassen sich hinsichtlich der zugrunde liegenden Variantenbildungslo-
gik analysieren, das Ergebnis ist in Form einer ,,Tapete® darstellbar. Die ,, Tapete*
schafft Transparenz in Bezug auf bestehende Portfoliozusammenhénge und ermoglicht
eine gezielte Weiterentwicklung des Portfolios. Durch die Nutzung dieser Visualisie-
rung wird der Informationsaustausch gefordert und die Effizienz im Prozess, insbeson-
dere an der Schnittstelle zwischen Antriebe- und Geréiteentwicklung verbessert.
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Die Methodik befindet sich seit etwa einem Jahr bei Hilti im Einsatz, die Resonanz und
Wirkung ist bisher durchweg positiv. Dariiber hinaus wird die Methodik stetig erweitert.
Aktuelle Schwerpunkte sind Vorgehensweisen und Hilfsmittel zur besseren Beriicksich-
tigung monetdrer Aspekte bei Portfolioentscheiden (Stichwort Komplexitétskosten)
sowie zur automatisierten Ableitung geeigneter Visualisierungsformen in Abhéngigkeit
der Fragestellung und Projektsituation (Stichwort ,,Tapete auf Knopfdruck*).
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Zusammenfassung

Ein Trend in der Mechatronik ist die stetige Nachfrage nach Miniaturisierung zur Erstel-
lung funktionsintegrierter, bauraumoptimierter Baugruppen. Es werden kleinere Bautei-
le mit immer feiner werdenden Strukturen verwendet, um mehr Funktionalitdt in die
entstehenden Produkte zu bringen. Insbesondere durch die funktionale Integration von
Mechanik und Elektronik entstehen neue mechatronische Baugruppen, sogenannte
Molded Interconnect Devices (MID). Diese 3D-Schaltungstrager konnen die Anforde-
rungen zunehmender Miniaturisierung l6sen. Eine Herausforderung im Prozess der
Konstruktion ist die Integration von Elektronik und Mechanik auf Baugruppen mit
komplexer Oberflichenstruktur. Zukiinftig wird die elektrische Dateniibertragung auf
Baugruppenebene zunehmend auch durch optische Kommunikationstechnologien er-
ginzt werden. Insbesondere in der rechnergestiitzten Entwicklung stellen sich hier neue
Herausforderungen. Derzeit existieren keine Designwerkzeuge, welche diese spezifi-
schen Anforderungen an 3D-optomechatronische Baugruppen abdecken. Folgend wer-
den bestehende Methoden zum rechnergestiitzten Entwurf fiir 3D-MID vorgestellt. Aus
diesen werden Herausforderungen im Bereich optomechatronischer Baugruppen und
neue Losungsansitze aufgezeigt.

Schlusselworte

3D-MID, ECAD-MCAD, Optomechatronik
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Integrated Design Methods for Computer-Aided Development of
Spatial Opto-Mechatronic Assemblies

Abstract

One trend in mechatronics is the increasing demand for miniaturization for the creation
of functionally-integrated, space-saving assemblies. Components are getting increasing-
ly smaller and use finer structures to reduce the size of products. Within the functional
integration of mechanics and electronics new mechatronic assemblies evolved, so called
molded interconnect devices (MID). These assemblies connect electronic and mechani-
cal functionality within the same part. On component level the electrical data transfer
will be complemented by optical communication technologies in future. Regarding to
this development novel hybrid mechatronic parts will occur with integrated electronic,
as well as integrated optical functions. Especially in the field of computer-aided devel-
opment completely new challenges have to be solved. Though currently in this field no
design-tools are available which could cover this specific field of requirements. In fol-
lowing existing methods for computer-aided design of spatial mechatronic assemblies
will be presented. Also requirements and processes for a new optomechatronic design-
tool will be unveiled.

Keywords

3D-MID; ECAD-MCAD, Optomechatronics
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1 Einfuhrung

Durch die mogliche Verbindung einer Vielzahl technischer, wie z.B. mechanischer,
elektrisch/elektronischer, optischer, thermischer oder chemischer Funktionen ist die
Mechatronik fundamentale Triebfeder fiir Innovationen. Allerdings steigen durch diese
Innovationen auch stetig die Anforderungen an die verwendeten Bauteile. Produzieren-
de Unternehmen sind bei der Entwicklung und Herstellung mechatronischer Produkte
wachsenden Herausforderungen hinsichtlich Miniaturisierung, Funktionsintegration und
Zuverlassigkeit ausgesetzt. Eine Klasse mechatronischer Produkte, die den Gedanken
der Funktionsintegration und Miniaturisierung in den Mittelpunkt stellt, sind rdumliche
elektronische Baugruppen. Molded Interconnect Devices oder Mechatronic Integrated
Devices (3D-MID) bieten rdumliche Gestaltungsfreiheit und integrieren mechanische
und elektronische Funktionalitit, indem diese mit Leiterbildstrukturen und elektroni-
schen Bauteilen versehen werden [Fral3]. Eine weitere Anwendungsmoglichkeit, fiir
die in Zukunft ein hohes Potential erwartet wird, liegt in der Integration von optischen
Kommunikationsstrukturen in elektronische und mechatronische Bauteile und -gruppen.
Diese integrierten optischen Baugruppen haben vor allem Vorteile aufgrund der elekt-
romagnetischen Vertriglichkeit sowie der Fahigkeit hohe Datenraten zu iibertragen. Im
Folgenden sollen zunéchst aktuelle Entwicklungsmethoden und Forschungsprojekte zu
3D-MID vorgestellt werden. AnschlieBend werden diese auf das Feld der integrierten
optomechatronischen Baugruppen erweitert.

2 Rechnergestiitzte Entwicklung von 3D-MID

Fiir die Herstellung der thermoplastischen Grundkorper im Spritzgussverfahren sowie
fiir die elektronische Aufbau- und Verbindungstechnik von 3D-MID sind serienreife
Losungen vorhanden. Geeignete Softwarewerkzeuge fiir die MID-Entwicklung sind
jedoch noch immer wenig verbreitet [Fral3]. Dies ist dem Umstand geschuldet, dass
Unternehmen im Bereich 3D-MID meist auf ihre schon etablierten Systeme setzen. Zu-
dem rechtfertigt erst eine gewisse Anzahl von Entwicklungsprojekten die Einfiihrung
von zusitzlicher Software, da dies mit einem hohen Zeit- und Kostenaufwand verbun-
den ist. Die Beherrschung kurzer Innovationszyklen mechatronischer Produkte ist, auf-
grund hoher Komplexitit, ohne den Einsatz rechnergestiitzter Werkzeuge kaum zu rea-
lisieren. Insbesondere ldsst sich dies auf Produkte der MID-Technologie iibertragen.
MIDs erfordern eine logisch-elektrische als auch eine raumlich-mechanisch formgeben-
de Konstruktion. Meist werden in der Praxis, nach heutigem Stand der Technik, die
Doménen Elektrotechnik und mechanische Konstruktion getrennt behandelt. Der Aus-
tausch der benotigten Daten erfolgt zumeist aufwéndig tiber unterschiedlichste Daten-
formate [KFO05].

Eine Besonderheit von elektronischen CAD-Werkzeugen fiir das Schaltungslayout (E-
CAD) liegt darin, dass im Unterschied zur mechanischen Konstruktion, zunichst der
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logische Entwurf in einem eigenen CAE-Modul entwickelt wird. Erst nach dem Ent-
wurf des fertigen Logikmodells wird die Geometrie der Leiterbahnen und Pad-Fliachen
bestimmt. Im CAD-System fiir die mechanische Konstruktion (MCAD) wird hingegen
die rdumliche Formgebung des Schaltungstrigers festgelegt. Zudem konnen hier Fla-
chen definiert werden, welche fiir die Platzierung elektronischer Bauteile oder zur Lei-
terbahnentflechtung nicht verwendet werden diirfen. Zunichst entsteht der Entwurf zur
rdumlichen Gestalt, der anschliefend durch Simulation des Schaltungstriagers validiert
werden kann. Aus dieser verteilten Vorgehensweise zur Produktentwicklung ergeben
sich jedoch unerwiinschte Iterationen. Diese resultieren aus der Trennung der beiden
Ingenieursdisziplinen Maschinenbau und Elektrotechnik. So fehlen der mechanischen
Seite Daten zu elektrischen Eigenschaften sowie Informationen iiber Verbindungen der
Bauelemente untereinander. Der Elektronikentwickler kennt im Gegenzug weder Ge-
hduse noch Bauraum und kann daher keine Riicksicht darauf nehmen [Zhu07]. Wahrend
die klassische parallele Entwicklung bei Printed Circuit Boards- (PCB-) Baugruppen
durchaus Sinn macht, ist im Falle von rdaumlichen Schaltungstrigern eine integrierte
Entwicklungsweise notwendig.

2.1 Integration domanenspezifischer Funktionen

Zur Kopplung der mechanischen Konstruktion und des elektrischen bzw. elektronischen
Layouts gibt es bereits kommerzielle Losungen. Das gleichzeitige Bearbeiten von Me-
chanik und Elektronik unter Beriicksichtigung der Abhéngigkeiten, als ECAD/MCAD
Co-Design bezeichnet, wird beispielsweise mit dem von der Firma Zuken entwickelten
BoardInterchanger realisiert, der einen Austausch von Leiterplattengeometrien mit dem
MCAD-System Catia erlaubt [Zuk14-ol]. In Pro/ENGINEER ist das Modul ECAD-
MCAD Collaboration Extension (ECX) fiir die datentechnische Verbindung zu Mentor
Graphics und Cadence eingebettet. Damit lassen sich Anderungen auf Mechanik- und
Elektronikseite gleichzeitig anzeigen [Uhl0O8]. Die Losungen der groBen Softwareanbie-
ter vereinfachen zwar die Zusammenarbeit zwischen Konstrukteuren und Layoutern,
bieten allerdings keine Unterstiitzung fiir rdumliche Schaltungstrager an [FFF09]. Des-
halb ist es notwendig, einheitliche Funktionen und eine gemeinsame Entwicklungsbasis
fiir die grundverschiedenen Dominen Maschinenbau und Elektrotechnik zu schaffen
(siehe Bild 1).
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Mechanik Elektrotechnik
MCAD-Systeme ECAD-Systeme
= Parametrische 3D- = Logikentwurf (CAE)
klassische Modellierumgebung zum = Layoutsynthese in einer 2D-
Entwicklungstools Erstellen von Volumenmodellen bzw. 2%2D-Umgebung
= Simulation, Analyse = Routing, Design-Rule-Check

= CAM-Unterstltzung
MIDCAD-Systeme

= Parametrische 3D-Modellierumgebung zum Erstellen von
MID- Volumenmodellen
= |ogikentwurf

Entwicklungstool = Layoutsynthese in einer 3D-Umgebung
= Routing, Design-Rule-Check
= Darstellung der Leiterbahnen nach dem Routing

Mechatronik

Bild 1:  Synthese der Konstruktionsdisziplinen

Dies betrifft standardisierte MCAD-Funktionalititen, wie die parametrische 3D-
Modellierung oder das automatisierte Entflechten der Leiterbahnen aus dem
ECAD-Bereich. Dazu kommen Design-Regeln, die fiir 3D-MID von Bedeutung sind.
Dies konnen Kantenradien oder Montageflichen sein, die in jedem Fall beriicksichtigt
werden miissen. Aus dieser Synthese der beiden Doménen entsteht ein integriertes
Softwaremodell zur Entwicklung rdumlicher mechatronischer Baugruppen.

2.2 Integrative Entwicklung durch Kopplung der Partialmodelle

Am Lehrstuhl fiir Fertigungsautomatisierung und Produktionssystematik (FAPS) wur-
den in diesem Bereich zwei Ansétze verfolgt: Zum einen das in Pro/ENGINEER inte-
grierte System MIDCAD und zum anderen das Projekt MID-Layout [ZFG+14]. In bei-
den Systemen wurden automatisierte Routingverfahren auf rdumlichen Schaltungstra-
gern prototypisch umgesetzt. Als Grundlage dienten jeweils proprietire CAD-Systeme
wie Siemens NX, Pro/ENGINEER oder Autodesk Inventor. In MIDCAD wurde zu-
néchst die Umsetzbarkeit eines 3D-ECAD-Systems fiir MID-Baugruppen auf Basis her-
kdmmlicher MCAD-Werkzeuge untersucht. Dabei wurden neue MID-spezifische Funk-
tionsmodule wie das automatische Routing oder die Integration von CAE-/CAM-
Funktionen beriicksichtigt. Die Funktionen wurden direkt iiber die Programmierschnitt-
stellen im CAD-System integriert [Zhu07]. Im Projekt MID-Layout wurde der Rechen-
aufwand im CAD-System minimiert und ausgelagert. Komplexe Berechnungen zum
Leiterbahnrouting sind in einem eigens dafiir entwickelten Modul realisiert. Die Kopp-
lung zwischen den CAD-Systemen und dem Berechnungsmodul basiert auf einem
MID-spezifischen Produktmodell, welches auf der Auszeichnungssprache XML basiert
(siche Bild 2). Hier befinden sich z.B. die nétigen Daten aus dem logischen Verhal-
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tensmodell der elektronischen Schaltung, zu der auch technologische Design-Regeln
gehoren. Im mechanischen Bereich existieren geometrisch-mathematische Beschrei-
bungen der Schaltungstriger. Hier sind auch 3D-Bauteilpositionen oder sogenannte
Keep-Out-Flachen, Flidchen die zumeist mechanische Funktionen erfiillen und nicht fiir
die Elektronik verwendet werden diirfen, zu finden. Die eigentliche Berechnung der
Leiterbahnentflechtung geschieht im Projekt MID-Layout iiber drei wesentliche Proze-
duren. Aus der in das XML-Format extrahierten Volumengeometrie der CAD-Systeme
wird ein neues Datenmodell erstellt. Dieses enthdlt die geometrisch-mathematische Be-
schreibung der Volumenkdrper, die sogenannte Boundary Representation (BRep). Die
Berechnung einer in die Ebene projizierten Darstellung der Oberflichengeometrie wird
hierdurch ermdéglicht. Eine Herausforderung dabei ist die Abwicklung unebener Geo-
metrien, wie Fldchen mit elliptischer Grundform oder Freiformflichen. Insbesondere
letztere sind eine grofe Herausforderung, da sich diese nur ndherungsweise berechnen
lassen. Aus den in die Ebene projizierten Flichen und den vordefinierten MID-
spezifischen Informationen, wie Design Regeln und Bauteilpositionen, entsteht ein neu-
es planarisiertes Produktmodell. In diesem Modell sind Routing-Algorithmen imple-
mentiert und berechnen Pfade fiir Leiterbahnen. Die Ergebnisse werden in die 3D-
Umgebung riicktransformiert und iiber die XML-Schicht zuriick an die 3D-MCAD-
Systeme geleitet.

CAD-Schicht
* El. Komponenten < Zwischenschicht (XML)
= B-Rep T = El. Komponenten MID-Layout Schicht
= Keep-Outs < = B-Rep >
= Routing Task g — " Keep-Outs 0
= Leiterbahnen = § * Routing Task g c Planarisieren
o
= Routingergebnis E = Leiterbahnen €=
e > iz : . g3 £ v
_g = Routingergebnis 58 =
= Netze = o %E S Planarisiertes
<z || & 5 < Produktmodell
= EIl. Komponenten O < = Netze ) -
] 3 v
.
El. Komponenten » E

Routing

Bild 2: Datenaustausch zwischen CAD-Systemen, Produktmodell und Layout-
Algorithmen

Der Vorteil dieser Vorgehensweise ist vor allem die Moglichkeit unterschiedlichste
CAD-Systeme anzubinden. Ebenso bietet sie modulare Erweiterbarkeit iiber das XML-
basierte MID-Produktmodell unter Beibehaltung der systemeigenen CAD-Formate.
Dadurch kénnen Modellhistorien der nativen CAD-Formate erhalten werden. Diese
wiirden bei der Bearbeitung durch neutrale CAD-Formate wie STEP oder IGES verlo-
ren gehen. Insbesondere letzterer Punkt ist bedeutsam, wenn Anderungen auf parametri-
scher Basis vorgenommen werden sollen.
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Ein kommerziell verfiigbares Tool fiir die 3D-MID-Konstruktion ist mit dem industriell
bereits eingesetzten 3D-ECAD-System NEXTRA® der Firma MECADTRON GmbH
gegeben [KF05]. NEXTRA® beinhaltet grundlegende Funktionen wie die 3D-
Platzierung elektronischer Bauelemente auf rdumlichen Schaltungstrigern, das manuelle
Entflechten der elektrischen Leiterbahnen sowie die Anbindung von MCAD- und E-
CAD-Tools iiber Dateischnittstellen. NEXTRA® bietet dhnliche Funktionen fiir die
MID-Konstruktion wie MIDCAD und MID-Layout. Keines der genannten Werkzeuge
bietet jedoch spezifische Konstruktionsroutinen fiir die Optoelektronik.

3 Entwicklung integrierter optomechatronischer Schal-
tungstrager

Die optische Dateniibertragung ist auf Grund ihrer vielen Vorteile bereits im Kommuni-
kationsnetz erfolgreich etabliert. Elektromagnetische Unempfindlichkeit und Steigerung
der Datenrate durch Wellenldngenteilung sind nur einige vielversprechende Vorteile
dieser Technologie [Sch08]. Auch der Chip-zu-Chip Kommunikation wird aufgrund der
Moglichkeit, groe Datenvolumina zu verarbeiten, erhebliches Potential zugeschrieben.

Im Allgemeinen wird bei der optischen Dateniibertragung ein optisches Signal mittels
einer Laserdiode oder einem VCSEL (Vertical Cavity Survace Emitting Laser) in einen
Lichtwellenleiter eingekoppelt und iiber diesen zum Empfanger geleitet. Bei elektroop-
tischen Leiterplatten kommt zu den verschiedenen Kupferlagen der herkoémmlichen
Leiterplatten eine zusitzlich integrierte optische Lage. Diese Lage kann einen oder meh-
rere Lichtwellenleiter enthalten. Die einzelnen Lichtwellenleiter sind won der Oberflé-
che der Leiterplatte optisch zuginglich und erméglichen das Ein- und Auskoppeln von
Lichtsignalen. [FC09], [FCROS]

In Zukunft wird sich das Potential auch auf den Bereich integrierter Schaltungstrager
ausweiten. Insbesondere der geringe Platzbedarf und die hohe Bestindigkeit gegen
Umwelteinfliisse im Vergleich zu herkommlichen Leitern sind ausschlaggebend fiir
deren Einsatz. Folgend wird der gegenwirtige Stand der Technik zum rechnergestiitzten
Entwurf optoelektronischer Designwerkzeuge dargestellt. Aus diesen werden Anforde-
rungen und Handlungsstrategien fiir die rechnergestiitzte optomechatronische Entwick-
lung abgeleitet.

3.1 Gegenwartiger Stand und Anforderungen im Bereich optome-
chatronischer Designwerkzeuge

Das Prinzip der Verkniipfung mehrerer Disziplinen ist bei MID-Produkten durch die
untrennbare Verbindung von elektronischer Funktion und Bauteilgeometrie noch deutli-
cher ausgeprégt als bei herkdmmlichen mechatronischen Systemen. Aus diesem Grund
ist ein Werkzeug notwendig, welches in der Konstruktion und der Herstellung den be-
sonderen Anforderungen des -elektronisch-mechanischen Aufbaus von MID-
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Komponenten Rechnung trigt [Mei02]. Die Anforderungen lassen sich dabei nach sol-
chen aus der geometrischen Gestaltungsfreiheit, der Integration elektronischer und me-
chanischer Funktionen sowie nach design- und fertigungsbezogenen Anforderungen
klassifizieren. Zu diesen Anforderungen kommt nun die Doméne der Optik oder Opto-
elektronik hinzu.

Im 2D-Bereich wird das Design optoelektronischer PCBs bereits durch spezielle CAD-
Tools unterstiitzt. So wurde vom Cooperative Computing & Communication Laboratory
(C-LAB) in Paderborn der OptoBoard Designer fiir Flachbaugruppen entwickelt
[BSS09]. Diese Software stellt eine Simulations- und Entwurfsumgebung fiir leiterplat-
tenbasierte Multimode-Wellenleiter-Verbindungen.

Die Eigenschaften des Materials, der Signalerzeugung und -leitung sowie die teilweise
aktiv iiberwachten Montageverfahren unterscheiden sich zu dem Erfahrungsbereich der
Entwicklungsmethodik fiir raumliche elektronische Baugruppen. Konstruktionsfunktio-
nen, die Koppelstellen zu elektrisch-optischen Funktionen liefern konnten, sind nicht
vorhanden. Es existieren derzeit auch noch keine Design-Richtlinien. Vorgaben aus dem
MID-Bereich sind deshalb nicht einfach auf rdumliche optomechatronische Baugruppen
ibertragbar.

Bisher ist keine Design-Software fiir die Konstruktion rdumlich angeordneter opto-
mechatronischer Baugruppen verfiigbar. Die am Lehrstuhl FAPS entwickelten Systeme
MIDCAD und MID-Layout konnen jedoch als Basis flir das Design opto-
mechatronischer Baugruppen dienen (siehe Bsp. Bild 3). In zweidimensionalen elektro-
nischen CAD-Systemen (2D-ECAD) spielt die Bereitstellung von Bauelementbibliothe-
ken ebenso eine wichtige Rolle wie die Verwendung von Features in
3D-MCAD-Systemen. Bereits bestehende Funktionen wie die Bauelementplatzierung
auf beliebigen Flachen sowie die 3D-Leiterbahnentflechtung auf der Oberfliche des
Schaltungstragers sind bereits in den Projekten MID-Layout und MIDCAD realisiert
[ZFG+14], [ZhuO7]. Auch in einem Entwicklungswerkzeug fiir rdumliche optische
Baugruppen sind fiir eine sinnvolle Entwicklung entsprechende Funktionen notwendig.
Dies sind spezifische optomechatronische 3D-Bauelementbibliotheken und zusitzliche
optische Konstruktionselemente, wie beispielsweise Durchkontaktierungen.
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3D-Volumenfiihrung

Strukturbauteil mit
integriertem
Lichtwellenleiter

Passiv-passiv Kopplung

Aktiv-passiv Kopplung

Bild 3: Konzept fiir einen 3D-Wellenleiter im Rahmen der Forschergruppe OPTAVER

Fiir Lichtwellenleiter (LWL) sind optoelektronische Design-Regeln zu {ibertragen.
Beim Entwurf konnen so frithzeitig fertigungstechnische Schwierigkeiten vermieden
werden. Spezifische Regeln fiir Gestalt und Anordnung optoelektronischer Elemente
sowie deren Toleranzanforderungen fiir 3D-Schaltungstridger werden noch im Rahmen
paralleler Forschungsprojekte identifiziert.

3.2 Umsetzung eines spezifischen Konstruktionswerkzeugs

Um diese Problemstellung anzugehen, wird am Lehrstuhl FAPS, in Zusammenarbeit
mit dem Institut fiir Optik, Information und Photonik in Erlangen, ein Werkzeug zur
Simulation und zum Entwurf optischer Baugruppen entwickelt. Weiterhin sind das
IAVT der Universitiat Dresden sowie das LZH und ITA der Universitdt Hannover, als in
anderen Teilprojekten der DFG-Forschergruppe OPTAVER (Optische Aufbau- und
Verbindungstechnik fiir baugruppenintegrierte Bussysteme) beteiligt. Dabei sollen die
Féhigkeiten von ausgewidhlten bestehenden Softwaresystemen der 3D-MID-
Technologie sowie der 2D-Wellenleiter-Modellierung und Simulation zu neuer Funkti-
onalitit aggregiert werden. Dazu miissen entsprechende Datenschnittstellen genutzt
oder bei Bedarf neu geschaffen werden. Entsprechende Vorgehensweisen werden fol-
gend vorgestellt:

Fiir den Datenaustausch zwischen zwei Programmen ist es moglich, systemneutrale
Schnittstellen, wie z.B. XML, zu verwenden. Dazu werden iiblicherweise je ein Pra-
und ein Postprozessor bendtigt. Ein Praprozessor wandelt das systemeigene, native Da-
tenformat in ein systemneutrales Schnittstellenformat, z.B. Initial Graphics Exchange
Specification (IGES), um. Der Postprozessor des anderen Programms setzt das Schnitt-
stellenformat wiederum in sein natives Datenformat um. Beim Datenaustausch iiber ein
Produktmodell wird dieses als zentrales Organ zur Verwaltung und Speicherung aller
fiir den Datenaustausch vorgesehenen Produktdaten definiert. Administrativ-, Meta-,
Berechnungs- und Simulationsdaten kénnen logisch verkniipft werden.

Ein elektromechanisches Produktmodell fiir 3D-MID Baugruppen beziiglich deren
Entwicklung in verschiedenen CAD-Systemen wurde am Lehrstuhl FAPS entwickelt
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[Zhu07], [Kre96]. Die Realisierung eines systemneutralen Produktdatenmodells ge-
schieht meist auf der Basis des sogenannten ,,Standard for the exchange of product mo-
del data“ (STEP), da dieser sowohl fiir den Produktdatenaustausch mittels Dateien als
auch fiir die Integration der Produktdaten in Datenbanken genutzt wird [Had00].

Es lassen sich aus den vorgestellten Methoden und Systemen fiir die CAD-Integration
demnach zwei grundlegende Strategien fiir optomechatronische Funktionen ableiten:

1. Entwicklung eines integrierten Produktmodells: Diese Strategie versucht vor al-
lem, bestehende oder neu entworfene Produktmodelle zu erweitern. Diese sollen
alle Daten, die in der Produktentwicklung vorhanden sind, erfassen. Im Falle ei-
ner Erweiterung konnen Spezifikationen und Anforderungen direkt an ein Pro-
duktmodell angehidngt werden. Dies geschieht analog zu den Vorarbeiten der
Forschungsprojekte MIDCAD oder insbesondere MID-Layout, welches auf ei-
nem dateineutralen Produktmodell basiert.

2. Programmgesteuerte Zugriffsmethoden: Zugriffe auf bestehende Modelle erfol-
gen zentral iiber eine Programmierschnittstelle (API — Application Programming
Interface). Entsprechende Funktionen und Spezifikationen kénnen so benutzt
werden. Das Spektrum der Zugriffsmethodik reicht dabei von Kommunikations-
standards wie TCP/IP iiber CAD-System-spezifische Bibliotheken bis hin zur
objektorientierten Kapselung und Integration in eine verteilte Arbeitsumgebung.
Dies setzt voraus, dass entsprechende Zugriffsmoglichkeiten der Softwarepakete
bestehen.

Die Kapselung komplexer Berechnungsfunktionen, wie das Monte-Carlo Raytracing fiir
Lichtwellenleiter, kann in externen Programmen erfolgen. Dies setzt voraus, dass ent-
sprechende Geometrien aus dem 3D-Umfeld des verwendeten CAD-Systems in andere
Simulationsumgebungen exportiert werden. Weiterhin miissen zu identifizierende Kon-
struktionsrichtlinien und Design-Strategien im 3D-Umfeld beriicksichtigt werden. Diese
miissen in einem eigenen Produktmodell realisiert werden.

4 Resiimee und Ausblick

Raumliche elektronische Baugruppen benotigen spezifische Entwicklungssysteme fiir
den fertigungsgerechten Entwurf. Eine einfache parallele Entwicklung der unterschied-
lichen Doménen ist im Unterschied zum konventionellen Leiterplattenentwurf aufgrund
der gegenseitigen Abhdngigkeiten von Mechanik und Elektronik in mechatronischen
Bauteilen nicht mehr mdglich. Insbesondere bei der Aggregation mit optischen Bauele-
menten verschirft sich diese Anforderung zusétzlich. Zu den schon existierenden For-
schungsarbeiten im Bereich integrierter Entwicklungssysteme kommen neue Anforde-
rungen aus der Lichtwellenleitertechnik hinzu. Durch die DFG-Forschergruppe OPTA-
VER kann ein erster Schritt in diese Richtung erfolgen. Voraussetzung dafiir sind ent-
sprechende Forschungsarbeiten im Bereich der Fertigung sowie der Aufbau- und Ver-
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bindungstechnik. Die Losungen sind in einem entsprechenden Konstruktions- und Si-
mulationswerkzeug umzusetzen. Auf Basis eines neuen Produktmodells werden Design-

und Fertigungsrichtlinien implementiert. Ein rechnergestiitztes Konstruktionswerkzeug

fiir optomechatronische Baugruppen beriicksichtigt {iber die schon bekannten Anforde-
rungen aus Elektrotechnik und Maschinenbau hinaus auch optische Herausforderungen.

Die beschriebenen Analogien aus dem MID-Bereich zeigen auf, dass eine wirtschaftli-

che Losung moglich scheint.
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Zusammenfassung

Hohe Funktionsdichte auf kleinem Bauraum und damit einhergehende Miniaturisierung
sind Erfolgsfaktoren fiir eine Vielzahl von mechatronischen Produkten. Ein Innovati-
onstreiber in diesem Bereich ist die Technologie MID (Molded Interconnect Devices).
Sie ermoglicht es, Elektronik direkt in mechanische Bauteile zu integrieren. Planare
Schaltungstrager lassen sich so durch rdumliche ersetzen. Das spart Raum, Teile und
Kosten. Speziell die korrekte Kostenbewertung ist oftmals eine schwierige Hiirde bei
innovativen MID-Projekten. Bereits in der MID-Studie 2011 ,,Markt- und Technologie-
analyse* wurde die Bewertung als einer von vier wesentlichen Schliisselfaktoren fiir
erfolgreiche MID-Projekte ausgemacht [FGG+11]. Dies wird durch Aussagen aus der
Praxis untermauert. Wir prisentieren in diesem Beitrag eine Systematik, die eine kor-
rekte Kostenbewertung von MID-Produkten ermdglicht. Dazu gehdrt die Definition des
Betrachtungsgegenstandes, welcher die Basis darstellt; Das Kostenmodell beschreibt
alle relevanten Aspekte des Produkts und Produktionssystems, die bewertet werden
miissen. AbschlieBend wird die Systematik anhand des Miniaturroboters BeBot ange-
wendet.

Schlusselworte

Molded Interconnect Devices, MID, Kostenbewertung, Kostenmodell, Entwicklungs-
methodik, Mechatronik
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Cost Appraisal of Mechatronic Systems in the Technology
Molded Interconnect Devices

Abstract

High functional density on small space including strong miniaturization are factors of
success of a plurality of mechatronic products. One innovation driver is the technology
Molded Interconnect Devices (MID). It enables the integration of electronic and me-
chanical functions. Common devices such as FR4 boards can be replaced by spatial de-
vices. This reduces space, parts and costs. A central challenge is the economic efficien-
cy analysis which was identified as a main key factor for successful MID-projects in the
MID study 2011 “market and technology analysis” of the research association molded
interconnect devices 3-D MID e.V. A central need for action was identified by consider-
ing the comparability of the whole process chain [FGG+11]. In this Paper we present a
systematics, which enables a correct cost evaluation of MID-products. Therefore the
subject matter needs to be defined, which is the basis for further investigation. The cost
model describes all relevant aspects of the product and production system, which need
to be evaluated. In the end the systematics will be applied to the miniature robot BeBot.

Keywords

Molded Interconnect Devices, MID, cost evaluation, cost model, design methodology,
mechatronic systems
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1 Einleitung

Sich immer schneller andernde Mérkte bilden eine Herausforderung fiir produzierende
Unternehmen. Nahezu alle Einflussfaktoren (Kunden, Technologien, Gesetze etc.), die
auf Unternehmen wirken, verdndern sich dynamisch. Diese Situation ist grundsétzlich
nicht neu. So flihrte beispielsweise die Industrialisierung zu Beginn des letzten Jahr-
hunderts zur Einfliihrung der Arbeitsteilung und der Trennung von planenden und aus-
fiihrenden Tétigkeiten. Heute fiihrt die zunehmende Individualisierung von Produkten
zu einer zunehmenden Variantenvielfalt und kiirzeren Produktlebenszyklen. Gleichzei-
tig steigen die Komplexitit der Produkte und die Qualitdtsanforderungen. Dies fiihrt bei
den Unternehmen zu einem stetig wachsenden Zeit- und Innovationsdruck in der Pro-
dukt- und Prozessentwicklung. Die rdumliche Integration mechanischer und elektroni-
scher Komponenten, verbunden mit Funktionsintegration und Miniaturisierung eréffnet
dabei neue Moglichkeiten in der Produktgestaltung. Spritzgegossene Schaltungstrager
(Molded Interconnect Devices) bilden hierfiir ein leistungsfahiges Beispiel:

MID-Teile sind raumliche elektro-mechanische Funktionstrager. Elektronische Funkti-
onen lassen sich durch Leiterbahnen erzeugen. Mechanische Funktionen lassen sich in
Form des Spritzgussteils integrieren. Das spart Raum, Teile und Kosten.

Speziell die korrekte Kostenbewertung ist oftmals eine schwierige Hiirde bei innovati-
ven MID-Projekten. Bereits in der MID-Studie 2011 ,,Markt- und Technologieanalyse*
[FGG+11] wurde die Bewertung als einer von vier wesentlichen Schliisselfaktoren fiir
erfolgreiche MID-Projekte identifiziert. Dies wird durch Aussagen aus der Praxis un-
termauert. In vielen Féllen wird die Technologie MID fdlschlicherweise als Kostentrei-
ber ausgemacht. Eine korrekte Kostenkalkulation setzt die Betrachtung der gesamten
Prozesskette sowie des Gesamtsystems voraus. Es miissen alle Prozesse von dem
Spritzguss iiber die Metallisierung bis hin zur Aufbau und Verbindungstechnik sowie
weitere vor- und nachgelagerte Prozesse betrachtet werden.

In diesem Beitrag wird zunéchst die Technologie MID néher vorgestellt. Anschlieend
erfolgt eine Analyse der aktuellen Arbeiten. In Kapitel 4 werden die Bestandteile der
Systematik ndher erldutert. In Kapitel 4.1 wird zundchst das Anwendungsbeispiel, der
Miniaturroboter BeBot, vorgestellt. In Kapitel 4.2 wird die Definition des Betrach-
tungsgegenstandes erldutert. In Kapitel 4.3 wird das Kostenmodell vorgestellt, welches
einen zentralen Aspekt der Systematik darstellt. Im darauffolgenden Kapitel werden die
Kosten des BeBot betrachtet. Der Beitrag endet mit einem Resiimee und Ausblick.

2 Die Technologie Molded Interconnect Devices (MID)

Die MID-Technologie bietet Vorteile wie 3D Gestaltungsfreiheit, hohe Zuverldssigkeit
und mitunter geringere Herstellungskosten im Vergleich zu herkdmmlichen elektroni-
schen Baugruppen. MID-Produkte sind spritzgegossene thermoplastische Bauteile mit
integrierten dreidimensionalen elektronischen Leiterbahnen. Die Oberfldche der ver-
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wendeten Thermoplaste kann selektiv metallisiert werden. Dies ermdglicht die Integra-
tion von elektronischen Komponenten mittels Aufbau- und Verbindungstechnik. Dar-
iiber hinaus konnen elektronische Funktionen wie Antennen, elektromagnetische Ab-
schirmungen oder Wiarmebriicken realisiert werden. Das Design des thermoplastischen
Schaltungstrégers selbst erfiillt dabei die mechanischen Funktionen des Bauteils. Mon-
tage und Anschlussfunktionen sind moglich, ebenso wie der Schutz vor Umwelteinfliis-
sen oder Wéirmemanagement. Die Zahl der serienmifBig hergestellten MID-
Anwendungen hat in den letzten Jahren deutlich zugenommen.Bild 1 zeigt zwei An-
wendungsbeispiele.

Quelle: KaVo Dental, 2E mechatronics Quelle: Harting Mitronics, Sick

Bild 1: Multi LED-Baugruppe fiir Zahnarztbehandlungseinheiten (links) und Kame-
ramodul fiir Sicherheitssysteme (rechts)

Die rdumliche Gestaltungsfreiheit ermoglicht eine optimale Ausrichtung der elektroni-
schen Komponenten entsprechend ihrer Einsatzumgebung, z.B. bei optischen Sensoren.
Insbesondere bei Anwendungen mit begrenztem Platzangebot konnen neue Produkt-
konzepte umgesetzt werden. Diese Miniaturisierung geht oft auch mit einer Gewichts-
reduktion einher. Auf Herstellerseite 1dsst sich die Prozesskette in der Produktion ratio-
nalisieren. Die Integralbauweise unterstiitzt zudem die Teilereduktion. Dies wirkt sich
positiv auf die Handling- und Montagekosten aus. Integrierte Installationshilfen, wie
Schnapphaken, vereinfachen die Montage und reduzieren die Anzahl fehlerhafter Ver-
bindungselemente innerhalb der Produktion.

Zur Herstellung der MID-Baugruppen steht eine Vielzahl unterschiedlicher Verfah-
ren zur Verfligung. Zu den am weitverbreitetsten Verfahren zdhlen das Zweikomponen-
tenspritzgieBen, das Laserstrukturieren, das Heiflprdgen und das Folienhinterspritzen.
Gleichldufig wéchst die Bedeutung von Plasma- und Druckverfahren. Die unterschiedli-
chen Verfahren werden durch gemeinsame Prozessstufen gekennzeichnet. Dabei ver-
bindet der Begriff MID-Herstellverfahren die Prozesse des SpritzgieBens, Strukturierens
sowie Metallisierens. Die Prozessschritte sind notwendig um den MID-Grundkorper zu
fertigen. Die nachgelagerten Prozesse der Aufbau- und Verbindungstechnik (AVT) die-
nen dem Aufbringen der elektronischen Komponenten auf dem Grundkorper. Die Zu-
sammenfiihrung aus MID-Herstellverfahren und AVT wird als MID-Prozesskette be-
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zeichnet (siehe Bild 2). Das MID-Produkt ist stark durch die Restriktionen der einzelnen
Prozessschritte determiniert. Die fiir MID-Bauteile typische Integralbauweise verstarkt
diese Abhingigkeiten, zudem beeinflussen sich Anderungen am Produkt oder Produkti-
onssystem gegenseitig. Die Integration von mechanischen und elektronischen Funkti-
onstragern fiithrt zudem zu zahlreichen Wechselwirkungen innerhalb des MID-Bauteils
[Fral3].

O — Referenzprozess MID

Schaltungstrager . - Auftragen/ .
>herste||en >> Strukturieren >> Metallisieren > Bestiicken Verbinden

Verbindungsmedium
auftragen:
\ 2K-Spritzguss chem. Verfahren Schablonendruck Loten
’ 1K-Spritzguss Laser physik. Verfahren Dispensen Kleben
’ Folienhinterspritzen Heilpragen Bauteile bestucken: Bonden
I
Primertechnik Besttickautomaten
II
FLAMECON® | MID-Automaten
IT
Aerosol-Jet Industrieroboter
T

Technologien

Bild 2:  Referenzprozess fiir MID-Baugruppen nach [GDGI10]

3 Analyse bisheriger Arbeiten der Kostenbewertung

Vereinzelt existieren Methoden zur Kostenbewertung von MID. FRANKE entwickelte
einen Ansatz, der Kostenstrukturen und Nutzenpotentiale der Technologie MID transpa-
rent machen soll. Basis fiir diesen Ansatz ist das Bewertungsverfahren der Prozessiiber-
gangskosten. Es wird ermittelt, wann ein Ubergang von konventionellen Technologien
zu MID wirtschaftlich sinnvoll ist. Hierbei steht die strategische Entscheidung im Vor-
dergrund. Konkreten Bezug auf Fertigungstechnologien erarbeitete FRANKE indem er
Kostenstrukturen fiir MID-Herstellverfahren definierte. Es wurde jedoch lediglich ein
Teil der Prozesskette abgebildet [Fra95]. Zur vollumfanglichen Kostenbetrachtung gilt
es die gesamte Prozesskette abzubilden, damit MID-Fertigungsverfahren mit herkdmm-
lichen Verfahren verglichen werden kénnen. Methoden aus der Betriebswirtschaftslehre
befassen sich mit nur einem unzureichenden Detaillierungsgrad mit der Bewertung. Sie
geben oftmals lediglich Kennzahlen (Return-On-Investment oder Break-Even-Point)
aus [WD10]. Technologiespezifische Aspekte bleiben hdufig unberiicksichtigt. Speziell
im Hinblick auf die groBe Anzahl unterschiedlicher MID-Herstellverfahren, die jeweils
einen starken Einfluss auf die Produktgestalt und Fertigung haben, ergeben sich in die-
sem Spannungsfeld Herausforderungen fiir die Kostenbewertung [Fra95]. Die Vielzahl
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von Einflussfaktoren auf die Kosten macht eine Betrachtung schwierig. Der Kostenvor-
teil der MID-Lo6sung ergibt sich nicht einfach durch die Betrachtung der Einzelkosten;
vielmehr durch die Integration mehrerer Bauteile/Funktionen und einer entsprechend
vereinfachten Bauteil- und Systemmontage [P6h98].

Weitere allgemeinere Bewertungsmethoden sind die Nutzwertanalyse, technische-
wirtschaftliches Konstruieren nach VDI-Richtlinie 2225, der Analytic Hierachry Pro-
cess (AHP) oder die Wertanalyse nach VDI-Richtlinie 2800. Die Nutzwertanalyse ist
vielfdltig einsetzbar und es existieren etliche Varianten dieser Methode. Urspriinglich
wurde sie Mitte der 1970er Jahre von ZANGEMEISTER und BECHMANN entwickelt. Sie
wird héufig bei komplexen Entscheidungsproblemen eingesetzt. Das Gesamtproblem
wird, mit dem Ziel der Vereinfachung des Entscheidungsproblems, fragmentiert. Die
entstanden Teilprobleme werden anhand von Kriterien bewertet. In der Regel reicht die
Bewertung von 0 (schlecht) bis 10 (sehr gut). Die Variante mit dem hochsten Nutzwert
gilt als die vorteilhafteste [Zan76], [Kuel4]. Die Methode nach VDI-Richtlinie 2225
fokussiert im Wesentlichen die Ermittlung von Bauteilkosten auf Basis der Geometrie
und des verwendeten Werkstoffs. Es wurde ein umfangreiches Tabellenwerk erarbeitet,
welches fiir verschiedene Erzeugnistypen (z.B. Krane oder Staubsauger) angewandt
werden kann [VDI2225]. Der Analytic Hierarchy Process wurde 1971 von SAATY ent-
wickelt. Wie bei der Nutzwertanalyse fokussiert der AHP komplexe Entscheidungs-
probleme. Die Bewertung wird relativ zwischen zwei Entscheidungsalternativen durch-
gefiihrt. Alle Teilbewertung werden anschlieBend aufsummiert. Die Alternative mit der
groflten Summe ist die vorteilhafteste und ist auszuwidhlen. AbschlieBend wird eine
Sensitivitdtsanalyse durchgefiihrt. Sie besagt, wie robust das Ergebnis gegeniiber einer
Anderung ist bzw. wie sensibel es auf eine Anderung der Kriteriengewichtung reagiert.
Ein Ergebnis gilt als robust, wenn marginale Anderungen keinen Einfluss auf die Rang-
folge der Alternativen haben [SV12]. Die Wertanalyse wurde 1947 in den USA entwi-
ckelt. Thr Fokus liegt auf der Verbesserung existierender Produkte sowie der Entwick-
lung neuer Produkte. Im Fokus der Betrachtung stehen jene Kosten, die sich nicht auf
die Qualitét, den Gebrauch, die Lebensdauer, die Optik oder den Verkauf beziehen. Fiir
die Bewertung stellt die VDI-Richtlinie 2800 ein Methodenportfolio (z.B. Quality Func-
tion Deployment oder Return-On-Investment) bereit. Ziel ist entweder die Nutzenma-
ximierung bei gegebenen Kosten oder die Kostenminimierung bei gegebenem Nutzen
[VDI2800]. Die Zielsetzung entspricht dem dkonomischen Prinzip nach Erich Guten-
berg.

Fazit: Es fehlt an einer durchgingigen Systematik zur Kostenbewertung, welche alle
relevanten Aspekte mit ins Kalkiil zieht. Die Aspekte umfassen unter anderem die Be-
wertung der Produkt- als auch der Produktionssystemkosten. Ein weiterer wesentlicher
Aspekt fiir eine Kostenbewertung ist die korrekte Definition des Betrachtungsgegen-
standes, welcher fiir alle Losungskonzepte gleich ist und die Basis fiir die Bewertung
darstellt. Zudem sind die Entwickler mit geeigneten Methoden zu unterstiitzen, da diese
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zumeist wenig Erfahrung mit dem Umgang der Technologie MID haben. Daher wurde
eine Systematik zur Kostenbewertung entwickelt. Sie wird im Folgenden vorgestellt.

4 Systematik zur Kostenbewertung

Die Systematik zur Kostenbewertung umfasst mehrere Bestandteile: Zu Beginn muss
der Betrachtungsgegenstand (vgl. Kap 4.2) definiert werden. Hierfiir wurde eine ent-
sprechende Methode entwickelt, welche auf dem Systems Engineering (SE) basiert. SE
wird als durchgingige, fachdiszipliniibergreifende Disziplin zur Entwicklung techni-
scher Systeme verstanden. Das Model-Based Systems Engineering unterstiitzt modell-
basiert, bereits in der Konzipierung, bei der Entwicklung technischer Systeme
[GDS+13]. Zur Modellierung wird die Spezifikationstechnik CONSENS genutzt, wel-
che am Heinz Nixdorf Institut entwickelt worden ist. Mit CONSENS werden Produkt
und Produktionssystem mit Hilfe eines zusammenhdngenden Systems von Partialmo-
dellen beschrieben [GFD+09], [GLL0O6]. Aufbauend auf den Modellen wird eine Kos-
tenbewertung durchgefiihrt. In Kapitel 4.3 wird das Kostenmodell vorgestellt. Es enthalt
alle relevanten Aspekte und gibt Aufschluss iiber die Berechnung der einzelnen Kosten.
Die Berechnungsformeln sind als Orientierung zu verstehen und lassen sich vom An-
wender individuell anpassen oder erweitern. In Kapitel 4.4 wird die Berechnung der
Kosten anhand des Miniaturroboters BeBot durchgefiihrt. Zunichst erfolgt eine kurze
Erlduterung des Anwendungsbeispiels.

4.1 Miniaturroboter BeBot

Der Miniaturroboter wurde am Heinz Nixdorf Institut als Demonstrator im Rahmen des
Sonderforschungsbereichs 614 — Selbstoptimierende Systeme des Maschinenbaus —
entwickelt. Er ist eine Forschungsplattform fiir Algorithmen der Schwarmintelligenz
und Multi-Agenten Systeme. Ferner ist er ein Technologiedemonstrator fiir MID. Sein
Gehiuse ist eine 2,5D MID-Baugruppe, welche mittels Laserdirektstrukturierung herge-
stellt wurde. Das Gehduse sowie der BeBot sind in Bild 3 abgebildet. Auf der unteren
Halfte ist der gesamte BeBot zu sehen, mit Antrieben, Leiterplatten, Lichtleiter und De-
ckel mit integrierter W-LAN Antenne. Das MID-Gehéduse (oben) verfiigt liber zwolf
Infrarotsensoren welche einen 360° Blick ermdglichen. Der BeBot ist so in der Lage
Gegenstidnde und Hindernisse zu detektieren. Zusédtzlich, zu weiteren elektronischen
Bauteilen, ist ein Mikrokontroller auf der riickwirtigen Gehduseinnenseite angebracht.
Der Mikrokontroller ist fiir die Sensorauswertung und das Motorenmanagement zustan-
dig. Zudem kdnnen zwei Leiterplatten in das Gehéduse gesteckt werden.
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Mikrocontroller auf der

Rucksei
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W-LAN Antenne

Basisplatine und
Erweiterungsplatine

'/ Antriebseinheit

BeBot Basisfahrzeug |

Bild 3: MID-Gehduse (oben) und der Miniaturroboter BeBot (unten)

4.2 Definition des Betrachtungsgegenstandes

Bei der Definition des Betrachtungsgegenstandes sind zwei Aspekte wesentlich: (1)
Alle relevanten Aspekte des Konzeptes miissen fiir die Bewertung Beachtung finden
und (2) die Bewertung konkurrierender Konzepte muss auf einer einheitlichen Basis
durchgefiihrt werden. Dafiir wurde eine funktionale Sicht auf das System gewdhlt. In
einer Funktionshierarchie werden alle Funktionen beschrieben, die vom System umzu-
setzen sind. Im oberen Bildbereich von Bild 4 ist ein Auszug der Funktionshierarchie
des BeBot abgebildet. Alle fiinf gezeigten Funktionen werden von dem MID-Gehduse
realisiert. Im néchsten Schritt wird die Wirkstruktur analysiert.
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| Funktionen |
El. Energie Nachbar- Elektrische Vor Umwelt-
tran'sportieren baugruppe Komponenten Bauteile tragen einfliissen
[Z] kontaktieren [3] kontaktieren [7] [5] schiitzen

Wirkstruktur — Legende

Funktion
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sensoren

L

Systemelement
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Antriebs- —--—-»  Elektromechanischer Fluss
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Basisplatine Bauteilinformationen
MID-Bauteil
S8 Funktionshierarchie
[g] Verweis

Bild 4:  Auszug der Funktionshierarchie und Wirkstruktur des Miniaturroboters BeBot

Die Systemelemente und deren Flussbeziehungen die mit dem MID-Gehéuse in Bezie-
hung stehen miissen betrachtet werden. Speziell mechanische oder elektromechanische
Flussbeziehungen sind von groBer Relevanz. Sie geben Aufschluss tiber die Fertigung
der Baugruppe. Es lassen sich z.B. Montagezusammenhinge erkennen. Aufbauend auf
dieser Erkenntnis wird der Fertigungsprozess modelliert.

Prozesse (Gehduse) |

‘ Gehéause-
< Granulat- \ LDS _ e

Bestiicktes
Gehdause

Bestiicken

(1)

material Prozess kérper

Legende

XD
O
O

Infrarot-

sensoren Prozess

Materialelement

Systemelement

El. Bauteile

—~

Flussrichtung

Bild 5:  Auszug aus dem Fertigungsprozess fiir den Miniaturroboter BeBot

Bild 5 zeigt einen Auszug aus dem Fertigungsprozess fiir den BeBot. Die MID-
Prozesskette ist als LDS-Prozess zusammengefasst. Das Piktogramm der zusammen-
hingenden Prozesspfeile verdeutlicht dies. Nach der Fertigung des Gehduses wird die-
ses u.a. mit Infrarotsensoren und elektronischen Bauteilen bestiickt. AnschlieBend erhélt
man das bestilickte Gehduse. Alle Prozesse die unmittelbar mit dem Gehduse bzw. MID-
Bauteil in Beziehung stehen, sind mit ins Kalkiil zu ziehen. So wird der Anforderung
der Betrachtung der gesamten Prozesskette Rechnung getragen.
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4.3 Kostenmodell

Das Kostenmodell beschreibt alle relevanten Kostenaspekte des Produkts und Produkti-
onssystems Bild 6 zeigt die oberste Ebene des Kostenmodells fiir die Herstellkosten.
Diese setzten sich aus den Materialkosten (Produktkosten) und den Fertigungskosten
(Produktionskosten) zusammen. Das weille Dreieck zeigt an, dass eine weitere Detail-
lierung der Kostenzusammensetzung existiert.

\/

Herstellkosten

. <
Materialkosten Fertigungskosten

(Produktkosten) el else
kosten)
T T
v | V. | v
Materialeinzel- | ;| Materialgemein- Maschlner_lkosten 4 Riistkosten
kosten kosten der Fertigung i
[
v [
QS-Kosten —-— +-—-—| Fertigungsl6hne
|
|
v |
Logistikkosten | — -1 —- REELCAG L
gemeinkosten

Bild 6: Kostenmodell fiir die Bestimmung der Herstellkosten (Auszug)

Zur Berechnung der Materialkosten sind die Materialeinzelkosten sowie die Material-
gemeinkosten zu bestimmen. Die Materialeinzelkosten setzten sich aus Werkstoffkosten
und den Bauelementkosten zusammen. Die Werkstoffkosten (WK) wiederum werden
aus dem Volumen des Bauteils (Vpr), Volumen des Angusses (Vya), der Dichte des
Werkstoffs (pw), dem Kostenkoeffizienten des Werkstoffs (KKw) und den Kosten des
Referenzwerkstoffs (Krw) gebildet: WK = (Vgr+ Va)* pw * KKw * Krpw

Zur vereinfachten Berechnung werden Zuschlagssitze flir die Werkstoffe gebildet. Es
liegt die Annahme zugrunde, dass die Preisdifferenz zwischen Werkstoffen iiber lange
Zeitraume anndhernd konstant ist [VDI2225]. Es muss nur der Preis des Referenzwerk-
stoffs bekannt sein. Dies reduziert den Aufwand bei der Berechnung der Werkstoftkos-
ten. Die Materialgemeinkosten sind mit einem Aufschlagssatz angegeben, wie in der
Kosten und Leistungsrechnung iiblich. Die Fertigungskosten setzten sich aus den Ma-
schinenkosten der Fertigung zusammen sowie den Fertigungslohnen. Hinzu kommen
Riistkosten, Qualitdtssicherungskosten, Logistikkosten und Restfertigungsgemeinkos-
ten. Es miissen nicht alle Kosten entstehen, einzelne Aspekte konnen mit unter vernach-
lassigt werden, da sie entweder nicht existieren oder marginal sind.
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4.4 Betrachtung der Kosten fiir den Miniaturroboter BeBot

Wie oben beschrieben, wurde der Betrachtungsgegenstand definiert. Um die Material-
kosten (Produktkosten) zu bestimmen, wurden alle relevanten Informationen (soweit
bekannt) an das Systemelement des MID-Bauteils annotiert. Dazu gehoren der Werk-
stoff sowie alle elektronischen Bauteile. Auf Basis des CAD-Modells kann das Volu-
men des Grundkorpers berechnet werden. Um die Fertigungskosten (Produktionskosten)
zu bestimmen, ist die Prozesskette fiir den definierten Betrachtungsgegenstand zu erstel-
len. Jedem Prozessschritt kann eine Prozesskarte [SGD14] zugewiesen werden.Bild 7
zeigt einen Ausschnitt der annotierten Informationen des Gehduses. An die Prozesse
sind die Prozesskarten annotiert. Sie geben vielfiltige Informationen iiber den Prozess,
wie z.B. die Kostenzusammensetzung und bendtigte Betriebsmittel. Auf Basis dieser
Informationen konnen die Kosten bestimmt werden. Je detaillierter und genauer die
Informationen sind, desto genauer ist die Kostenbestimmung des MID-Bauteils. Da sich
alle Prozesse einzeln bewerten lassen, kann jeder Prozessschritt oder Teile der Prozess-
kette mit Angeboten von einem Auftragsfertiger verglichen werden. Eine make or buy
Entscheidung fiir einzelne Prozesse bis hin zur gesamten Fertigung kann so herbeige-
fiihrt werden.

‘ Wirkstruktur |

rarot-
sensoren
RN

einheit
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—

Werkstoff
LCP Vectra 820i

Gehéause

Bauteile
Bezeichnung Anzahl (Stk.)
Widersténde

R1-R6, R26-R31 12

R7-R12, R32-R37 12

R13-R25, R38-R56 32

R57 1
Kondensatoren

C1-C4 4

C5 |

Gehause-
grund-
korper

Bestiicken

Bestiicktes
Gehaduse

—
Einkomponentenspritzguss Infrarot-
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MSS = Maschinenstundensatz [€/Std.] ‘ CAD-Modell (Gehause) |
W = Werkstoffkosten (@/Stk]
— Legende

Referenzen
\j Funktion Materialelement — — — —» Informationsfluss == Materialfluss = - .
= Bauteilinformationen

D Prozess <:> Systemelement =~ ———  Energiefluss ———- Ellsls(;romechanlscher MID-Bauteil

=3 Funktionshierarchie

Bild 7:  Betrachtung der Herstellkosten fiir den Miniaturroboter BeBot
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5 Resumee und Ausblick

Der vorliegende Beitrag stellt eine Systematik zur Kostenbewertung eines MID-Bauteils
vor. Dabei unterstiitzt sie u.a. die Definition des Betrachtungsgegenstandes. Er ist der
wesentliche und entscheidende Faktor fiir die korrekte Bewertung. Zudem wird ein Mo-
dell fiir die Bewertung der Herstellkosten vorgestellt. Es umfasst alle relevanten Kosten
auf Seiten des Produktes und Produktionssystems. Anhand des Anwendungsbeispiels
BeBot (Miniaturroboter), wird die Systematik vorgestellt. Dafiir wird auf die Spezifika-
tionstechnik CONSENS zuriickgegriffen. Sie ermoglicht eine ganzheitliche Modellie-
rung des BeBots. Die Spezifikationstechnik wurde um Aspekte der Kostenbewertung
erweitert: Es lassen sich relevante Informationen (z.B. Werkstoff) an die Systemelemen-
te (z.B. Bauteile, Module) annotieren. Zudem wurden fiir die Fertigungsprozesse Pro-
zesskarten entwickelt, welche dem Entwickler Informationen zur Verfiigung stellen; u.a.
iiber die Zusammensetzung der Prozesskosten je Prozessschritt. Mit Hilfe der vorge-
stellten Systematik konnen die Kosten fiir ein MID-Bauteil korrekt bestimmt werden.
Die Giite der Genauigkeit der Kostenvorhersage hingt von der Giite der vorliegenden
Informationen ab. Die Systematik unterstiitzt auch weniger mit der Technologie MID
vertraute Anwender. Weitere Arbeiten gliedern die vorgestellten Aspekte in eine ganz-
heitliche Systematik zur Wirtschaftlichkeitsbewertung von MID-Produkten ein.
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Zusammenfassung

Entwicklungsprozesse sind zumeist historisch gewachsen und folgen einem linearen
Verlauf. Die fachdiszipliniibergreifenden Schnittstellen zwischen Entwicklungsprozes-
sen werden oft nicht betrachtet und ein genaues Verstindnis der Wechselwirkungen
zwischen Entwicklungsaufgaben fehlt. Die in dieser Arbeit vorgestellte Datenflussmo-
dellierung ermdglicht die Identifikation und Modellierung der Datenfliisse im Entwick-
lungsprozess. Die Modellierung basiert auf einer standardisierten Geschéftsprozessmo-
dellierungssprache. Diese wurde hinsichtlich einer einfachen Modellierung von Daten-
fliissen angepasst und um eine Typisierung der Datenobjekte erweitert. Am Beispiel
eines optimierten Leiterplattenentwicklungsprozesses und seinen Schnittstellen zu ande-
ren Fachdisziplinen werden die Einsatzmdglichkeiten der entwickelten Datenflussmo-
dellierung dargestellt.

Schliisselworte

Datenflussmodellierung, Entwicklungsprozess, Leiterplattenentwicklung, Leiterplatten-
entwurf, Geschiftsprozessmodellierung
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Data flow modelling as a method for optimization of develop-
ment processes illustrated by the printed circuit board devel-
opment

Abstract

Development processes usually grow historically and follow a linear progression. The
interdisciplinary interfaces between development processes are often not considered and
a detailed understanding of the interactions between development tasks is missing. The
data flow modelling presented in this work enables the identification and modelling of
data flows in the development process. The modelling is based on a standardized busi-
ness process modelling language. This was adapted to a simple modelling of data flows
and extended by a typing of the data objects. Using the example of an optimized printed
circuit board design process and its interfaces to other disciplines the capabilities of the
developed data flow modelling are presented.

Keywords

Data flow modelling, development process, printed circuit board development, printed
circuit board (PCB) design, Business process modelling
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1 Einleitung

Viele Entwicklungsprozesse in Unternehmen sind historisch gewachsen und folgen ei-
nem linearen Verlauf. Neue Produktentwicklungen sind oft eine Weiterentwicklung
bestehender Produkte. Wenn auch nicht explizit im Entwicklungsprozess ersichtlich,
profitiert doch der gesamte Prozess von dem Wissen und den Erfahrungen der Entwick-
ler aus vorhergehenden Projekten. Insbesondere ihre Féhigkeit zur Abschitzung der
Wechselwirkungen zwischen unterschiedlichen Fachdisziplinen beeinflusst den Verlauf
der Entwicklung. Diese Fahigkeit kommt an ihre Grenzen, sobald auf neue Anforderun-
gen reagiert werden muss, neue Fachdisziplinen zum Entwicklungsprozess hinzukom-
men oder Mitarbeiter aus dem Projekt ausscheiden. Im Zusammenhang mit Industrie 4.0
ist mit einer steigenden Komplexitit und neuen Herausforderungen zu rechnen, so dass
die Abschédtzungen immer ungenauer werden. Bewéhrte Entwicklungsprozesse stoflen
dadurch an ihre Grenzen und es ist damit zu rechnen, dass entweder immer seltener ef-
fiziente Losungen gefunden werden oder die Anzahl der bendtigten Iterationen im Ent-
wicklungsprozess steigen. Um diesem Vorgang entgegen zu wirken, miissen die Wech-
selwirkungen zwischen Entwicklungsaufgaben als Teil des Entwicklungsprozesses be-
trachtet werden. Dies bendtigt ein genaues Verstindnis der Informationsfliisse zwischen
den Entwicklungsaufgaben. Die im Folgenden vorgestellte Datenflussmodellierung
adressiert diesen Bedarf.

Im Unterschied zur Geschiftsprozessmodellierung liegt der Schwerpunkt hierbei nicht
in der Modellierung eines vollstindigen Geschéftsprozesses, sondern in der Identifikati-
on und Modellierung der Datenfliisse in einem Entwicklungsprozess. Die Datenfluss-
modellierung hilft, Abhéngigkeiten und Wechselwirkungen im Entwicklungsprozess zu
identifizieren und den Entwicklungsprozess anschlieBend zu strukturieren. Die struktu-
rierte Datenflussmodellierung des Entwicklungsprozesses gibt dem Entwickler ein Ver-
stindnis iiber seine Beziehungen zu anderen Entwicklungsaufgaben und ermoglicht
ihm, seine Kommunikationspartner zu identifizieren und somit selbststindig Abstim-
mungen, Optimierungen oder Konfliktldsungen im laufenden Entwicklungsprozess
durchzufiihren. Dies bedeutet gleichzeitig, dass die vorhergehenden Entwicklungspro-
zesse unter Umsténden neu ausgefiihrt werden miissen. Die Grundidee ist, den Entwick-
ler zu einem miindigen Teil des Entwicklungsprozesses zu machen und ihn nicht auf die
reine Konkretisierung zu beschrianken. Im Vergleich zu einer Matrix der Datenfliisse
zwischen einzelnen Aufgaben visualisiert die Datenflussmodellierung zusitzlich den
Prozess. Dies ist insbesondere bei der Identifizierung von Datenobjekten hilfreich.

Die von uns entwickelte und im Rahmen dieses Beitrags vorgestellte Datenflussmodel-
lierung basiert auf der Geschaftsprozessmodellierung des Standards ,,Business Process
Model and Notation", die in Kapitel 2 vorgestellt wird. In Kapitel 3 folgt eine Beschrei-
bung unserer Datenflussmodellierung. Kapitel 4 nutzt die entwickelte Datenflussmodel-
lierung, um den Leiterplattenentwicklungsprozess und seine Schnittstellen zu anderen
Fachdisziplinen zu modellieren und zu optimieren. AbschlieBend gibt Kapitel 5 ein Re-
stimee und einen Ausblick.
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2 Geschaftsprozessmodellierung

Innerhalb der Geschéftsprozessmodellierung haben sich unter anderem folgende grafi-
sche Modellierungssprachen etabliert:

e Business Process Model and Notation (BPMN) [BPMN2.0]

e Ereignisgesteuerte Prozesskette (EPK) [Sch99]

e Integrated DEFinition Method 3 (IDEF3) [MMP+95]

e Unified Modeling Language — Aktivitdtsdiagramm [UML2.4]

Einen Schwerpunkt der Sprachen bildet die Prozessmodellierung. Die Betrachtung der
Datenfliisse ist von untergeordneter Bedeutung. Die Business Process Model and Nota-
tion (BPMN) zeichnet sich durch eine ausgeprigte Werkzeugunterstiitzung und weite
Verbreitung aus [All2009-ol, DGS+10, FR14]. Die Modellierungssprache ermdglicht
die Geschiftsprozessmodellierung und grafische Darstellung von Arbeitsabldufen. Sie
wurde urspriinglich von dem IBM Mitarbeiter S. White entwickelt [Whi04] und im Jahr
2004 von der Business Process Management Initiative (BPMI) verdffentlicht
[BPMNI1.0a]. Im Jahr 2006 wurde sie als ein offizieller Standard von der Object Ma-
nagement Group (OMG) verdffentlicht [BPMN1.0b]. Im Jahr 2011 verabschiedete die
OMG die Version 2.0 [BPMN2.0] und im Jahr 2013 wurde die Version 2.0.1 zum inter-
nationalen Standard ISO/IEC 19510:2013 erhoben [ISO19510].

Die Modellierungssprache definiert Symbole fiir Aufgaben, Ereignisse und logische
Verzweigungen sowie Verbindungen zwischen Symbolen zur Beschreibung von Se-
quenzfliissen und Assoziationen (sieche Bild 1). Im Folgenden werden nur Elemente der
Modellierungssprache beschrieben, welche fiir die entwickelte Datenflussmodellierung
relevanten sind. Die Texte basieren auf den Einfiihrungen von [Harl1] und [Goel1].

Datensenke

Aufgabe 1 @
—_ Datenquelle
Aufgabe 2 4’{ Aufgabe 3 0 ’
s
: : A
Datenobjekt Datenspeicher

Bild 1: Beispiel einer Geschdftsprozessmodellierung

Aufgaben

Eine Aufgabe modelliert eine einzelne Tatigkeit in einem Entwicklungsprozess und
wird durch ein abgerundetes Rechteck dargestellt. Ein Name innerhalb des Rechtecks
beschreibt die Aufgabe und gibt Aufschluss iiber den Inhalt der Tétigkeit.
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Sequenzfliisse

Ein Sequenzfluss bestimmt die Abhédngigkeiten zwischen Aufgaben oder weiteren Ele-
menten und wird durch einen durchgezogenen Pfeil symbolisiert. Der Sequenzfluss gibt
dem Entwicklungsprozess eine Ablaufstruktur.

Ereignisse
Ein Ereignis tritt im Verlauf eines Prozesses auf und wird durch einen Kreis dargestellt.
Generell werden drei Arten von Ereignissen unterschieden: Startereignisse, Zwischene-
reignisse und Endereignisse. AuBlerdem existieren verschiedene Spezialisierungen der
Ereignisse.

e Startereignisse
Ein Startereignis steht am Anfang eines Prozesses oder Prozessabschnitts und
wird durch einen Kreis mit diinner Randlinie dargestellt. Ein Startereignis hat
keinen eingehenden Sequenzfluss.

e Zwischenereignisse
Ein Zwischenereignis kennzeichnet ein Ereignis im Verlauf einer Prozessausfiih-
rung und wird durch einen Kreis mit doppelter diinner Randlinie dargestellt. Ei-
ne Spezialisierung des Zwischenereignisses modelliert einen Sprung im Pro-
zessmodell. Dieser wird als Link bezeichnet und durch einen Pfeil gekennzeich-
net. Es wird zwischen einer Quelle mit ausgefiilltem Pfeil und einem Ziel mit
nicht ausgefiilltem Pfeil unterschieden.

e Endereignisse
Ein Endereignis steht am Ende eines Prozesses oder Prozessabschnitts und wird
durch einen Kreis mit dicker Randlinie dargestellt. Ein Endereignis hat keinen
ausgehenden Sequenzfluss.

Gateways

Ein Gateway ermoglicht eine Aufspaltung und Zusammenfiihrung von Sequenzfliissen.
Er beeinflusst den weiteren Verlauf eines Prozesses und wird durch eine Raute symboli-
siert.

e Exklusive Gateways
Ein exklusiver Gateway dient der Darstellung von alternativen Fliissen und wird
durch eine leere Raute dargestellt. Der Fluss genau eines eingehenden Sequenz-
flusses wird, basierend auf einer vordefinierten Bedingung, genau auf einen der
ausgehenden Fliisse weitergeleitet.

e Parallele Gateways
Ein paralleler Gateway dient der Darstellung von parallelen Fliissen und wird
durch eine Raute mit einem Pluszeichen in der Innenfliche symbolisiert. Es wird
zwischen verzweigendem und zusammenfiihrendem parallelem Gateway unter-
schieden. Der verzweigende parallele Gateway teilt einen Sequenzfluss in zwei
oder mehr Fliisse auf. Alle ausgehenden Pfade eines parallelen Gateways wer-
den unabhédngig voneinander ausgefiihrt. Die ausgehenden Fliisse konnen so-
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wohl gleichzeitig als auch in einer beliebigen Reihenfolge ausgefiihrt werden.
Der zusammenfiihrende parallele Gateway vereint zwei oder mehr Fliisse zu ei-
nem Sequenzfluss. Der ausgehende Sequenzfluss wartet, bis alle eingehenden
Fliisse angekommen sind.

Datenobjekte

Ein Datenobjekt modelliert eine gespeicherte Information und wird durch eine Seite mit
abgeknickter Ecke dargestellt. Ein Name unterhalb des Symbols beschreibt das Dateno-
bjekt. Weiterhin wird durch einen ausgefiillten oder nicht ausgefiillten Pfeil ein Daten-
eingang oder Datenausgang spezifiziert.

Datenspeicher

Ein Datenspeicher symbolisiert ein Element, auf das Aufgaben lesend und schreiben
zugreifen konnen und wird durch einen Zylinder mit zwei Linien am oberen Ende ge-
kennzeichnet. Der Datenspeicher wird iiber einen Namen unterhalb des Elements be-
nannt.

Datenassoziationen
Eine Datenassoziation verkniipft ein Datenobjekt mit Aufgaben oder Sequenzfliissen
und wird durch einen gepunkteten Pfeil oder eine Linie symbolisiert.

3 Datenflussmodellierung

Im Gegensatz zur Geschiftsprozessmodellierung bildet die Datenflussmodellierung
keine streng fortlaufende Abfolge von Entwicklungsaufgaben ab. Der Schwerpunkt
liegt in der Modellierung der Datenfliisse und somit der Schnittstellen zwischen einzel-
nen Entwicklungsaufgaben. Unsere Datenflussmodellierung basiert auf einer Unter-
menge der oben vorgestellten Modellierungssprache. Diese wurde durch Einschrinkun-
gen und Anpassungen an das Modellierungsziel adaptiert (siche Bild 2). Dies soll die
Komplexitit der Diagramme reduziert, die Gestalt der Diagramme vereinheitlicht und
die Anwendung der Modellierungssprache vereinfachen.

Datenquelle

EIN

EIN

Aufgabe

Datensenke

rasentation

A

Entwicklungsobjekt

Einschrankung

Bild 2: Beispiel einer Datenflussmodellierung

Aufgaben
Eine Aufgabe beschreibt einzelne Entwicklungsaufgaben. Die Granularitét sollte sich an
dem Austausch von Datenobjekten orientieren. Im Unterschied zum Modellierungsstan-
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dard wird die Anzahl eingehender und ausgehender Sequenzfliisse von Aufgaben je-
weils auf eins reduziert.

Sequenzfliisse

Ein Sequenzfluss beschreibt den Datenfluss zwischen Aufgaben in einem Entwick-
lungsprozess ohne Rekursionen. Der Datenfluss ist zwar unidirektional, auf Grund von
Wechselwirkungen im Prozess existiert aber eine parallele bidirektionale Abstimmung
zwischen den Aufgaben. Datenobjekte werden nicht einmalig ausgetauscht, sondern
entstehen im Rahmen der Entwicklung sukzessive zwischen den in Beziehung stehen-
den Aufgaben. Riickspriinge zu einzelnen Aufgaben sind jederzeit moglich. Im Fall
einer Anderung eines Datenobjektes geht der Riicksprung einher mit einer wiederholten
Ausfithrung des gesamten restlichen Entwicklungsprozesses. Weiterhin erfolgt keine
explizite Modellierung von Konfliktlosungen. Diese Einschriankung basiert auf der An-
nahme, dass Konflikte in einer Entwicklungsaufgabe nur durch die Anpassung eines
eingehenden Datenobjektes gelost werden konnen. Die Konfliktlosung erfolgt somit
durch eine inverse Interpretation der eingehenden Sequenzfliisse.

Ereignisse

In der Datenflussmodellierung wird nur der Link verwendet. Er kennzeichnet externe
Datenquellen und -senken. Datenquellen werden mittels eines nicht ausgefiillten Pfeils
und Datensenken mittels eines ausgefiillten Pfeils symbolisiert.

Datenobjekte
Die Datenflussmodellierung unterscheidet drei Arten von Datenobjekten im Entwick-
lungsprozess:

e Entwicklungsobjekte werden direkt von einer Aufgabe zu einer anderen Aufga-
be transferiert. Die Informationen werden in der Regel in Form von Modellen
transferiert.

e Reprisentationen werden aus Entwicklungsobjekten abgeleitet und dienen dem
Datenaustausch zwischen verschiedenen Fachdisziplinen. Der Austausch erfolgt
meist iiber ein Datenaustauschformat und die enthalten Informationen sind ent-
weder reduziert oder um weitere Informationen aus der empfangenden Fachdis-
ziplin angereichert. Sie werden durch einen ausgefiillten Pfeil symbolisiert.

e FEinschrinkungen beeinflussen den Losungsraum einer anderen Entwicklungs-
aufgabe und werden oft dokumentenorientiert ausgetauscht. Sie werden durch
einen nicht ausgefiillten Pfeil symbolisiert und dienen der expliziten Modellie-
rung von direkten Wechselwirkungen zwischen Entwicklungsaufgaben.

Im Unterschied zum Modellierungsstandard wird in unserer Modellierung auf gerichtete
Datenassoziationen verzichtet. Stattdessen werden die Datenfliisse mittels Sequenzfliis-
sen modelliert. Diese Einschrinkung basiert auf der Annahme, dass die Sequenzfliisse
zwischen Entwicklungsaufgaben auf dem Austausch von Datenobjekten basieren und
nicht willkiirlich sind. Auflerdem wird auf eine Datenassoziation zwischen Datenobjekt
und Sequenzfluss verzichtet und das Datenobjekt direkt in den Sequenzfluss eingefligt.
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Dieses reduziert die Komplexitit der Diagramme und ermdglicht die Verwendung von
einfachen Graphen und entsprechenden Softwarewerkzeugen, wie z.B. yEd von
yWorks [yEd-ol]. Auf eine direkte Einfiigung der Datenobjekte in die Sequenzfliisse
kann zugunsten einer Kompatibilitdt mit dem Modellierungsstandard verzichtet werden.

4 Beispiel Leiterplattenentwicklung

Die entwickelte Datenflussmodellierung wird genutzt, um die Abhingigkeiten und
Wechselwirkungen in einem Entwicklungsprozess zu identifizieren und den Entwick-
lungsprozess zu optimieren. In einem ersten Schritt werden die Datenfliisse in einem
existierenden Entwicklungsprozess modelliert. Aufbauend auf diesem Modell wird der
Prozess angepasst und erweitert.

Der Einsatz der Datenflussmodellierung wird im Folgenden am Beispiel der Leiterplat-
tenentwicklung demonstriert. Die Leiterplattenentwicklung beginnt nach dem interdis-
ziplindren Systementwurf. Sie ldsst sich in die Phasen Entwurf, Produktion, Analyse
und Validierung unterteilen und beginnt mit dem Leiterplattenentwurf. Auf Basis des
Leiterplattenentwurfs erfolgt eine prototypische Fertigung und Bauteilbestiickung der
Leiterplatte. Die bestiickte Leiterplatte wird einer Inbetriebnahme und verschiedenen
Tests unterzogen. Dabei wird der gesamte Prozess oder Teilprozess rekursiv ausgefiihrt.
Das folgende Beispiel konzentriert sich auf den Leiterplattenentwurf, da dieser die
meisten Wechselwirkungen zu anderen Fachdisziplinen aufweist.

Der klassische Leiterplattenentwurf umfasst die Aufgaben Blockschaltbild-, Schaltplan-
und Layoutentwurf. In der Literatur wird hauptsdchlich der Layoutentwurf detailliert
[Co008, HAB+09]. Der Ubergang von einem interdiszipliniren Systementwurf zum
Leiterplattenentwurf wird dabei nicht betrachtet. Haufig wird sogar auf das Block-
schaltbild verzichtet und der detaillierte Schaltplan bildet den Einstiegspunkt in den
Leiterplattenentwurf. Wechselwirkungen mit anderen Fachdisziplinen werden nicht
betrachtet. Unsere Modellierung eines angepassten Leiterplattenentwurfsprozess zeigt
neben den Wechselwirkungen innerhalb der Elektrotechnik auch Wechselwirkungen mit
dem interdisziplindren Systementwurf, der Informationstechnik und dem Maschinenbau
(siehe Bild 3).

Eine Wechselwirkung zum interdisziplindren Systementwurf besteht {iber die Systemar-
chitektur. Sie beeinflusst die Bauteilauswahl, Leiterplattenbestiickungs- und Leiterplat-
tenfertigungstechnologie. Aulerdem steht der Auswahlprozess in starker Wechselwir-
kung mit anderen fachfremden Entwicklungsaufgaben. Beispielsweise muss die Infor-
mationsverarbeitung in Abstimmung mit der Softwaretechnik oder die Sensorik und
Leistungselektronik in Abstimmung mit der Regelungstechnik ausgewihlt werden.
Auch der Leiterplattenbauraum beeinflusst die Bauteilauswahl. In unserem Leiterplat-
tenentwurfsprozess haben wir daher die Systemelemente in der interdisziplindren Sys-
temarchitektur um Einschrinkungen erweitert und das nicht genau spezifizierte Block-
schaltbild durch eine Komponentenarchitektur ersetzt. Mittels Einschrinkungen wird
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der Auswahlprozess von fachfremden Entwicklungsaufgaben beeinflusst. Die Kompo-
nentenarchitektur ordnet jedem Funktionstrager der Leiterplatte eine Komponente zu.
Eine Komponente wird selbst iiber einen Teilschaltplan spezifiziert. Der Teilschaltplan
enthilt z. B. einen integrierten Schaltkreis und dessen komplette Beschaltung aus passi-
ven Bauteilen.
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Bild 3: Vereinfachte Datenflussmodellierung eines angepassten Leiterplattenentwurfs-
prozesses

Eine Wechselwirkung zur Informationstechnik besteht iiber den Schaltplan. Die Bau-
teilstruktur sowie Bauteil- und Anschlusskonfigurationen werden fiir die Entwicklung
der Basissoftware bzw. des Betriebssystems bendtigt. Gleichzeit beeinflussen die Kon-
figurationsmoglichkeiten in der Informationstechnik den Entwurf des Schaltplans. Der
Datenaustausch erfolgt zurzeit manuell. Erschwerend hierbei ist die Tatsache, dass eini-
ge dieser Informationen nur implizit im Schaltplan spezifiziert werden. Unser Leiter-
plattenentwurfsprozess wurde daher um eine Hardwarebeschreibung erweitert. Diese
beinhaltet unter anderem eine Bauteileliste sowie die Bauteil- und Anschlusskonfigura-
tion fiir die Hardwaretreiber.

Eine Wechselwirkung zum Maschinenbau existiert {iber das Layout der Leiterplatte.
Insbesondere die Leiterplattenrohgestalt und Bauteilplatzierung beeinflussen die me-
chanische Konstruktion des Systems. Einerseits werden Gehdusegestalt und Verbin-
dungstechnik spezifiziert und andererseits elektrische Bauteile in ihrer zweidimensiona-
len Gestalt platziert. Ein Datenaustausch zwischen den Softwarewerkzeugen der Fach-
disziplinen wird bereits unterstiitzt und es existieren Forschungen hinsichtlich einer ge-
meinsamen Entwurfsumgebung [DVP+13, SNK+14]. Unser Leiterplattenentwurfspro-
zess wurde entsprechend um die Rohgestalt, Umfeldgestalt und Gestalt der Leiterplatte
erweitert.
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5 Resumee und Ausblick

Im Rahmen dieser Arbeit wurde die von uns entwickelte Datenflussmodellierung vorge-
stellt. Diese basiert auf einer Untermenge der Modellierungssprache fiir Prozessdia-
gramme des Standards ,,Business Process Model and Notation (BPMN)". Der Modellie-
rungsstand wurde durch Einschrinkungen und Anpassungen an das Modellierungsziel
angepasst. Der Einsatz der Datenflussmodellierung wurde am Beispiel der Leiterplat-
tenentwicklung demonstriert und ein Ausschnitt eines angepassten Leiterplattenent-
wurfsprozesses vorgestellt. Allein dieser Ausschnitt weist schon einige Wechselwirkun-
gen zu anderen Fachdisziplinen auf und widerspricht damit der verbreiteten Annahme
einer getrennten fachdisziplinspezifischen Entwicklung. Dieser Widerspruch bestdtigt
die Notwendigkeit einer Untersuchung der Datenfliisse in Entwicklungsprozessen. Ins-
besondere historisch gewachsene und lineare Entwicklungsprozesse bediirfen einer
Uberpriifung. Die entwickelte Datenflussmodellierung unterstiitzt die Analyse und an-
schlieBende Optimierung der Entwicklungsprozesse.

Néchste Schritte sind die Anwendung der Datenflussmodellierung auf weitere Entwick-
lungsprozesse und die Diskussion der Entwicklungsprozesse mit Experten der einzelnen
Fachdisziplinen. Ein verstirkter Einsatz der Modellierung sollte helfen, diese weiter zu
optimieren. Zudem soll der entwickelte Leiterplattenentwicklungsprozess weiter detail-
liert und optimiert werden.
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Zusammenfassung

Entwicklungsprojekte im Bereich der Raumfahrtrobotik sind geprédgt durch die tiefgrei-
fende Integration unterschiedlichster Fachdisziplinen und die damit einhergehende
Komplexitit der zu entwickelnden Systeme. Zur Unterstiitzung der multidisziplindren
Zusammenarbeit bietet das Paradigma des Model-Based Systems Engineering (MBSE)
einen geeigneten Ansatz. Eine weitere wesentliche Herausforderung bei Raumfahrtpro-
jekten stellt die frithzeitige Validierung und die Verifikation des modellbasierten Ent-
wurfs dar. Tests mit realen Protoptypen sind mit erheblichen Kosten verbunden und
konnen die tatsdchlichen Gegebenheiten oft nur eingeschrinkt abbilden (Mikrogravita-
tion, Strahlung, Startbelastung, etc.). Es werden daher Virtuelle Testbeds eingesetzt, in
denen Teile oder das gesamte System simuliert, validiert und verifiziert werden kénnen.
Ziel des Forschungsprojekts INVIRTES ist die Integration der diszipliniibergreifenden
Systemspezifikation mit der diszipliniibergreifenden Testkonzeption mittels Virtueller
Testbeds zu einem ganzheitlichen Systemmodell. Dadurch kann ein durchgehendes si-
mulationsbasiertes Engineering im Entwurf von Raumfahrtanwendungen erreicht wer-
den. Somit wird sichergestellt, dass die Anforderungen aus der frithen Entwurfsphase
systematisch zu Test und Integration der Detailmodelle aus den verschiedenen Fachdis-
ziplinen genutzt werden konnen. Hierzu ist eine gemeinsame Datenbasis mit einer Sys-
temmodellverwaltung notig, die das verteilte Arbeiten auf einer gemeinsamen Daten-
grundlage ermoglicht. Das Systemmodell beschreibt das System in unterschiedlichen
Varianten und Ausschnitten in seiner Gesamtheit. Das INVIRTES-Systemmodell bietet
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das Potenzial, das in nationalen und internationalen Vorhaben gewonnene Know-How
effizient zusammenfiihren zu konnen, um die Entwicklungsschritte einer Mission von
der Analyse tiber Entwurf, Visualisierung, Steuerung, Bedienung, Training bis hin zu
Marketing und Technologietransfer konsequent unterstiitzen zu kénnen. Damit kdnnen
zukiinftige Projekte preiswerter, robuster und schneller realisiert werden. Dieses Kon-
zept wird mit dem vorliegenden Beitrag vorgestellt.

Schliisselworte

Raumfahrtrobotik, PLM/PDM, Model-Based Systems Engineering, Virtuelle Testbeds,
Requirements Engineering

Integrated Development of Complex Systemswith Model-Based
System Specification and Simulation

Abstract

R&D projects in space robotics are characterized by the profound integration of various
disciplines and the associated complexity of the systems to be designed. To support this
multidisciplinary collaboration, the paradigm of Model-Based Systems Engineering
(MBSE) is a suitable approach. Another essential challenge of space projects is the early
verification and validation of the model-based design. Tests with physical prototypes
give rise to considerable costs and can reproduce the real conditions only to a certain
extent (microgravity, radiation, launch stresses etc.). Therefore, Virtual Testbeds are
used to simulate and validate parts of the overall system. The objective of the research
project INVIRTES is the integration of the cross-domain system specification with the
cross-domain test design with Virtual Testbeds to a comprehensive system model. This
enables a continuous simulation-based engineering in the design of space applications.
Requirements from the early design phase can be used systematically to test and inte-
grate detailed models from the various disciplines. This requires a common data base
with a system model management for distributed and parallel collaboration. The system
model describes the system in various alternative layouts and sections in its entirety.
The INVIRTES system model offers the potential to efficiently integrate national and
international know-how to support the development phases of a mission from the re-
quirements analysis to design, visualization, control, operation, training up to marketing
and technology transfer. Future projects can be realized faster, less expensive and more
robust. This concept is presented in this contribution.

Keywords

Space Robotics, PLM/PDM, Model-Based Systems Engineering, Virtual Testbeds, Re-
quirements Engineering
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1 Einleitung

Autonome und intelligente robotische Systeme sind Schliisseltechnologien fiir die Er-
kundung des Weltraums. Ferner ist die Raumfahrtrobotik eine ,,Sprungbretttechnologie*
fiir die Anwendbarkeit von Weltraumentwicklungen auf der Erde, die damit zugleich
weitreichende terrestrische Anwendungsfelder und globale Zukunftsmarkte erschlief3t.

Entwicklungsprojekte im Bereich der Raumfahrtrobotik sind gepragt durch die tiefgrei-
fende Integration unterschiedlichster Fachdisziplinen und die damit einhergehende
Komplexitit der zu entwickelnden Systeme. Zur Unterstiitzung der multidisziplindren
Zusammenarbeit bietet das Paradigma des Model-Based Systems Engineering (MBSE)
einen geeigneten Ansatz. Eine weitere wesentliche Herausforderung bei Raumfahrtpro-
jekten stellt die friihzeitige Validierung und die Verifikation des modellbasierten Ent-
wurfs dar. Tests mit realen Protoptypen sind mit erheblichen Kosten verbunden und
konnen die tatsdchlichen Gegebenheiten nur eingeschrinkt abbilden (Mikrogravitation,
Strahlung, Startbelastung, etc.). Es werden daher Virtuelle Testbeds (VTB) eingesetzt,
in denen Teile oder das gesamte System simuliert, validiert und verifiziert werden kon-
nen.

Der Ubergang von der friihzeitigen Modellierung im Sinne des MBSE zur Detailmodel-
lierung mit dem Ziel der Simulation ist von manueller Arbeit geprdgt. Da im Laufe der
Entwicklung, insbesondere durch Testsimulationen, fortwihrend weitere Informationen
generiert werden, ist eine Konsistenzerhaltung zwischen den Modellen nur schwer mog-
lich. Diese ist aber notwendig, da ein iterativer Entwicklungsprozess Anderungen in
unterschiedlichen Ebenen der Systembeschreibung erzeugt. Es bedarf eines Ansatzes
zur integrativen Modellierung des zu entwickelnden Systems.

Ziel des Forschungsprojektes INVIRTES ist die Integration der diszipliniibergreifenden
Systemspezifikation mit der diszipliniibergreifenden Testkonzeption mittels Virtueller
Testbeds. Dadurch kann ein durchgehendes, simulationsbasiertes Engineering im Ent-
wurf von Raumfahrtanwendungen erreicht werden. Somit wird sichergestellt, dass die
Anforderungen aus der frilhen Entwurfsphase systematisch zu Test und Integration der
Detailmodelle aus den verschiedenen Fachdisziplinen genutzt werden kdnnen. Hierzu
ist eine gemeinsame Datenbasis mit einer Systemmodellverwaltung notig, die das ver-
teilte Arbeiten auf einer gemeinsamen Datengrundlage ermdglicht (Kapitel 2). Das Sys-
temmodell beschreibt das System in unterschiedlichen Varianten und Ausschnitten in
seiner Gesamtheit und bildet somit die Datengrundlage fiir den Entwurf. Die Datenbasis
(Kapitel 3) ermoglicht die Integration von Systemspezifikation und disziplinspezifi-
schen Detailmodellen (bspw. CAD, FEM, semantische Umfeldmodell) bis hin zur virtu-
ellen Inbetriebnahme. Daneben bedarf es einer geeigneten Vorgehenssystematik (Kapi-
tel 4), die in eine durchgehende und benutzungsfreundliche Werkzeugunterstiitzung
eingebettet ist. Fiir Raumfahrtvorhaben gilt, dass das flugfdhige Gesamtsystem nicht
final verifiziert werden kann; die eigentliche Mission ist der erste Gesamtsystemtest.
Durch die Gesamtsystemsimulation (Kapitel 5) in Virtuellen Testbeds kann demgegen-
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tiber ein mafgebliches ,,notwendiges™ Kriterium (,,Wenn ein System nicht im VTB
funktioniert, dann auch nicht real!*) flir die Beurteilung der Funktionsféhigkeit der Sys-
teme bereitgestellt werden. In Kapitel 6 wird der praktische Nutzen am Beispiel realer
Anwendungen untersucht.

2 INVIRTES-Systemarchitektur

Bild 1 zeigt die INVIRTES-Systemarchitektur. Ein Systemmodell wird von einer zent-
ralen nD-Datenhaltungskomponente (hier vom objekt-orientierten SupportGIS Java
(SGJ)) verwaltet. SGJ muss dazu ein iibergreifendes INVIRTES-Schema importieren,
welches die notwendigen Schemata der zu modellierenden Anwendungen (siche z.B.
Kapitel 6) und Entwicklungsstufen (Systemspezifikation, Detailmodell, ...) integriert.
Auf die Datenhaltung konnen nun Software-Werkzeuge zugreifen, das Datenbank-
Schema mit ihrem internen Schema abgleichen und Daten austauschen. Ein Systemmo-
dell kann dann mittels verschiedener Software-Werkzeuge entwickelt werden, ohne
Konvertierungen und Medienbriiche. Im Rahmen von INVIRTES erfolgt die System-
spezifikation mit dem auf Eclipse basierenden Papyrus nach der CONSENS-
Spezifikationstechnik (,,CONceptual design Specification technique for the ENginee-
ring of complex Systems®, [GLL12]). Die Gesamtsystemsimulation zur Analyse, Be-
wertung und Optimierung eines Systems erfolgt mit der Simulationssoftware VERO-
SIM [RSS+13]. Dazu wird die Systemspezifikation zu einem experimentierbaren Mo-

dell ausdetailliert (siche Abschnitt 4.2).
Detail-
modellierung

Systemmodell

Integrierte ', " ; .
)

Modellierung ‘= - =18

Vorgehen Spezifizierung
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VSDML 3rd-Party
Werkzeug Papyrus ;:;auﬁ?) VEROSIM m
Daten- Gemeinsames Datenschema
basis SGJ nD-Datenhaltung

Bild 1: INVIRTES-Systemarchitektur
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21 Systemmodell

Das Systemmodell enthélt neben einer anwendungsiibergreifenden Systemspezifikation
die Geometrie, samtliche relevanten Kenn- und ZustandsgroB3en, die Beschreibung in-
terner und externer Schnittstellen zwischen den Komponenten, Programme von Steue-
rungskomponenten (z. B. fiir Roboter oder Speicherprogrammierbare Steuerungen), die
Konfiguration vordefinierter Simulationsalgorithmen bzw. die Beschreibung benutzer-
spezifischer Simulationsalgorithmen sowie weitere fiir den Simulations- und Entwick-
lungsprozess wesentliche Informationen. Durch diese umfassende Beschreibung des
Systems eignet sich das Systemmodell nicht nur als Grundlage fiir die Simulation son-
dern ist dartiiber hinaus ideal zur Strukturierung der Entwicklungen in komplexen Ent-
wicklungsvorhaben geeignet, da es {liber ein gemeinsames Datenschema und gemeinsam
verwaltete Daten ein gemeinsames Systemverstidndnis definiert.

3 Aktive, echtzeitfahige nD-Datenhaltung

Fiir eine Speicherung des Systemmodells in persistenten Datenstrukturen kann grund-
satzlich auf sogenannte Standard-Datenbankmanagementsysteme (DBMS) zuriickge-
griffen werden. Sie verfiigen von Haus aus iiber geeignete Mechanismen zur transakti-
onssicheren Verwaltung von Daten mit und ohne Raumbezug. Zugleich wird iiber die
hier verwendete Datenbanksprache SQL die weitgehende Unabhingigkeit einer An-
wendung vom eingesetzten DBMS erreicht.

Mithilfe dieser Systemumgebungen zur Speicherung der Daten des Systemmodells wer-
den jedoch nur die formalen Voraussetzungen zur Herstellung einer Persistenzschicht
geschaffen. In der Folge gilt es, die dariiber hinausgehenden Anforderungen an die da-
tenmidfige Fiihrung des Systemmodells im Hinblick auf die Eigenschaften aktiv, echt-
zeitfdhig, mehrdimensional und temporal mithilfe dieser Basistechnologie umzusetzen.

Im Zentrum der Betrachtung steht dabei die Anforderung an die Hersteller-
unabhingigkeit bei der Beschreibung und Implementation des Systemmodells. Umge-
setzt werden diese Anforderungen durch den konsequenten Verzicht auf proprietdre
Entwicklungen in Bezug auf den Aufbau der Datenstrukturen innerhalb des DBMS so-
wie durch die Verwendung von SQL als Datenbanksprache auch fiir die Realisierung
des Zeitbezugs innerhalb des Systemmodells.

Als Schnittstelle zwischen der Beschreibung eines Systemmodells und den verwendeten
DBMS kommt innerhalb des Forschungsvorhabens INVIRTES die SupportGIS-
Technologie der CPA zum Einsatz. Sie gestattet die Transformation von beispielsweise
in der Unified Modeling Language (UML) beschriebenen Systemmodellen in ISO
19100-konforme Datenbankstrukturen und bildet {iber die sprachlichen Mittel von Stan-
dard-SQL die temporalen Eigenschaften der Objekte, Relationen und Attribute inner-
halb der Tabellenstrukturen eines objektrelationalen DBMS ab. Ein wesentlicher Vorteil
der SupportGIS-Technologie ist dessen Eigenschaft zur deklarativen (beschreibenden)
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Abbildung der Systemmodelle in objektrelationalen Datenbanktabellen. Diese Vorge-
hensweise erlaubt die Verwaltung einer nahezu beliebigen Anzahl von Systemmodellen
in den Datenstrukturen des DBMS. Entsprechend lassen sich die weiteren Attribute wie
aktiv, mehrdimensional und temporal ebenso generisch wie abstrakt mit den objektori-
entierten Eigenschaften eines Systemmodells verkniipfen, so dass sich in letzter Konse-
quenz die allgemein giiltige Grundlage fiir eine aktive, echtzeitfahige nD-Datenhaltung
der Systemmodelle ergibt.

Dabei steht insbesondere der Zeitbezug eines Systemmodells im Mittelpunkt des Inte-
resses. Zeitbeziige lassen sich hier in mannigfaltiger Art und Weise identifizieren. Zum
Beispiel in Form von verschiedenen Versionen eines gesamten oder von Teilen des Sys-
temmodells, als Varianten einzelner Komponenten des Systemmodells oder bei der
echtzeitfadhigen Aufzeichnung diskreter Zustandsverdnderungen in Virtuellen Testbeds.
Entsprechend der durchzufithrenden Aufgabe wechselt die Betrachtungsweise des Sys-
temmodells innerhalb von INVIRTES von geringdynamisch nach hochdynamisch bis
hin zu einer dann individuell zu spezifizierenden Echtzeitfahigkeit. Die dazu notwendi-
gen Performanceeigenschaften konnen die Verwendung von sich iiber den Kernspeicher
eines Computers abzubildenden transienten Speicherstrukturen erforderlich machen.

4 Vorgehenssystematik

Zur Erarbeitung des Systemmodells bedarf es einer Vorgehenssystematik, die das Vor-
gehen des Entwicklers strukturiert. Im Folgenden werden die Schritte hin zur System-
spezifikation und zum Detailmodell ndher erldutert.

41 Systemspezifizierung

Ziel der Systemspezifizierung ist ein Spezifikationsmodell, das das zu entwickelnde
System im Sinne des Model-Based Systems Engineering disziplintibergreifend be-
schreibt. Dieses Modell dient der Kommunikation und Kooperation zwischen den Ent-
wicklungsbeteiligten, ermdglicht die Beherrschung der Komplexitidt und unterstiitzt das
Problemverstindnis [HWF+12], [MK11-ol]. Es dient auBerdem als Grundlage fiir die
anschlieBende Detaillierung. Die Spezifikationstechnik CONSENS [GLL12] sowie an-
dere auf der SysML basierenden Vorgehen wie etwa SYSMOD [Wei06] oder OOSEM
[FSMOS] entspringen diesem Verstdndnis. Keiner der genannten Ansdtze adressiert je-
doch die integrierte Konzipierung von Testfdllen. Es besteht der Bedarf nach einem
Vorgehen, mit dem friihzeitig Testfdlle beschrieben werden. Im Rahmen von INVIR-
TES wird CONSENS als Grundlage gewihlt. Hierbei werden die Aspekte Umfeld, An-
wendungsszenarien, Anforderungen, Funktionen, Wirkstruktur und Verhalten erarbeitet.
Die Spezifikationstechnik zielt auf die Beschreibung mechatronischer Systeme und ist
auch fiir die in dieser Arbeit betrachteten Systeme geeignet.
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Bei der Konzipierung von Testfédllen gilt es, sicherzustellen, dass alle Anforderungen,
die an das System gestellt werden, erfiillt sind und die Systemfunktionen in den jeweili-
gen Anwendungsszenarien abgesichert sind. Hierzu wird jede definierte Anforderung
mit einem Testfall assoziiert, der diese validiert. Dabei wird jedoch iibersehen, dass die
Anforderungen hiufig nicht alle zu testenden Einzelheiten enthalten, weil diese erst im
Laufe der Entwicklung festgelegt werden und héufig nicht in den Anforderungen nach-
gepflegt werden. Dazu kommt die generelle Frage, mit welcher Konstellation an Test-
szenarien ein System moglichst effizient und dennoch hinreichend getestet wird.

Daher werden auszufiihrende Testszenarien in ergdnzenden CONSENS-Modellen erar-
beitet. Dazu werden vor allem die Aspekte Umfeld, Anwendungsszenarien, Wirkstruk-
tur und Verhalten benétigt. Mit zunehmendem Entwicklungsstand sind verschiedene
Testszenarien zum Nachweis der Funktionsfihigkeit in der Raumfahrtanwendung zu
adressieren. Hierfiir hat sich das Konzept der Technologiereifegrade (TRL) etabliert
[ISO16290]. Dieses Prinzip gilt als Rahmen fiir die Vorgehenssystematik und wird fiir
die Anwendung in Virtuellen Testbeds adaptiert.

Um sicherzustellen, dass die System- und Testspezifikation plausibel und vergleichbar
ist, werden Modellierungsrichtlinien und —iiberpriifungen eingefiihrt. So kann etwa
tiberpriift werden, ob die energetische oder stoffliche Beschreibung den Regeln der
Energie- und Stofferhaltung geniigen. Zudem kann bspw. ermittelt werden, welche
Schnittstellen des System innerhalb der Testszenarien getestet werden oder ob allen
Funktionen Testfille zugeordnet sind.

4.2 Detailmodellierung

Die Detailmodellierung beschreibt den Prozess der Detaillierung einer abstrakten Sys-
temspezifikation hin zu einem konkreten Modell des Systems. Wahrend also das Ergeb-
nis einer Systemspezifikation noch keine Details fiir die konkrete Wahl bzw. Umset-
zung der beteiligten Komponenten liefert, werden diese im Zuge der Detailmodellierung
ergdnzt. Spricht man also beispielsweise in der Systemspezifikation noch allgemein von
Komponenten wie einer Sensorik, die mit einer Navigationskomponente verbunden ist,
so wird in der Detailmodellierung ganz konkret beschrieben, welcher Navigationsalgo-
rithmus mit welchen Sensoren genutzt wird (Geometrie, Parameter, usw.).

Zu diesem Zwecke wird eine geeignete allgemeine Modellierungssystematik benotigt.
Im Rahmen von INVIRTES sollen dazu die flexibel erweiterbaren Modellierungsstruk-
turen der Simulationsdatenbank VSD (VEROSIM Active Simulation Database) Ver-
wendung finden. Sie bietet einen grafenbasierten Modellierungsansatz mit Modellele-
menten u.a. zur Modellierung von Geometrie, Kinematik, Mehrkdrperdynamik oder
Ein-/Ausgabe-Netzwerken. Durch ihre flexiblen Metastrukturen kann die VSD applika-
tionsspezifisch erweitert werden und beliebige Fachschemata abbilden. Die Detailmo-
dellierung kann automatisiert, werkzeuggestiitzt oder manuell erfolgen. Beispiele sind
die Generierung physikalischer Ersatzmodelle fiir die Starrkdrpersimulation aus CAD-
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Daten oder die Ableitung von ausfiihrbaren SOML-Netzen (State Oriented Modeling
Language, [FS04]) aus Zustandsdiagrammen der Spezifikation. Wichtig ist hierbei, dass
agile Vorgehensweise und paralleles Arbeiten explizit unterstiitzt werden, so ist bei
nachtriglicher Anpassung der Spezifikation keine erneute Detailmodellierung notwen-
dig, sondern die Integritdt des Systemmodells bleibt erhalten und das Detailmodell muss
lediglich aktualisiert werden.

5 Ganzheitliche Simulation in Virtuellen Testbeds

Der Begriff ,,Virtuelles Testbed* wurde bislang zur Beschreibung sehr unterschiedlicher
Systemarchitekturen verwendet. Methoden der 3D-Simulation werden bereits heute
intensiv zur Planung, zur Entwicklung und zum Betrieb mobiler Systeme verwendet.
Speziell zur Simulation planetarer Explorationsrover wurden Systeme wie ROAMS
[Hun08], RCAST [BBL+08] oder Kombinationen speziell angepasster Standardsoft-
ware wie Matlab/Simulink und SIMPACK (z.B. [SGK+08]) entwickelt. [RWA+10]
verfolgt einen vergleichbaren Ansatz zum Abgleich von Simulation und realem Test-
bed, ebenfalls speziell fiir planetare Explorationsrover. Die Hersteller bekannter CAD-
Systeme integrieren Simulationskomponenten zur Analyse strukturmechanischer oder
thermodynamischer Aspekte (z.B. Autodesk® Simulation oder Catia® Dymola). Ein
Ansatz der speziell die Methoden der virtuellen Realitit nutzt und Ankniipfungspunkte
zum Virtuellen Testbed aufweist, ist das Smart Hybrid Prototyping [SBS+09]. Dieses
Konzept setzt auf die Kombination physischer und virtueller Elemente, um so sehr
schnell zu einem ersten Prototyp fiir die Produktentwicklung zu kommen. Ein umfas-
sender Ansatz, der unterschiedlichste Simulationsalgorithmen zur ganzheitlichen Sys-
temanalyse einschlieBlich aller Wechselwirkungen miteinander integriert fehlt bislang.
Dartiiber hinaus beschrianken sich viele Ansitze auf konkrete Anwendungsbereiche und
die Analyse des Roboters selbst und nicht der Gesamtmission.

Das Systemmodell (Kapitel 2.1) ist die einzige EingangsgrdB3e fiir die ganzheitliche Si-
mulation komplexer Systeme in Virtuellen Testbeds. Wihrend der Simulation kommu-
nizieren die unterschiedlichen an der Simulation beteiligten Komponenten iiber die
zentrale Datenhaltung und tragen ihre Simulationsergebnisse dort ein. Hierdurch kann
das Simulationsergebnis im Nachgang der Simulation interaktiv nachvollzogen und
analysiert werden. Neben der Datengrundlage ist die Leistungsfahigkeit Virtueller Test-
beds und damit der hier vorgeschlagenen Entwicklungsmethodik entscheidend abhingig
von den zur Verfiigung stehenden Simulations- und Daten verarbeitenden Algorithmen
sowie den Schnittstellen (Daten, Hard- und Softwaresysteme, Algorithmen). Zur Reali-
sierung des Konzepts ,,Virtueller Testbeds* und zur Integration der vielfaltigen hierfiir
notwendigen Aspekte war entsprechend die Entwicklung neuer Softwarearchitekturen
im Bereich der 3D-Simulationstechnik notwendig. Die hier vorgeschlagenen Methoden
basieren daher auf dem 3D-Simulationssystem VEROSIM [RSS+13]. Dieses Simulati-
onssystem basiert auf einer Mikrokernel-Architektur, wobei der Mikrokernel durch eine
Echtzeit-Simulationsdatenbank gebildet wird.
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Auf dieser Simulationsdatenbank aufbauend sind bereits heute unterschiedlichste Simu-
lationsalgorithmen verfiigbar. Diese reichen von Software-Modulen zur Simulation von
Kinematik [RSS+11], Starrkorperdynamik [RJR10], Bodenmechanik [RJR10], Hydrau-
lik, Pneumatik, von Sensoren [ERS+11] und Aktoren [YJR+10] und Steuerungskompo-
nenten (z.B. Roboter oder speicherprogrammierbare Steuerungen [RSS+11]) bis hin zur
Simulation weiterer physikalischer Effekte (z.B. Feuer) oder spezialisierter Mechanis-
men. Methoden zustandsorientierter Modellierung [FS04] stellen darliber hinaus eine
Skriptsprache bereit, die klassische objektorientierte Entwicklungsmethoden mit der
zustandsorientierten Betrachtungsweise von Petrinetzen integriert und so die einfache
Realisierung spezialisierter Algorithmen, Schnittstellen oder Benutzeroberfldchen er-
moglicht. Alle diese Softwarekomponenten sind so genannte ,,Erweiterungen (Plug-
Ins) der Simulationsdatenbank und konnen mit dieser sowie iiber diese auch miteinan-
der zielgerichtet und in Echtzeit kommunizieren. Sie wurden auf Grundlage einer ein-
heitlichen Programmierschnittstelle entwickelt, welche auch die Grundlage fiir die Rea-
lisierung neuer zur Entwicklung mechatronischer Systeme fiir die Weltraumrobotik
notwendiger Komponenten bildet. Auf diese Weise sollen im Rahmen dieses Vorhabens
neue Simulationsaspekte sowie ggfls. neue Schnittstellen z.B. zu Systemen fiir die Si-
mulation thermo- oder strukturdynamischer Effekte realisiert werden.

6 Anwendungen

Ein zentrales Ziel von INVIRTES ist die Zusammenfiihrung unterschiedlicher Raum-
fahrtvorhaben. Dieses Ziel spiegelt sich auch in den Referenzanwendungen wider. In
deren Rahmen wird zunéchst das Virtual Space Robotics Testbed-Konzept aus fritheren
Forschungsprojekte auf INVIRTES-Strukturen {ibertragen. Dariiber hinaus werden die
Ergebnisse der laufenden Vorhaben iBOSS (On-Orbit-Servicing modularer Satelliten)
sowie ViTOS (Rendezvous & Docking von Satelliten im Orbit) in diese Strukturen in-
tegriert. Damit sollte das Ergebnis eine hervorragende Grundlage fiir die Realisierung
zukiinftiger Projekte bereitstellen.

6.1 Virtual Space Robotics Testbed

Idee des Projekts FastMap [RSS11] ist es, wiahrend des Landeanflugs fiir die Explorati-
onsmission hochauflosende Bilder von der Planetenoberfliche aufzunehmen, daraus ein
digitales Hohenmodell und Landmarken zu generieren und diese fiir die dann folgende
durch SELOK [RSS11] bereitgestellte Selbstlokalisation auf der Planetenoberfldche zu
nutzen. Mit dem Beitrag von Virtual Crater [YJR+10] konnen neben radgetriebenen
Systemen kénnen auch Laufroboter und kooperierende Mehrrobotersysteme auf dieser
Basis entwickelt werden (Bild 2).
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Bild 2: Landung, Kartographierung, Selbstlokalisation und Exploration auf planeta-
ren Oberfldchen im Virtual Space Robotics Testbed (VSRT)

6.2 On-Orbit-Servicing (O0S)

Heutige Satelliten sind meist monolithische Systeme ohne die Moglichkeit zur Wartung
oder Instandhaltung. Am Ende seiner Lebensdauer wird der Satellit dann zu Weltraum-
schrott, der andere Satelliten, die ISS oder bei unkontrolliertem Absturz sogar besiedelte
Gebiete auf der Erde gefdhrdet. Im Projekt iBOSS [WBA+12] wird deshalb ein Konzept
fiir modular aufgebaute Satelliten untersucht, welche dann im Orbit von Servicer-
Satelliten rekonfiguriert (siche Bild 3a), in andere Orbits verbracht oder kontrolliert zum
Absturz gebracht werden konnen. Im Projekt ViTOS wird ein Virtuelles Testbed fiir
optische Sensoren in robotischen Raumfahrtsystemen entwickelt, welches der Entwick-
lung von Rendezvous & Docking-Strategien dient (Bild 3b).

T &;\‘\Q—u;‘: J

Bild 3: a) Rekonfiguration eines modularen Satelliten (nach [WBA+12]);
b) Rendezvous gestiitzt durch optische Sensoren

6.3 Resuimee und Ausblick

Dieser Beitrag stellt ein Konzept fiir eine durchgingige rechnergestiitzte Entwicklung
mechatronischer Systeme im Allgemeinen und robotischer Raumfahrtsysteme im Spe-
ziellen vor. Die aktuell betrachteten Entwicklungsphasen umfassen den Weg von der
Systemspezifikation bis zur detaillierten Gesamtsystemsimulation. Konkret wird hier
die CONSENS-Spezifikationstechnik verwendet, um darauf aufbauend Virtuelle Test-
beds zu erstellen, in denen das Zielsystem simuliert, analysiert, bewertet und optimiert
werden kann, bevor es real umgesetzt wird. Die Durchgéngigkeit wird dabei realisiert
durch ein anwendungs- und entwicklungsphaseniibergreifendes Systemmodell, welches
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alle Daten mit Bezug zum Zielsystem integriert und in einer aktiven Datenhaltungs-
komponente bereitgestellt wird. Dabei konnen beliebige Datenschemata integriert wer-
den.

Damit wird ein Uberblick iiber das Forschungsprojekt INVIRTES gegeben (welches
sich aktuell selbst in der Spezifikationsphase befindet). Im weiteren Verlauf des Projek-
tes wird in den kommenden Jahren ein Prototyp des INVIRTES-Konzepts entstehen und
dieser anhand konkreter Entwicklungsprozesse aus dem Bereich der Raumfahrtrobotik
(z.B. Rendezvous & Docking, On-Orbit-Servicing, etc.) evaluiert werden.
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Zusammenfassung

In diesem Beitrag wird ein ,,simulationsgetriebener MBSE-Ansatz* fiir die zielgerichte-
te Aufbereitung, Bereitstellung und Einbindung von Modellen mit hohem Detaillie-
rungsgrad (wie z.B. 3D-CAD-Modellen und Konstruktionsdaten) in Simulationsmodel-
len aus der Kategorie Anlagensimulation vorgestellt. Dieser Ansatz kann zur Kopplung
mehrerer Autorensysteme (z. B. einer Konstruktions- und einer Simulationsplattform)
verwendet werden, wobei das Ziel die Implementierung in einer integrierten Umgebung
mit zentraler Datenbasis ist (vgl. PLM-Systeme). Die zur Kopplung zur Verfiigung ste-
henden generischen Arbeitsschritte konnen je nach Anwendungsfall angepasst und in
,Arbeitsabldufen* kombiniert werden. Charakteristische Aufgaben, die darin ausgefiihrt
werden, sind ,,Aggregation/ Anreicherung, Filterung/Reduktion, Verarbeitung, Trans-
formation, Export/Import“. Der Einsatz von individualisierten und automatisierten Ar-
beitsabldaufen erleichtert bzw. beschleunigt den Modellauftbau und auch den Berech-
nungsvorgang in der Simulation. Implementiert wird der Ansatz an einem Industriebei-
spiel, bei dem basierend auf einem umfangreichen 3D-CAD-Modell Simulationsmodel-
le einer Fordertechnik-Anlage aufgebaut werden. Die Methode kann auf unterschiedli-
che Werkzeugketten und dhnliche Aufgabenstellungen adaptiert werden, wobei Arbeits-
schritte/-ablaufe und auch Zwischenergebnisse direkt bzw. leicht modifiziert wieder-
verwendet werden konnen.

Schlisselworte

Systemmodellierung und -simulation, Modellbasierte Produktentwicklung, Modellre-
duktionsmethoden, Anlagensimulation, Fordertechnik
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Simulation driven system modelling for analysis and optimiza-
tion of cargo conveying systems

Abstract

This paper presents a “simulation-driven MBSE approach” for the preparation, deploy-
ment and integration of detailed design models (such as 3D-CAD models and design
data) for the usage in simulation models from the category plant simulation. This ap-
proach can be used to couple several authoring tools (for instance a design and a simula-
tion platform). The aim is an implementation within an integrated environment with a
central data base (like PLM systems). All generic steps to implement the coupling can
be combined to “workflows” depending on the specific application. Typical tasks are
“aggregation, filtering, preprocessing, export and import”. The use of these individual-
ized workflows facilitates and accelerates the modelling and also the calculation in the
simulation. The approach was implemented on an industrial example in which simula-
tion models of a material handling conveyor system are constructed based on a detailed
3D-CAD model. The method can be adapted to different tool chains and similar tasks.
Steps, work processes and also intermediate results can be reused directly or slightly
modified.

Keywords

System modelling and simulation, model-based product development, model reduction
methods, plant simulation, conveyor technology
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1 Einleitung

Im Anlagenbau (z.B. bei der Entwicklung von Paketférdersystemen) treten Fragen nach
den tatsdchlich zu erwartenden Leistungen/Eigenschaften des Systems (wie z.B. Durch-
satz, Qualitét,...) liber die Entwicklungsphasen immer wieder auf und miissen meist
mithilfe von Simulationen beantwortet werden. Ab einem bestimmten Entwicklungs-
fortschritt stehen typischerweise vom mechanischen Teil der Anlage detaillierte (Geo-
metrie)-Modelle in 3D-CAD-Systemen zur Verfligung, die dann als Basis fiir umfang-
reiche Systemsimulationen dienen. Da Forderanlagen aus einer Vielzahl von Unterbau-
gruppen und Komponenten (meist iiber 100000 Elemente) bestehen, stellt die Handha-
bung der zugehorigen Detailmodelle hohe Anforderungen an Rechnerleistung, an einge-
setzte Werkzeuge und an die Konstruktions- und Arbeitsmethodiken. Werden die kom-
plexen Modelle innerhalb einer Softwarewerkzeugkette tiber Schnittstellen ausgetauscht
oder in verschiedenen Werkzeugen diszipliniibergreifend weiterverwendet, sind Ansitze
notwendig, um die hohe Anzahl der Objekte, Parameter und Interaktionen zu beherr-
schen. Moderne 3D-CAD-Systeme und Simulationswerkzeuge unterstiitzen zwar ver-
schiedenste Schnittstellenstandards, eine Durchgéngigkeit des Informations- und Daten-
austausches zwischen den Systemen wird in der industriellen Praxis dennoch oft nicht
erreicht. Aufwindige manuelle Tatigkeiten wie werkzeugiibergreifendes Kopieren von
Informationen sowie redundante und inkonsistente Daten sind oft die Folge.

In traditionell organisierten Maschinen- und Anlagenbauunternehmen verantwortet und
verwaltet oft eine eigene Konstruktionsabteilung die CAD-Modelle. In einer Gesamt-
konstruktion werden {iblicherweise Baugruppen aus vorangegangenen Projekten in an-
gepasster Form wiederverwendet und detaillierte Modelle von Sublieferanten (Moto-
renhersteller, Fordertechnikhersteller,...), deren Detaillierungsgrad oft hoher als fiir den
konkreten Einsatzfall erforderlich ist, verbaut. Die dabei notwendigen Konvertierungen
zwischen verschiedenen Versionen und Dateiformaten sowie die sehr hohe Anzahl an
Elementen und Querbeziehungen erschweren die Handhabbarkeit und den Austausch
dieser Modelle. Da diese CAD-Modelle ab einem gewissen Entwicklungsgrad einen
groflen Teil der Produktdokumentation darstellen, werden neben Stiicklisten und Ferti-
gungszeichnungen auch Animationen (Kundenpridsentationen) oder Montageanleitun-
gen daraus abgeleitet (in [Lee05] werden dazu die iibergeordneten Themenbereiche
,»Virtual Prototyping®, ,,Virtual Manufacturing” usw. angefiihrt). Komplexere nachge-
schaltete Anwendungsfelder wie Simulationen (FE-Simulationen, Kollisionsiiberprii-
fungen, Durchsatzsimulationen,...) nutzen ebenfalls diese CAD-Modelle, die aber meist
noch geeignet aufbereitet und mit zusétzlichen Informationen angereichert werden miis-
sen, bevor sie zum Einsatz kommen konnen. Diese Aktivititen erfordern oft die Zu-
sammenarbeit mehrerer Stakeholder und Experten aus unterschiedlichen Disziplinen,
die sich durch mehrere Faktoren schwierig gestaltet. Ein Beispiel, das in der Literatur
[AB14] genannt wird, ist die ,,personelle Trennung der Konstruktion von der Berech-
nung®. Spezialisten der Berechnung oder Simulation haben teilweise nur geringe Erfah-
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rung mit 3D-CAD-Systemen und auf ihrem Arbeitsplatz sind oft weder die erforderli-
chen Zugriffsrechte noch die Lizenzen verfiigbar, um mit einer gemeinsamen Datenba-
sis und mit gemeinsamen Modellen zu arbeiten. Die Stakeholder kdnnen dariiber hinaus
auf unterschiedliche Abteilungen, Standorte oder mehrere Firmen (z.B. Zulieferbetrie-
be) verteilt sein. Wenngleich die Téatigkeiten innerhalb von Konstruktionsabteilungen
iiblicherweise durch eigene Konstruktionsrichtlinien unterstiitzt werden, sind fiir den
Austausch zwischen den Anwendungen bzw. Abteilungen — auch aufgrund komplizier-
ter Verantwortungsverhéltnisse — oft keine oder nur sehr allgemein gehaltene Prozesse
definiert. Nach ANDERL und BINDE [AB14] fiihrt diese unzureichende Prozessorientie-
rung beispielsweise bei Freigabe- und Anderungsprozessen, in denen Konstruktions-
sowie Berechnungsabteilungen beteiligt sind, zu Integrationsproblemen. Da die be-
schriebenen kritischen Punkte von den Autoren auch in laufenden Industrieprojekten
beobachtet und auch von Firmenpartnern aufgezeigt wurden, besteht diesbeziiglich For-
schungs- und Handlungsbedarf. Um die genannten Situationen sowohl durch eine me-
thodische als auch durch eine softwareseitige Unterstiitzung zu verbessern, ist die Ent-
wicklung konkreter Arbeitsabldufe fiir die disziplin- und abteilungsiibergreifende Zu-
sammenarbeit und den dabei notwendigen Austausch von Daten sinnvoll. Im Idealfall
konnen diese Arbeitsabliufe direkt innerhalb der genutzten Werkzeuge hinterlegt wer-
den, sodass je nach Bedarf und Aufgabenstellung ein geeigneter Arbeitsablauf zur Ver-
fligung steht, der eine (semi-)automatische Bereitstellung der benétigten Daten in der
gewlinschten Form unterstiitzt bzw. ausfiihrt. Bild 1 zeigt schematisch an einer exemp-
larischen CAD-CAE-Toolkette, wie in einem Arbeitsablauf die im Simulationsmodell
benodtigten Daten (Hauptabmessungen, Materialparameter, Randbedingungen, Belas-
tungen,...) je nach Modellzweck (z. B. Ermittlung der Durchbiegung oder Eigenfre-
quenz eines Trigers) aggregiert/aufbereitet werden. Eine Methodik fiir die Erstellung
derartiger Arbeitsabldufe, die sich aus Arbeitsschritten wie z.B. Extraktionen oder
Transformationen zusammensetzen konnen, wird in den folgenden Kapiteln vorgestellt.

Detailmodell (30-CAD Modell) T Arbeitsablaufe

Simulationsmodell

F
Arbeitsablauf 1 J'

Weitere Konstruktionsdaten i E, p

7E’p.'lF A B i...’ || A A

Bild 1: Vordefinierte und angepasste Arbeitsabldufe unterstiitzen die Aufbereitung und
den zielgerichteten Austausch von Daten zur Nutzung in Simulationen
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2 Stand der Technik

2.1 Klassifizierung von Simulationswerkzeugen

Moderne Simulationswerkzeuge fiir Produktion und Logistik unterscheiden sich stark
im Modellierungskonzept (siehe [Ele12] und [AIK+08]). Grundlegend kénnen Simula-
tionsmodelle sehr flexibel mithilfe allgemeiner Programmiersprachen erstellt werden. In
den Hierarchien darliber existieren spezielle Simulationssprachen, Simulator-
Entwicklungsumgebungen und Simulationsumgebungen (meist durch Bibliotheksele-
mente mit Anwendungsbezug unterstiitzt) bis hin zu Spezialsimulatoren mit geringer
Allgemeingiiltigkeit bzw. Flexibilitdt. Diese Arbeit bezieht sich hauptsdchlich auf Mo-
dellierungskonzepte, die auf der Konfiguration von Bibliothekselementen basieren.

2.2 Methoden zur Integration von Softwarewerkzeugen

Notwendige MaBBnahmen und Arbeitsschritte, um eine starker automatisierte Kopplung
zwischen CAD und FEM zu erreichen, wurden bereits im Jahr 1993 in [ABS93] disku-
tiert. Dabei wird ausgehend von einem Produktdatenmodell, iiber eine CAD-FEM-
Transformation (Attributeditor, Detaileditor, Dimensionalititsreduktion und Gliede-
rung) ein Netz generiert und das Analysemodell erstellt. In [Amf02] werden mehrere
Konzepte fiir den Datenaustausch zwischen CAD- und FEM-Systemen sowie grundle-
gende Moglichkeiten der Schnittstellenkommunikation vorgestellt und zusammenge-
fasst. Bei der dabei vorgestellten modellorientierten Schnittstellenkommunikation wird
ein vorab nicht vorhandenes Modell B aus einem vorhandenen Modell A generiert, hin-
gegen werden bei einer parameterorientierten Vorgehensweise gemeinsam auftretende
Parameter aus zwei Modellen A und B verbunden. An dieser Stelle wird auf die detail-
lierten Ausfiihrungen in [VWB+09] in Bezug auf Kopplungsmoglichkeiten (z. B. Di-
rektschnittstellen, Moglichkeiten durch parametrische Modellierung,...) und Vorge-
hensweisen  bei  der  Modellerstellung (z.B. CAD-, FEM-, MKS-
Modellierungstechniken) verwiesen. In [Roul4] werden ausgehend von CAD typische
CAx-Prozessketten als ,,formale und hierarchische Strukturierung von Informationspro-
zessen® im Umfeld der Mechanischen Konstruktion vorgestellt.

2.3 Datenaustauschformat und Aufbereitung der Daten

Neben der Frage der geeigneten Schnittstelle muss vorab ein Konzept fiir die konkret zu
iibertragenden Informationen erarbeitet werden, das auch eine geeignete Aufbereitung
der Daten bzw. der Modelle einschlieft. Nicht immer ist es notwendig ein 3D-
Geometrieformat zur Ubertragung von Geometrieinformationen zur verwenden. Bei-
spielsweise kann durch die Nutzung von Symmetrien eine Reduktion auf wesentliche
Parameter erfolgen (im Fall eines Zylinders sind das beispielsweise Radius und An-
fangs-/Endpunkt), was andere (eventuell zweckmifligere) Methoden fiir den Datenaus-
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tausch ermoglicht (Moglichkeiten fiir derartige Modellreduktionen werden in
[NTA+14] vorgestellt). Im genannten Beispiel kann eine Textdatei (XML,...) zur Uber-
tragung dieser wesentlichen Hauptparameter einem 3D-Datenformat iiberlegen sein,
weil dadurch eine einfach lesbare, interpretierbare und manipulierbare Datei entsteht.
Unterschiedliche Techniken zur Vereinfachung von Oberflichen- und Volumenrepri-
sentationen von 3D-Geometriemodellen fiir die Anwendungsbereiche FEM oder andere
physikbasierte Simulationen sind in [TBS09] zusammengefasst. In [Lee05] wird be-
schrieben, wie Feature-basierte Konstruktionen idealisiert und fiir andere Anwendungen
(Rendering, Virtual Manufacturing,...) bereitgestellt werden konnen. Eine Evaluierung
der derzeit am weitesten verbreiteten neutralen 3D-Dateiformate IGES 5.3, STEP
AP214, VRMLY97, X3D 3.2, JT und 3D-PDF hinsichtlich geometriespezifischer Eigen-
schaften, Metadaten, Leichtgewichtigkeit und anderen Kriterien wird in [FLL+11-0l]
durchgefiihrt. Darin wird auch die Leistungsfdhigkeit der Exportmodule verbreiteter
Autorenwerkzeuge sowie von 3rd-Party-Konvertierungswerkzeugen gegeniibergestellt.

2.4 Moglichkeiten zur transparenten Darstellung der Zusammen-
hange zwischen Modellen

Um eine effiziente Zusammenarbeit zwischen den Stakeholdern und die Integration der
relevanten Softwarewerkzeuge zu ermoglichen, ist eine genaue Situationsanalyse erfor-
derlich. Speziell zur Analyse von Anderungsauswirkungen ist ein grafische Modellie-
rung und Darstellung hilfreich. Eine Moglichkeit, die oft komplexen Verkniipfungen
und Prozesse transparent zu machen, wird in [FHS+14] vorgestellt. Dabei werden die
Themenbereiche Entwicklungsprozess, Modelle, Organisation und Kommunikation
analysiert und die Abhingigkeiten in einer ,,Model Dependency Map* dargestellt. Auf
in der Literatur weit verbreitete Modellierungstechniken wie UML und SysML wird
beispielsweise in [Linl1] eingegangen.

3 Generische Methodik zur simulationsgetriebenen Sys-
temmodellierung

In der entwickelten Methodik bilden Modelle mit hohem Detaillierungsgrad den Aus-
gangspunkt fiir die Arbeitsabldufe. Im Beispiel eines 3D-CAD-Modells sind darin so-
wohl geometrische als auch textuelle Produktdaten enthalten. Die Methodik kann aber
auch an andere Anwendungsfille (wie z.B. ereignisdiskrete Simulation auf Basis eines
detaillierten 2D-CAD-Layouts) adaptiert/angewendet werden. In Abschnitt 3.1 werden
die Teilschritte beschrieben, aus denen sich unidirektionale (riickwirkungsfreie) Ar-
beitsabldufe zur Erstellung eines Simulationsmodells auf Basis bestehender Detailmo-
delle zusammensetzen. In Abschnitt 3.2 werden bidirektional notwendige Mallnahmen,
um die Konsistenz der Modelle innerhalb der verschiedenen Softwarewerkzeuge sicher-
zustellen, und Moglichkeiten zur Implementierung der Arbeitsablédufe dargestellt. Fiir
eine Integration der Softwarewerkzeuge ist eine Zuordnung zwischen Elementen aus
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dem Detailmodell und den zum Autbau der Simulation bendtigten Elementen erforder-
lich. Um diesen wesentlichen Schritt deutlich zu machen, wird an dieser Stelle konkret
auf das Beispiel 3D-CAD und Fordertechnik-Simulation eingegangen. Die Schwierig-
keit bei der Zuordnung von Elementen aus dem Geometriemodell zu Modellbausteinen
der Simulation entsteht dadurch, dass unterschiedliche Ordnungsstrukturen (Sichten)
zugrunde liegen (vgl. ,,Phasenabhingige Ausprigung von Produktstrukturen® in
[ES09]). In CAD-Systemen wird beim Modellaufbau i. Allg. eine fertigungs- oder priif-
orientierte Baugruppenstrukturierung verwendet, wihrend beim Aufbau eines Simulati-
onsmodells meist eine funktionsorientierte Betrachtung (vgl. Verhaltenssimulation) im
Zentrum steht. Nachdem in 3D-CAD-Systemen oft die funktionale Sicht bzw. die Funk-
tionen der einzelnen Baugruppen nicht explizit abgebildet und modelliert werden, miis-
sen diese erst identifiziert und nachgebildet werden, damit eine Zuordnung zu den in der
Simulation erforderlichen Modelltypen oder Klassen erfolgen kann. Zur Identifikation
der fiir eine Klasse relevanten Geometriedaten konnen Filter definiert werden. Als Fil-
terkriterien eignen sich Merkmale, die im CAD-Modell direkt vorhanden oder dem Mo-
dell zugeordnet wurden. Beispiele dazu sind Geometrie-Merkmale (Abmessungen, Fla-
che, Volumen, Abstand von einem Referenzpunkt, Lage axial/radial/tangential, aullen-
/innenliegende Flache), Parameter (Materialvergabe, Masse), Attribute (Zuordnung zu
einer Gruppe, Benennung, Status - siche auch Nummern- und Klassifizierungssysteme
in [ES09]). Wenn die in den Modellen bereits enthaltenen Merkmale zur Filterung nicht
ausreichen, konnen zusétzliche Attribute definiert und den Modellen entweder manuell
oder automatisch (aufgrund bestimmter Kriterien und Regeln) zugeordnet werden. Eine
aus Sicht der Simulation giinstige Methode, bei der erst ein Funktionsmodell gebildet
wird, das in den Phasen der Detaillierung mit CAD-Modellen angereichert wird, prisen-
tiert [Lin11] im Kontext der ,,Virtuellen Inbetriebnahme*.

Detailmodell (3D-CAD Modell) Simulationsmodell
Gesamtbaugruppe Funktionsstruktur — — -
Férdersystem Modell-
Hauptfunktion 1 Bibliothek
| Unterbaugruppe 1 Pakete beférdern ST [
Forderer 1 Instanz von |
¢ x ,Forderband”
L. B " kTetﬂfunk:on lh s o Férderer 1 Klasse: ,Forderband”
Férderband GREES Vo Addc e Position
beférdern e Ausrichtung
Teil 2 —| e Geschwindigkeit
Leithlechl ~ ———~__ $
““““ Teilfunktion 2 Instanz von
Unterbaugruppe 2 Paketstromleiten — T T T T T T T »Deflektor” [ gy
—  Schutzabdeckung e = Leitbleche Klasse: , Deflektor”
P . *  Position

Teil 3 - e Reibwert
Leitblech 2 L

Bild 2: Beispiel einer Funktionsstruktur zur Verkniipfung von Elementen aus einem
Detailmodell (CAD) mit Elementen aus einem Simulationsmodell

3.1 Erstellung und Nutzung unidirektionaler Arbeitsablaufe zum
Aufbau eines Simulationsmodells

Nachdem der Zweck des Simulationsmodells bereits hinreichend bekannt und festgelegt
ist, wird in einer Abstimmung zwischen allen beteiligten Stakeholdern grundsétzlich
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abgeklart, welche Informationen in der Simulation benétigt werden, ob diese Informati-
onen im bestehenden Detailmodell vorhanden sind und wie sie iibernommen werden
konnen. Es sollten nur simulationsrelevante Daten iibertragen werden, um den Berech-
nungsvorgang, die Konsistenz zwischen den Daten sowie die Interpretation der Simula-
tionsergebnisse moglichst einfach zu halten. Bei der Abstimmung der Datenformate fiir
die Ubergabe muss abgeklirt werden, welche Schnittstellen von beiden Werkzeugen
unterstiitzt werden bzw. welche sich fiir die jeweilige Art der ausgetauschten Informati-
on eignen. Im Fall einer Direktschnittstelle ist zwar kein Import/Export notwendig, die
Leistungsfihigkeit/Eignung (vgl. Kapitel 2 ) muss allerdings ebenfalls evaluiert werden,
da mitunter nicht alle bendtigten Informationen geeignet libertragen werden.

Abstimmung zwischen allen beteiligten
Stakeholdern: Ziele/Anforderungen, generelle —
Maéglichkeiten (Schnittstellen, vorhandene Daten),

Detailmodell
(z.B. 3D-CAD Modell in
nativem Format)

Merkmale (Filterkriterien)
auswihlen/definieren

prinzipielle Vorgehensweise,... Stakeholder 1 +
(2.B. Abteilung Aufbereitung/Filterung
,Konstruktion”) ausfiihren
Autorenwerkzeug v

(z.B. CAD-System)

o Gefiltertes/aufbereitetes | m Erggbnis e
T e Modell geeignet?
Arbeitsabldufe l
Nutzung
eXIsFIerenSier quell far gee:gnefe Modell tiber §chn|ttstelle
Arbeitsablaufe Schnittstelle aufbereiten exportieren
Schnittstelle l
Modell fir Si'mulation Modell' uber Schnittstelle
) E Ablage aufbereiten importieren
[-) verbesserter ¢
Arbeitsablaufe Basismodell zum Aufbau Merkmale (Filterkriterien)
Stakeholder 2 der Simulation auswahlen/definieren
N — (z.B. Abteilung +
,Simulation”)

Simulation aufbauen
(unterstutzt durch Merkmale)

v

i i . . Ergebnis
Zwischenergebnis : — —_NEIN
( ﬁ) l Entscheidung Simulationsmodell A D

Arbeitsschritt Simulation ausfihren ~———» Ergebnisse e)fplortleren/
kommunizieren

Bild 3: Schema zur Methodik fiir den unidirektionalen Informationsaustausch zum

Simulationswerkzeug
Legende

Aufbau eines Simulationsmodells auf Basis eines Detailmodells

Fiir die Auswahl und die Vorbereitung zur Ubernahme sind im Autorensystem mehrere
Schritte notwendig. Zuerst miissen die benodtigten Daten aus dem detaillierten Modell
gefiltert und geeignet aggregiert werden. Merkmale (Filterkriterien) werden dabei so-
lange angepasst und verfeinert, bis das gewiinschte Ergebnis erreicht wird. Die bei die-
ser Filterung ausgefiihrten Arbeitsschritte bzw. Arbeitsabldufe werden abgelegt und
stehen als Basis fiir zukiinftig benétigte Arbeitsabldufe zur Verfiigung. Nach der Filte-
rung erfolgt die Ubertragung der geeignet aufbereiteten (siche Methoden aus Abschnitt
2.3) Modelle iiber die gewdhlte Schnittstelle. Nach dem simulationsseitigen Import ste-
hen je nach Werkzeug ebenfalls Methoden zur Filterung zur Verfiigung. Damit kénnen
auf Basis der iibertragenen Modelle und der dazu im Autorensystem vergebenen Merk-
male die zugehdrigen Simulationsbausteine identifiziert, eingesetzt und parametriert
werden.
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3.2 Bidirektionale Assoziativitat zwischen den Modellen

Bidirektionale Beziehungen zwischen Geometrie- und Simulationsmodell spielen spezi-
ell beim Management von Anderungen eine wichtige Rolle. Um die Konsistenz zwi-
schen den Modellen sicherzustellen muss zu passenden Zeitpunkten ein Abgleich der
Modelle erfolgen. Einerseits treten Anderungen im Detailmodell auf und miissen im
Simulationsmodell korrigiert werden. Andererseits konnen Simulationsergebnisse An-
weisungen iiber notwendige Anderungen, die im Detailmodell umgesetzt werden miis-
sen, enthalten. Eine geeignete Modularisierung und Parametrisierung der Modellele-
mente in der Simulation (vgl. parametrischer Bibliotheksmechanismus fiir die Wieder-
verwendung von Komponenten in [Linl1]) ermdglicht einen Ersatz durch neue Versio-
nen. Damit diese Vorgehensweise zielfiihrend ist, muss klar zugeordnet sein, welche
Auswirkung Anderungen im Detailmodell auf die Modellelemente in der Simulation
haben. Tiefgreifende strukturelle Anderungen im Detailmodell sind nicht erlaubt, wenn
in diesem Fall auch die Zuordnungen angepasst werden miissten. Werden strukturelle
Anderungen notwendig, ist eine Abstimmung unter den Stakeholdern notwendig (z.B.
automatische Benachrichtigung). Um derartige Anderungen erkennen zu kénnen, miis-
sen Regeln festgelegt werden, in denen die Freirdume (z.B. ,,Maximalkonfiguration‘
mit allen erlaubten Varianten) definiert werden. Die Verkniipfungen auf Basis einer
Funktionsstruktur kdnnen konkret entweder im Autorensystem (z.B. CAD), innerhalb
der Simulationsplattform oder in einer dazwischengeschalteten Anwendung (z.B. zent-
rale Datenbasis, wie sie PDM- oder PLM-Systeme bieten) implementiert werden. Der
Aspekt der unterschiedlichen Sichten auf die Daten ist eine ureigene Aufgabe von Da-
tenbanken. Die CAD-Modelle, Konstruktionsdaten sowie Simulationsmodelle und -
ergebnisse werden dabei im zentralen PLM-Backbone in PDM- bzw. den Autorensys-
temen nahestehenden TDM-Systemen [ES09] abgelegt. Werden fiir die Simulation Da-
ten aus detaillierten Modellen benétigt, konnen die aktuellen Daten durch Ausfiihren
des jeweiligen Arbeitsablaufes direkt aus dem PLM-Backbone generiert werden.

4 Umsetzung der Methodik am Beispiel ,,Paketfordersystem

Bei dem betrachteten Gesamtsystem handelt es sich um eine Paket-Sortieranlage, in der
spezielle vom Firmenpartner entwickelte Module (z.B. Paket-Entladesystem) mit Stan-
dard-Forderkomponenten externer Hersteller zusammengeschaltet werden. In der Phase
der Detailkonstruktion ergeben sich Fragestellungen wie Durchsatzermittlung, Geomet-
rieoptimierung oder regelungstechnische Stau-/Storungsbeseitigung, die bereits vorab
ohne die Notwendigkeit eines physischen Prototyps der Anlage mithilfe von Simulatio-
nen bearbeitet werden miissen. Ein dazu verwendetes Softwaretool Demo3D® ist ein
bausteinorientiertes Materialfluss-Simulationswerkzeug, in dem Forderanlagen virtuell
aufgebaut, programmiert und animiert werden konnen. Die Einfliisse von Aktoren (For-
dertechnik, Roboter,...) auf das beforderte Stiickgut konnen dabei unter Einbeziehung
physikalischer Effekte (Gravitation, Reibung, Massentrégheit,...) simuliert werden.
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Ausgehend von einem detaillierten CAD-Modell in Siemens NX® (CAD/CAM/CAE-
Plattform) [Siel4-ol] wird im Simulationswerkzeug Demo3D® Enterprise [Emul4-ol]
ein Simulationsmodell aufgebaut. Eine Integration zwischen den Werkzeugen ist dafiir
nicht gegeben, was aufwendige manuelle Arbeiten und hohen zeitlichen Aufwand ver-
ursacht. Der Modellaufbau sollte daher durch mdoglichst effektive und weitgehend au-
tomatisierte Arbeitsabldufe unterstiitzt werden und auf der vorhandenen CAD-
Geometrie basieren. Unter Beriicksichtigung etablierter Schnittstellen wurde mithilfe
der vorgestellten Methodik eine Schnittstellenarchitektur basierend auf Funktionen bzw.
einer Funktionsstruktur entwickelt und umgesetzt. Fiir den Aufbau des Simulationsmo-
dells in Demo3D® sind grundsitzlich vier Modelltypen/Klassen notwendig. ,,Visuali-
sierungselemente* sind Geometrieelemente, die ausschlieBlich zur visuellen Darstellung
(zum Zweck von Plausibilititspriifungen, Animationen,...) verwendet werden und so-
mit in der Simulation mit keinen zusétzlichen Funktionalititen belegt werden miissen
(z.B. AuBenhiille des CAD-Modells). ,,Deflektoren* sind Geometrieelemente, die vom
beforderten Stiickgut (z.B. Pakete) nicht durchdrungen werden diirfen (z.B. Leitbleche)
und in der Simulation durch Zuordnung zum Modelltyp ,,Deflektor als solche bertick-
sichtigt werden. ,,Konfigurierbare Bibliothekselemente* aus dem mitgelieferten Katalog
von Demo3D® sind vorgefertigte Modellbausteine (z.B. Forderbidnder, Rollenbahnen,
Aufziige) mit bestimmten charakteristischen Funktionalititen (u.a. steuerbare Forder-
funktionen) und konfigurierbaren Parametern (Abmessungen, Fordergeschwindig-
keit,...), die vor der Verwendung in der Simulation den Anforderungen entsprechend
angepasst werden konnen. ,,Sensoren sind Standard-Geometrieelemente (z.B. Zylin-
derelemente), die in der Simulation mit spezieller Funktionalitidt (Modelltyp ,,Sensor*)
ausgestattet werden konnen und dann beispielsweise als Lichtstrahl eines Sensors wir-
ken.

Bild 4:  Simulationsaufbau einer Paketforderanlage in Demo3D® (mit freundlicher
Genehmigung von Siemens AG - Logistics and Airport Solutions)

Bei den im konkreten Beispiel (in Abstimmung mit allen beteiligten Stakeholdern) erar-
beiteten Arbeitsabldufen wird die Filterung und Anpassung der Geometriedaten aus-
schlieBlich auf CAD-Seite durchgefiihrt, da die Simulationsumgebung im Gegensatz
zum CAD-System diesbeziiglich nur sehr eingeschrankte Funktionalititen bereitstellt.
Im ersten Vorfilterungsschritt konnen nicht bendtigte Geometrie- und Konstruktions-
elemente (z.B. Hilfsgeometrie, Normteile,...) durch Ausblenden der betreffenden ,,Lay-
er” ausgeschlossen werden, sofern die Layer-Zuordnung vorab geeignet durchgefiihrt



Simulationsgetriebene Systemmodellierung Seite 301

wurde (Konstruktionsrichtlinien). Fiir die Visualisierungselemente ist im betrachteten
Fall nur die AuBlengeometrie relevant. Um die relevanten Teile zu erfassen wurden
mehrere Filter (z.B. Vorgabe von Mindestvolumen/-oberfliche zum Ausschluss sehr
kleiner Teile) und spezielle CAD-Funktionalititen (z.B. AuBlenhiille generieren) kombi-
niert. Das Ergebnis der Filterung wird durch ein Text-Attribut ,,Visualisierung® gekenn-
zeichnet und einer Sichtpriifung unterzogen. Korrekturen (z.B. Wiederhinzufiigen rele-
vanter kleiner Teile wie Griffe, Anzeigeinstrumente oder Entfernen nicht bendtigter
Teile,...) werden durch Anpassung der Filterkriterien oder durch manuelles Setzen des
Attributs durchgefiihrt. Fiir Deflektoren ergibt sich eine dhnliche Vorgehensweise wie
fiir die Filterung der Visualisierungselemente. Das CAD-System bietet hierzu hilfreiche
Auswahlmethoden fiir aulenliegende Fldchenelemente, bei denen alle aus definierten
Ansichten (sowie aus einer Blickrichtung ausgehend von einem Punkt) sichtba-
ren/zugewandten Fldchen automatisch markiert werden. Damit lassen sich Leitelemente
(z.B. Leitbleche) durch eine geeignete Wahl von Perspektiven oder Ursprungspunkten
entlang des Materialflusses rechnergestiitzt selektieren. Forderbdndern werden gewohn-
lich spezielle Materialien zugewiesen (z.B. Gummi/Textil) was eine einfache Filterung
aufgrund dieses Merkmals ermoglicht. Sensoren sind auf einem eindeutigen Layer ab-
gelegt, was die Filterung ebenfalls erleichtert. Nach Ausfiihrung der beschriebenen Ar-
beitsabldufe fiir die Filterung stehen im CAD-System vier (teilweise liberschneidende)
Gruppierungen von Geometrieelementen fiir den Export zur Verfiigung. Die Ubertra-
gung der Geometrie der Visualisierungselemente erfolgt im speziell fiir 3D-Darstellung
geeigneten Dateiformat VRML. Fiir die Deflektoren-Geometrie wird STEP gewihlt, da
sowohl die iibertragene Teilebezeichnung als auch Baugruppenstruktur in der Simulati-
on weiterverwendet werden kann. Zur Ubertragung der Hauptparameter von Férderbin-
dern und Sensoren werden aus dem CAD ausschlieBlich Punktkoordinaten als Textdatei
exportiert. Forderbédnder werden durch drei Koordinaten (Anfangs- und Endpunkt sowie
Anfangspunkt/seitlich), Sensoren durch Anfangs- und Endpunkt in ihrer Geometrie spe-
zifiziert. Im Simulationswerkzeug werden diese Geometriedaten der Visualisierungs-
elemente und Deflektoren importiert, durch eine Koordinatentransformation geeignet
ausgerichtet und den jeweiligen Modelltypen zugeordnet. Konfigurierbare Bibliothek-
selemente (Forderer) und Sensoren werden mithilfe eines Skripts gemif3 den iibertrage-
nen Koordinaten (Hauptparameter) geeignet parametrisiert und in das Simulationsmo-
dell eingebaut. Die verwendeten Arbeitsabldufe konnen in den Autorensystemen durch
»API“ bzw. ,,Scripting® zu einem hohen Grad automatisiert (programmiert) werden und
stehen fiir zukiinftige dhnliche Aufgabenstellungen zur Verfiigung. Bei der Umsetzung
am Beispiel wurden neben einer Zeitersparnis beim Aufbau der Simulationsmodelle
auch eine Erhohung der Qualitit des Modells hinsichtlich Detailtreue und Leistungsfa-
higkeit erreicht. Die konsequente Umsetzung der Schnittstelle zwischen CAD und Si-
mulationswerkzeug mithilfe unterschiedlicher Arbeitsabldufe fiir die Modelltypen/-
klassen bietet Moglichkeiten fiir den Umgang mit Anderungen, indem beispielsweise
,Konfigurierbare Bibliothekselemente* durch iiberarbeitete Parametersitze aktualisiert
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werden konnen. Anschlieende Forschungsarbeiten behandeln die im Kapitel 3.2 erldu-
terten Herausforderungen im Fall tiefgreifender struktureller Anderungen.

5 Resumee und Ausblick

Der vorgestellte Ansatz zeigt Moglichkeiten, wie systematisch erarbeitete Arbeitsabldu-
fe zu einer besseren Kopplung zwischen Entwicklungswerkzeugen beitragen kénnen.
Im PLM-Gedanken (siehe auch [ES09]) sind viele der prdsentierten Schritte bereits
grundlegend verankert. Nachdem viele Softwarewerkzeuge nur eingeschrankte Mog-
lichkeiten zur Integration bieten und eine flichendeckende Umsetzung derartiger Ar-
beitsabldufe in PLM-Systemen in der industriellen Praxis nur in Ansétzen beobachtet
werden konnte, besteht offenbar Bedarf an einfach anwendbaren Methoden und prakti-
kablen Losungen. Die Hersteller der Softwaretools sollten den Anwendern verstirkt
generische Templates fiir typische Arbeitsabldufe zur Integration mehrerer Werkzeuge
zur Verfiigung stellen. Erfahrungsgemdl sind derartige Arbeitsabldufe in modernen
PLM-Systemen ebenfalls nur durch aufwendige Anpassungen und zusétzliche Pro-
grammierungen implementierbar. Um die hohen Anspriiche, die im Maschinen- und
Anlagenbau auch beziiglich Flexibilitdt der Integrationen von Werkzeugen gestellt wer-
den, systematisch erfiillen zu konnen, miissen zukiinftige Forschungen die konkreten
Arbeitsweisen analysieren und Mdéglichkeiten zur Umsetzung in modernen Werkzeugen
liefern.
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Zusammenfassung

Kiirzere Produktlebenszyklen und eine steigende Variantenvielfalt riicken den Produkt-
entwicklungsprozess immer weiter in den Fokus. Zur Validierung unterschiedlicher
Konzepte und Entwiirfe hat sich die Simulation als effektives Hilfsmittel etabliert. Je-
doch ist die Ausfiihrung von Fluidsimulationen noch ein stark iteratives Vorgehen. Da-
her wird eine Methode dargestellt, welche den heutigen iterativen Zyklus zwischen
Konzeptions- und Simulationsphase dynamisiert und parallelisiert. Dariiber hinaus wer-
den softwaretechnische Anforderungen spezifiziert und die Funktionalitdt der Methode
durch ein Umsetzungsbeispiel dargestellt.

Schlusselworte

Fluidsimulation, CFD, Echtzeit, Modellierung
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Online-Simulion of fluiddynamic processes in the design
process

Abstract

The design process gets more and more important having shorter product life cycles as
well as a growing range of products. To validate an ensure functionality of product,
simulation has been established as a helping tool. But the simulation of fluid dynamic
simulation is still a problem because of its strict sequential and iterative procedure.
Thus, a new method is introduced, which dissolves this drawback in making the con-
struction and simulation phases executed parallel and more dynamic. In addition, the
technical requirements get specified. Furthermore, the functionality of the method gets
proved in an filling process example.

Keywords

Computational Fluid Dynamics, modelling, real-time. fluid simulation
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1 Die friihe Phase des Produktentwicklungsprozess

1.1  Konzeptionsphase

Der Produktentwicklungsprozess gewinnt durch die steigende Variantenvielfalt und
kiirzeren Produktlebenszyklen immer mehr an Bedeutung. Dariliber hinaus fiihrt eine
wachsende Interdisziplinaritit zu stdrkeren Abhéngigkeiten zwischen den unterschiedli-
chen Ingenieurdisziplinen. [AR11]

Vor allem die frithen Phasen des Produktentwicklungsprozesses gewinnen immer mehr
an Bedeutung. Die Konzeptionsphase [ERZ14, S. 16] entscheiden mal3geblich {iber die
spateren Kosten und die Qualitdt der Produkte [EKLO03]. Durch die Verifikation und
Validierung sowie dem Vergleich moglichst vieler unterschiedlicher Alternativen kon-
nen die Risiken von Fehlentwicklungen entscheidend reduziert werden. Die Simulati-
onstechnik hat sich dabei als effektives Hilfsmittel etabliert. Die Griinde hierfiir sind
zahlreich. Neben dem wirtschaftlichen Aspekt, dass reale Versuchsaufbauten teuer und
aufwindig zu realisieren sind, spielen vor allem Faktoren wie die Beobachtbarkeit von
Systemen und die einfach Zerlegung von Problemstellungen einen entscheidenden Vor-
teilsfaktor dar [D6b08].

1.2 Simulation von Fluiden

Die Simulation von fluidischen Prozessen in produktionstechnischen Anlagen, bei-
spielsweise das Abfiillverhalten oder Tauch- und Lackierprozesse, konnen simulations-
technisch durch Ansdtze der Computational Fluid Dynamics (CFD) noch immer nur
schwer abgebildet werden. Zum einen sind Fluidsimulationen auch mit heutiger Be-
rechnungskapazitit noch sehr zeitaufwindig, zum anderen ist die Erstellung der Simula-
tionsmodelle sehr komplex. Weitere Hinderungsgriinde stellen sowohl die einge-
schrankte Wiederverwendbarkeit der einzelnen Modelle als auch die Notwendigkeit von
Simulationsexperten sowie hohe Kosten ein dar. [Dav02]

Aus diesem Grund werden diese Problemstellungen in vielen Produktentwicklungen
nicht oder erst spat nach der Konzeptionsphase simuliert.

1.3 lterativer Simulationszyklus

In heutigen Entwicklungsprozessen erfolgt die Simulation in iterativer Abfolge mit ei-
ner Konzeptionsphase (siehe Bild 1). Eine Iteration lésst sich hierbei im Groben in vier
Phasen untergliedern: Zuerst wird ein neues Konzept erstellt, welche als Grundmodell
fiir die Simulation dienen. Darauf folgend muss dieses Modell (CAD-Daten) fiir die
Simulation aufbereitet werden. In der Simulationsvorbereitung werden beispielsweise
die Randbedingungen spezifiziert und die Fluiddoméne vernetzt. Auf dieser Basis er-
folgt der eigentliche Simulationsdurchlauf. Nach Abschluss des Prozessschrittes werden
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die Ergebnisse und Resultate dargestellt. Die daraus gewonnen Erkenntnisse flieBen
anschlieBend in eine Verbesserung der Konzepte, woraufhin die Anderungen in einem
neuen Zyklus validiert werden. [Hed13], [Lec14]

Konzeption
Erkenntnisse CAD-Daten

Ergebnis- lterativer Simulations-
darstellung Prozess vorbereitung

Simulations- Vernetzte
ergebnisse Simulations- Fluiddomane

durchfuhrung

Bild 1: Iterativer Simulationsprozess im Produktentwicklungsprozess

2 Computerarchitektur

Die Dauer der Simulationsdurchfithrung hingt im Wesentlichen von zwei Faktoren ab,
zum einen ist die angewandte Simulationsmethode wichtig (vgl. Kapitel 3), zum ande-
ren die Hardware der Rechnerarchitektur.

Diese hat sich in den letzten Jahren merklich verdndert. In Bild 2 ist die Entwicklung
der Berechnungsgeschwindigkeit der Central Processing Unit (CPU) und der Graphics
Processing Unit (GPU) in GFlops (Giga Floating operation points per second £ Milliar-
den-Gleitkommazahlberechnungen pro Sekunde) aufgezeigt. Wie zu sehen ist, ist in den
letzten Jahren die mogliche Geschwindigkeit der GPU im Gegensatz der CPU erheblich
gestiegen. Dies ist vornehmlich auf Grund der unterschiedlichen Hardwarearchitekturen
zu erklaren. Wahrend die CPU der Generalist ist, welche unterschiedlichste Aufgaben
mit hoher Taktrate erfiillt, ist die GPU als ein Spezialist entworfen, welche die gleiche
Aufgabe tausendfach parallel in kiirzester Zeit ausfithren kann. [LCC+10]
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Bild 2: Historische Entwicklung der Rechenkapazitit (Bild in Anlehnung an
[Nvil4-0l])

3 Heutige Methoden zur Simulation von Fluiden

Bei fluiddynamischen Problemstellungen bildet die Navier-Stokes Gleichung die
Grundlage fiir die Simulationsmethoden. Auf Grund ihrer Komplexitét sind analytische
Losungen bzw. Niherungen nur in Ausnahmefillen mdglich. Daher wurden mehrere
numerische Losungsmoglichkeiten entwickelt, welche durch die Diskretisierung kom-
plexer Simulationsdoménen die Problemstellungen vereinfachen und 16sbar machen.
Die Methoden zur Losung der numerischen Stromungsmechanik lassen sich in diesem
Zusammenhang grundsétzlich in die zwei Bezugsrdume der Eulersche- und den Lagran-
gesche-Methoden unterscheiden.

3.1 Eulersche-Methoden

Eulersche-Methoden basieren auf einer Diskretisierung der Fluiddoméne durch eine
Vernetzung des gesamten Raumes. Diese stellen die Grenzen fiir das Fluid dar. Die
Granularitit und Qualitdt der Diskretisierung entscheidet zum einen {iber die Ergebnis-
genauigkeit, zum anderen ist es eine bestimmende Grofle fiir die Berechnungszeit
[Kor09]. Um den Grad der Diskretisierung zu reduzieren wurden mehrere Methoden
entwickelt. Die Direkte Numerische Simulation (DNS) abstrahiert die Fluiddoméne
nicht, daher ist eine sehr feingranulare Vernetzung notwendig [GRF10]. Einen hoheren
Abstraktionsgrad besitzen die Methoden der Lagre Eddy Simulation [SD09]. Da auch
hier die Berechnungszeiten fiir die industrielle Nutzung zu hoch sind, wird in der In-
dustrie hauptsidchlich die Reynolds-Averaged-Navier-Stokes (RANS) Methode einge-
setzt [Dav02].

Um trotzdem den Anforderungen von hoher Genauigkeit, hoher Flexibilitit und gerin-
ger Berechnungszeit gerecht zu werden, wurden unterschiedliche Verfahren zur Verbes-
serung der RANS-Methode entwickelt. Beispielsweise konnen lokale Fehler der Be-
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rechnungsverfahren durch adaptive Netzverfeinerungen an kritischen Stellen reduziert
werden [Chu02].

Zusammenfassend sind Eulersche-Methoden jedoch mit dem Fokus einer hohen Prizi-
sion entwickelt worden. Eine starke Beschleunigung der Berechnungsgeschwindigkeit
wird durch mehrere inhdrente Eigenschaften beschrinkt. So ist zum einen die hohe
Komplexitdt in der Parallelisierbarkeit zu nennen, zum anderen unterliegt die Zeit-
schrittweite auf Grund der Notwendigkeit einer hohen Stabilitdt starken Restriktionen.
[KSR14]

Zudem ist auf Grund der Notwendigkeit der Vernetzung der gesamten Fluiddomine die
Flexibilitit stark eingeschrinkt. Bei Anderungen des Eingangsmodells muss die Simula-
tionsvorbereitung nochmals ginzlich durchgefiihrt werden. Dariiber hinaus muss auf
Grund ungeloster Probleme weiterhin ein Experte die Resultate bewerten [Dav02],
[HHO4], da trotz einer langen Forschungshistorie beispielsweise das chaotische Verhal-
ten von Turbulenzen noch immer grof3e Probleme aufgibt [WKA+13].

3.2 Lagrangesche-Methoden

Im Gegensatz zu Eulersche-Methoden werden in Lagrangesche-Methoden die Fluiddo-
maéane nicht als Ganzes diskretisiert, stattdessen werden die Fluide nur an ihrem Auf-
trittsort durch Partikel reprasentiert. Dadurch konnen die methodeninhérenten Schwie-
rigkeiten umgangen werden. Beispielsweise sind eine zeit- und berechnungsaufwindige
Netzgenerierung sowie das adaptive Regenerieren der Netzqualitdt nicht notwendig.
Dariiber hinaus konnen sich bewegende Randbedingungen wie bei Mehrphasenstro-
mungen ohne Probleme modelliert werden. [Liul0], [NRB+08].

Zur Losung von fluidischen Problemstellungen gibt es zahlreiche Methoden. Auf Grund
der stark fortgeschrittenen Forschung eignet sich beispielsweise die Smoothed Particle
Hydrodynamics (SPH) Methode fiir den industriellen Einsatz. [LL0O3], [Mon05]

Ein groBer Vorteil der SPH-Methode ist eine gute Skalierbarkeit und eine grofle Zeit-
schritttoleranz [ZSL+12], [SR09], [ KSR14]. Auf Grund der Tatsache, dass die einzel-
nen Partikel in einem Zeitschritt weitestgehend unabhéngig voneinander berechnet wer-
den konnen, ist zudem eine hoher Parallelisierungsgrad der Berechnungen moglich.
[CDB+11]

4 Online-Simulation von Fluiden in der Konzeptionsphase

Die Vorteile der Lagrangesche-Methoden konnen hin zu einer schnelleren Modellbil-
dung und Simulationsdurchfiihrung genutzt werden. Statt einer ganzheitlichen Diskreti-
sierung der Fluiddoméne konnen die direkten Interdependenzen zwischen den Festkor-
pergeometrien und dem Fluid gelost. Dadurch bedingt eine Anderung der Geometrie
keiner neuen Vernetzung der gesamten Fluiddoméne.
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Durch diese Umstellung der Simulation hin zu einer dynamischeren Erstellung von Mo-
dellen kann die Untersuchung unterschiedlicher Alternativen in der Konzeptionsphase
verbessert werden. Wie in Bild 3 dargestellt ist, kann somit der iterative Prozess zwi-
schen Konzeption und Simulation parallelisiert werden. Dies bedeutet dass Konzeptén-
derungen direkt in der Simulationsumgebung angepasst werden. Der eigentliche Simu-
lationslauf wird jedoch nicht verdndert oder neu gestartet, lediglich das zu untersuchen-
de Modell wird angepasst. Dariiber hinaus konnen auf der Basis einer echtzeitfihigen
Simulationen die Auswirkungen der Konzeptidnderungen und -modifikationen dem An-
wender online zu visualisieren. Die Prozessschritte werden in Kapitel 4.3 weiter spezifi-

I Konzeption >
P <
Erkenntnisse f ,7 CAD-Daten
4

I_l Ergebnis- Simulations-

ziert.

darstellung vorbereitung

Simulations- R Fluiddoméane
ergebnisse S
I Simulationsdurchfliihrung >

Bild 3: Online-Simulationsprozess in der Konzeptionsphase

4.1 Anforderungen fiir die Realisierung

Um diese Methode zu ermdglichen, bedarf es einer spezifischen Anpassung der Softwa-
restruktur, welche folgende Anforderungen erfiillt.

Anforderung 1:  Um der industriellen Diversitdt an Werkzeugen in der Konzepti-
onsphase gerecht zu werden, muss die Simulationsumgebung un-
abhéngig von spezifischen Werkzeugen sein.

Anforderung 2: Die Simulation von Fluiden ist sehr berechnungsaufwéndig. Um
Ergebnisse in Echtzeit zuriickzugeben, ist es daher fiir die Simula-
tion notwendig, eine moglichst schnelle und effiziente Berech-
nungszeit mit moglichst hoher Zeitschritttoleranz unter stabilen
Bedingungen zu gewdhrleisten.

Anforderung 3: Die Simulationsvorbereitung, d. h. die Aufbereitung der Modell-
geometrien, soll einen moglichst geringen Einfluss auf die eigent-
liche Simulationsdurchfiihrung haben.

Anforderung 4: Modelle sollen online in der Simulation geidndert werden konnen.

Anforderung 5:  Ergebnisse sollen wihrend der laufenden Simulation fiir den An-
wender bereitstehen und visualisiert werden.
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4.2 Systemtechnische Beschreibung der Prozessschritte

421 Anforderungsspezifische Aufteilung der Hardwareressourcen

Zur Erfiillung der Anforderungen miissen die Methodenschritte auf die unterschiedli-
chen Ressourcen GPU und CPU aufgeteilt werden (siche. Tabelle 1). Um die Anforde-
rung 2 zu erfiillen, wird die eigentliche Berechnung der Simulationsdurchfiihrung kom-
plett auf die GPU ausgelagert. Dies hat mehrere Griinde: Zum einen besitzt diese in
modernen Rechnern die hochste Rechenkapazitit (vgl. Kapitel 2), zum anderen werden
die Berechnungen von azyklischen Einflussfaktoren wie dem Import neuer Geometrien
in der Simulationsvorbereitung nicht beeinflusst. Die Simulationsvorbereitung erfolgt
daher rein auf der CPU. Die Ergebnisdarstellung wird je nach Auswertungsanfragen auf
der GPU oder CPU berechnet.

4.2.2 Simulationsdurchfiihrung

Vergleicht man die fiir die Simulationsdurchfiihrung betreffenden Anforderungen (2, 3,
4) mit den moglichen Methoden der Fluidsimulation, so eignen sich Lagrangesche-
Methoden aus den Griinden hoherer Parallelisierbarkeit sowie groflerer Zeitschritttole-
ranz [KSR14]. Dariiber hinaus entféllt die Notwendigkeit der Vernetzung, wodurch Ge-
ometrien wihrend der Simulationslaufzeit angepasst werden konnen. Modifizierte Ge-
ometrien werden stattdessen als sich dndernde Randbedingungen modelliert. Dariiber
hinaus ist in Bereichen, in denen keine Fluidpartikel sind, die Anderung der Geometrie
moglich.

Tabelle 1: Aufteilung der Berechnungsaufgaben auf Hardwareressourcen

Methodenschritt Auftreten Hardwareressource
zyklisch azyklisch CPU GPU
Simulationsvorbereitung X X
Simulationsdurchfithrung X X
Ergebnisdarstellung X X X
4.2.3 Simulationsvorbereitung

Die Simulationsvorbereitung dient der Aufbereitung der Eingangsdaten fiir die Simula-
tion. Prinzipiell kann in drei unterschiedliche Simulationsbestandteile unterschieden
werden, welche sich hauptsdchlich durch deren Definition der Randbedingungen unter-
scheiden.

Der Erste ist eine Quelle, in welcher neue Fluidpartikel generiert werden. Die Instanzie-
rungslokalitit wird dabei durch die Oberfldche einer 2-dimensionalen Geometrie defi-
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niert. Dariiber hinaus beinhaltet die Quelle fluidspezifische Parameter wie Viskositét,
Dichte u. a.

Dariiber hinaus werden nach einem dhnlichen Prinzip Senken zur Eliminierung von
Fluidpartikeln genutzt. Diese sind essentiell, da die Berechnungsgeschwindigkeit mal3-
geblich von der Partikelanzahl abhéngt. Diese konnen {iber 3-dimensionale Geometrien
definiert werden. Das Fluid wird dabei bei Kontakt mit diesen virtuellen Simulations-
partizipanten geldscht.

Als letzte Moglichkeit sind die aus dem Konzeptionswerkzeug stammenden Geometrien
zu nennen. Diese werden in eine tesselierte Oberflaichengeometrie transformiert. Den
einzelnen Dreiecken werden die vom Anwender definierten Oberflicheneigenschaften
zugewiesen. Werden die Geometrien online modifiziert, so wird der Unterschied zwi-
schen der vorhandenen und der neuen Geometrie analysiert. Aus Performancegriinden
werden auf dieser Basis nur die jeweils notwendigen Oberflichengeometrien aus der
Simulationsumgebung geldscht bzw. neu hinzugefiigt.

Die Aufbereitung dieser Geometrien sowie die Berechnung erfolgt auf der CPU. Alle
Anderungen werden dabei auf eine Kopie der Simulationsdatenstruktur eingepflegt.
Nachdem dies geschehen ist, werden diese auf die GPU iibertragen. Durch dieses Vor-
gehen wird der Simulationszyklus der eigentlichen Simulation nicht direkt beeinflusst.
Auf Modellierungsebene haben somit nur noch die GréBe und Komplexitit der Fluid-
domine einen Einfluss auf die Berechnungsgeschwindigkeit.

4.2.4 Ergebnisdarstellung

Um die Vorteile der Online-Simulation dem Anwender zu ermdglichen, miissen die
Zwischenergebnisse der Simulation dem Nutzer direkt aufbereitet werden. Fiir diesen
Prozessschritt werden fallspezifisch sowohl die GPU als auch die CPU utilisiert. So
wird eine partikelspezifische Darstellung direkt von der GPU (oder einer zweiten GPU)
berechnet und auf der graphischen Ausgabe gerendert. Im Gegensatz dazu werden
Auswertungen wie beispielsweise Minima- und Maximaberechnungen auf der CPU
durchgefiihrt.

5 Softwaretechnische Umsetzung

Eine softwaretechnische Umsetzung einer Online-Simulation von Fluiden muss mehrere
Moglichkeiten bereitstellen. Zum einen miissen die Konzepte, d. h. beispielsweise die
Geometrien, echtzeitnah in die Simulation importiert werden, zum anderen miissen Si-
mulationsparameter wie Quellen und Senken, Fluidspezifika wie Dichte und Viskositit
und geometriespezifische Haftbedingungen vorab oder online definiert werden. Zur
Umsetzung der Online-Konzeption wurde ein modulweiser Aufbau gewéhlt. Bild 4
zeigt das Simulationsmodell zur Online-Simulation wihrend der Konzeption. Aus den
Konzeptionstools werden in allen Phasen permanent Modelle extrahiert und in ein Si-
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mulationsmodell konvertiert. Auf Basis der vom Nutzer konfigurierten Simulationspa-
rameter erfolgen eine dauerhafte Simulation des aktuellen Modelles sowie eine perma-
nente Ergebnisvisualisierung auf einer graphischen Oberfliche. Die Simulations-
vorbereitung, -durchfiihrung und Ausgabe der Ergebnisse werden im Simulationskern
durchgefiihrt.

Konzeptionstool Graphische Oberflache

Modellextraktion Ergebnisprasentation

Simulationsmodell

Simulationskern

Simulationskonfiguration

User Interface

Bild 4:  Prototypische  Softwarestruktur zur Online-Simulation von fluidischen
Prozessen

6 Beispielhafte Umsetzung

Die beschriebene Methode wurde in einem produktionstechnischen Entwicklungspro-
zess bei der Entwicklung eines Abfiillvorganges umgesetzt. Als Lagrangesche-
Simulationsmethode wurde die SPH-Methode auf Grund ihrer breiten Verfiigbarkeit
sowie hohen Parallelisierbarkeit [NK12] gewihlt. Zur Erstellung der geometrischen
Konzepte wurde SolidWorks genutzt. Bild 5 zeigt einen beispielhaften Ablauf des Kon-
zeptionsprozesses beim Entwurf eines Sammelbeckens. In Schritt 1 wurde eine Quelle
fiir das Simulationsprogramm gewdhlt. Als Basis fiir das Sammelbecken wurde ein
Wiirfel konstruiert (2). Dieser wird durch den Prozessschritt der Simulationsvorberei-
tung aufbereitet und direkt in die Simulation eingefiigt (3). Ein Neustart ist nicht not-
wendig. In Schritt 4 und 6 erfolgen weitere Konstruktionsschritte. Die Anderung wer-
den individuell sofort in die Simulation importiert, worauthin sich das Verhalten des
Fluid an die neuen Geometrien online anpasst (5,7).
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Bild 5: Umsetzungsbeispiel fiir die Online-Simulation in der Konzeptionsphase

6.1

Nutzen der Online-Simulation

Die dargestellte Methode bietet vor allem folgende Vorteile gegeniiber dem bisherigen
iterativen Ablauf:

Ein Simulationsdurchlauf muss nicht gianzlich berechnet werden: Durch die
direkte Online-Darstellung der Simulationsergebnisse wéhrend des Simulations-
laufes konnen auch nach einem Bruchteil der Simulationsdauer erste Erkenntnis-
se gewonnen werden. Bisherige Werkzeuge beschrinken die Ergebnisdarstel-
lung meist auf das Ende der Simulationsdurchfiihrung.

Die Dauer eines Konzeptionszyklus reduziert sich: Dieser Vorteil resultiert
direkt aus der Eigenschaft, dass wéhrend des Simulationslaufes Erkenntnisse
gewonnen werden konnen. Wird ein fehlerhaftes Verhalten festgestellt, so muss
nicht auf weitere Simulationsresultate gewartet werden, stattdessen kann sofort
das Grundmodell nach den Erkenntnissen angepasst werden.
Konzeptinderungen haben sofortige und direkte Auswirkung auf die Simu-
lation: Die Simulation lduft parallel zum Konzeptionsprogramm. Anderungen
an der Geometrie konnen direkt in die laufende Simulation gegeben werden.
Somit ist im Gegensatz zur bisherigen Methode ein Neustart der Simulation nur
eine Option. Dariiber hinaus konnen kleine Anpassungen auf einfache Weise va-
lidiert werden.
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7 Restimee und Ausblick

Es wurde eine Methode beschrieben, mit deren Hilfe eine echtzeitfdhige Simulation von
Fluiden moglich ist. Dariiber hinaus konnen die Simulationsmodelle permanent gedn-
dert, wodurch eine sofortige Auswertung von Konzepten ermdglicht wird.

Bisher stellen sowohl die Latenz der Modellaufbereitung als auch die Berechnungsge-
schwindigkeit stellt fiir die Methode einen kritischen, beschrankenden Faktor dar. Aus
diesem Grund werden weitere Moglichkeiten zu einer strukturierteren Modellaufberei-
tung erforscht. Den Engpass der Berechnungsgeschwindigkeit wird durch stetig bessere
Computerhardware reduziert, jedoch werden Performanceverbesserungen durch eine
simulationsmethodenspezifische Modellaufbereitung untersucht.
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Zusammenfassung

In diesem Beitrag wird ein Ansatz fiir die modellbasierte Analyse und Simulation in-
dustrieller GroBwiéscherein prasentiert. Der Fokus liegt hierbei auf bestehenden Anla-
gen. Daher wird zundchst auf die effektive Aufnahme solcher Systeme eingegangen.
Hierzu werden Methoden des Model-Based Systems Engineerings angewandt. Da be-
stehende Ansitze nicht den spezifischen Anspriichen der hier vorliegenden Prozesssys-
teme geniigen, wurde ein vierschrittiges Konzept entwickelt. Mit den hierin erarbeiteten
Partialmodellen lédsst sich das betrachtete Prozesssystem ganzheitlich beschreiben; es
stellt auBBerdem die Basis fiir die Ableitung von Simulationsmodellen dar.

Zur Simulation und Analyse wird eine Modellbibliothek vorgestellt, aus deren Kompo-
nenten beliebige industrielle GroBwéschereien im Hinblick auf die interne Wéschelogis-
tik abgebildet und simulationsbasiert analysiert werden konnen. Anhand eines (validier-
ten) Simulationsmodells ldsst sich damit eine Wascherei bzgl. der Auslastung ihrer ein-
zelnen Verarbeitungsmaschinen, ihrer Speichereinrichtungen und bzgl. der Durchlauf-
zeiten von Wischeposten analysieren und bewerten. Mit diesem Modell ist die Grund-
lage zur mathematischen Optimierung industrieller Wéscherein bereitet.

Schliisselworte

Industrie 4.0, Systems Engineering, Produktionssystem, Industrielle Wéscherei, MBSE



Seite 320 Albers, Bremer, Bruns, Dumitrescu, Kriiger

Model based analysis and simulation of industrial laundries

Abstract

In this paper, the model-based analysis and simulation of large industrial laundries is
presented. The focus is on existing plants. It first discusses the effective capture of these
systems. For this purpose, methods of model-based systems engineering are applied.
Since existing approaches do not meet the specific needs of the present process systems,
a four-step approach was developed. With the developed four-step approach and the
partial models, the process system can be described holistically; it also provides the ba-
sis for the development of simulation models.

A model library for simulation and analysis is presented. With the components of the li-
brary arbitrary industrial laundries can be represented concerning to their internal logis-
tics by a simulation model. Such a (validated) model makes it possible to analyze and
evaluate a laundry with regard to the utilization of its processing machines, its storage
facilities and the processing times of the laundry batches. Last but not least the model is
the prerequisite for the mathematical optimization of industrial laundries.

Keywords

Industry 4.0, Systems Engineering, Production System, Industrial Laundry, MBSE
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