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Kapitel 1
Einleitung

Die genaue Lokalisierung von sich bewegenden Objekten ist bereits seit vielen Jahren fiir Wissen-
schaft und Industrie ein bedeutsames Forschungsthema. Eine Reihe theoretischer und technischer
Innovationen ging daraus hervor. Im Zusammenhang mit Lokalisierung ist heutzutage jedoch nicht
nur die reine Ortsbestimmung von Personen, Fahrzeugen, Schiffen oder anderen Objekten gemeint.
Vielmehr gehen die Begriffe Lokalisierung/Ortung und Navigation einher. Unter Navigation wer-
den im Wesentlichen drei Teilbereiche zusammengefasst [TW04]. Neben der Bestimmung einer geo-
grafischen Position durch Ortsbestimmung nach unterschiedlichen Verfahren spielt die Berechnung
des optimalen Weges zu einem Ziel und das Fiihren z. B. eines Fahrzeuges zu genau diesem Ziel
eine wichtige Rolle. Um die damit verbundenen Probleme bewiltigen zu kdnnen, werden in un-
terschiedlichen Bereichen wie der Seeschifffahrt oder der Luftfahrt und nicht zuletzt im Bereich

der|[Kraftfahrzeug (KFZ)f Technik unterschiedliche Messeinrichtungen und Hilfsmittel verwendet, die

sich im Laufe der Jahre immer weiterentwickelt haben.

Ein moglichst einwandfrei funktionierendes Navigationssystem ist im [KEZ}-Bereich schon seit
langem nicht mehr wegzudenken, und im Laufe der Zeit haben sich die Anforderungen an diese Sys-
teme immer weiter erhdht. Somit scheint die Forderung nach einem wenig fehleranfilligen System,

das auch bei einem beeintrdchtigten (Global Positioning System (GPS)[Empfang noch zuverlissige

Positionsangaben liefert, duflerst naheliegend. Zudem werden Navigationssysteme mehr und mehr
mit anderen Systemen kombiniert, was vor allem bei zukiinftigen Verkehrsleitsystemen in Kombina-
tion mit einer [Car-2-Car (C2C)Kommunikationsinfrastruktur prognostiziert wird [Cvil.

In dieser Arbeit werden zwei Ansitze aufgegriffen, um die Navigationslosung eines Ortungs-

bzw. Navigationssystems von beispielsweise Fahrzeugen langfristig zu stabilisieren: die Stiitzung
des Systems mit Hilfe von verbesserten Hoheninformationen sowie die Schidtzung von Rauschpara-
metern inertialer Sensorsignale. Das als Ausgangsbasis verwendete Navigationsfilter ist bereits seit
mehreren Jahren etabliert und wird in der Praxis aufgrund seiner Robustheit gegeniiber nicht vor-
hersagbarer Messungenauigkeiten eingesetzt [WenQ7]). Dieses basiert auf dem Ansatz, nicht eine ab-
solute NavigationsgroBe zu filtern, sondern deren Fehler, wobei hauptsichlich ein [GPSFEmpfinger
zur Stiitzung verwendet wird. Die eigentliche Navigationslosung wird auBerhalb des Filters auf Ba-
sis inertialer Sensordaten berechnet, die in erster Linie von Drehraten- und Beschleunigungssensoren
geliefert werden.

Ein Schwachpunkt bei der Stiitzung eines Navigationsfilters durch bereits vorgefilterte [GPSFDaten
ist die Hohenkoordinate, die einen hohen Messfehler aufweist [[AP99]]. In dieser Arbeit soll dieser
Fehler mit Hilfe eines Ansatzes auf Basis von Temperatur- und Luftdruckmessungen sowie karto-
grafischer Informationen vermindert werden. Des Weiteren wird hier ein Verfahren hergeleitet, das

eine sequenzielle Schitzung der Rauschparameter von Signalen einer inertialen Messeinheit (IME )

ermdglicht. Den Ausgangspunkt hierfiir bildet der auf dem Gebiet der Parameterschiitzung etablier-

1



2 Kapitel 1. Einleitung

te iterative [Expectation-Maximization (EM ) Algorithmus. Er geht urspriinglich von Beobachtungen
aus, die in Blocken vorhanden sind [Moo96]], [LK99]|. Hier wird er jedoch so abgewandelt, dass eine
sequenzielle, abtastwertweise Verarbeitung ermoglicht wird.

In wird anhand etablierter und aktueller Arbeiten der Stand der Forschung und
der Stand aktueller Techniken dargestellt, um ein Fahrzeug zu orten und an einen bestimmten Zielort

navigieren zu kénnen. Dabei wird ein kurzer allgemeiner Einblick in die Fahrzeugnavigation gegeben.
Im Anschluss werden die drei Hauptkomponenten, die in diesem Bereich momentan die grofite Rolle
spielen, detailliert betrachtet: satellitenbasierte Systeme, kartenbasierte Systeme sowie Sensorsyste-
me. Es wird dabei u. a. ein Schwerpunkt auf die inertialen Sensoren und ihre Fehler gelegt. Aulerdem
werden Verfahren vorgestellt, die dazu dienen, die Daten verschiedener Informationsquellen zu fusio-
nieren. In Bezug auf den Schwerpunkt dieser Arbeit wird dariiber hinaus ein Uberblick iiber aktuelle
Algorithmen gegeben, mit deren Hilfe unbekannte Parameter, welche die Navigationslosung beein-
trichtigen, geschitzt und kompensiert werden konnen. Dies schlieft vor allem Verfahren ein, die eine
Nachfiihrung von zeitverdanderlichen Varianzen ermdglichen.

Auf dieser Basis werden in[Kap]Bldie wissenschaftlichen Ziele dieser Arbeit im Detail dargelegt.
Im Anschluss daran werden in [Kap]@l die benotigten Grundlagen erldutert, die im Zusammenhang
mit der inertialen Navigation und fiir die weiteren Ausfithrungen eine Rolle spielen. Gegenstand von
ist dann die Vorstellung des eingesetzten Navigationsfilters mit den dazugehorigen Kompo-
nenten. Im Mittelpunkt von steht das barometrische Teilsystem, das fiir die Stiitzung des
Navigationsfilters mit Hilfe einer Hoheninformation entwickelt wurde. Diese wird mit Hilfe der ba-
rometrischen Hohenformel gewonnen. Das vorgestellte Filter dient dazu, die Fehler, die sich aus der
barometrischen Messung ergeben, schitzen und nachfolgend kompensieren zu kénnen. In[Kap J7l wird
schlieBlich das sequenzielle Parameterschétzverfahren préisentiert, das aus dem [EM}Algorithmus her-

geleitet wird und eine Schitzung der Systemrauschvarianzen im Rahmen eines |Fehlerfilters (FF)|er-
moglicht. Im Mittelpunkt steht dabei die Verwendung des NEWTON-Verfahrens. Des Weiteren werden
einige Besonderheiten erortert, die sich durch den Einsatz eines|linearisierten KALMAN-Filters (LKF)|

in Kombination mit dem Parameterschitzverfahren ergeben. Neben dem modifizierten [EMIAlgorith-

mus werden zwei weitere Schitzverfahren vorgestellt, wobei das so genannte [Kovarianzmanagement]

[RM)]auf einer empirischen Mittelwert- und Varianzberechnung beruht und das[Messwertdifferenzen-
[Verfahren (MD)) zeitliche Korrelationen auf Basis der Differenz aufeinanderfolgender Messungen re-
kursiv berechnet. Im nachfolgenden Kapitel werden dann einige Voruntersuchungen zu der verwende-

ten [MEl hinsichtlich ihrer charakteristischen Parameter priasentiert. Die Ergebnisse der Untersuchun-
gen zum barometrischen Hohenfilter als Bestandteil des gesamten Navigationssystems sowie zum

[sequenziellen Expectation-Maximization-Algorithmus (SEM)|im Vergleich zu den anderen Anséitzen
werden in aufgefiihrt. Den Abschluss dieser Arbeit bildet eine Zusammenfassung, in der auch
ein Resiimee gezogen sowie ein Ausblick auf weiterfithrende Arbeiten gegeben wird.




Kapitel 2
Stand der Forschung und Technik

In der Schifffahrt wurde, wie in beschrieben, bereits zu Zeiten von KOLUMBUS auf Basis ei-
ner Richtungs- und Geschwindigkeitsbestimmung anhand von Sternen als Fixpunkte navigiert. Auch
Seekarten und Seehandbiicher wurden verwendet. Bis zum 8. Jahrhundert wurde nur mit einem Lot
und einer einfachen Koppelnavigation der Weg in der Seefahrt bestimmt. Dieses geschah aber immer
in Sichtweite zur Kiiste, da die Koppelnavigation allein, d. h. die Bestimmung eines Wegpunktes an-
hand einer Richtung und des zuriickgelegten Weges, nicht ausreichte. Im 12. Jahrhundert wurde in
Europa zum ersten Mal auch der Kompass verwendet, der die magnetische Eigenschaft einer kleinen
Magnetit-Nadel ausnutzt, weil diese in Richtung eines magnetischen Pols zeigen kann [[Fri06]. Ef-
fekte wie Deklination, die den Unterschied zwischen geografischem Pol und dem magnetischen Pol
beschreibt, Deviation, welche die Missweisungen eines Kompasses aufgrund von sich in der Nihe
befindender magnetischer Felder beschreibt, Inklination oder Kompassdrehfehler wurden dabei erst
einige Jahre spiter erkannt. Die geografische Breite konnte, wenn auch relativ ungenau, zum ersten
Mal im 14. Jahrhundert mit einem so genannten Jakobsstab bestimmt werden. Der ca. 200 Jahre spi-
ter entwickelte Quadrant bot mit einer Genauigkeit von bis zu 1° etwas mehr Zuverlidssigkeit, denn
es konnten damit Himmelskorper angepeilt werden. Mit Hilfe eines Fadens, an dem ein Gewicht be-
festigt war, das von der Erdanziehungskraft nach unten gezogen wurde, konnte durch Anpeilen der
Sonne der Winkel zwischen Sonne und einem anderen Himmelskorper oder dem Horizont ermittelt
werden. Hohere Genauigkeiten erreichte man spéter mit einem Sextanten. Dieser war bis auf 0,1° ge-
nau. Das Chronometer machte es dann viele Jahre spiter moglich, auch den Langengrad zu messen.
Die mechanischen Gesetze von Sir ISAAC NEWTON waren der Grundstein fiir die inertiale Navigati-
on, wie wir sie heute kennen. Allerdings wurden erst 200 Jahre spiter die ersten inertialen Sensoren
entwickelt. Weitere bahnbrechende Navigationsmethoden entwickelten sich im Laufe des letzten Jahr-
hunderts. Dazu zihlt vor allem die Satellitennavigation zu Beginn der 60er Jahre [FB99]. Das so ge-
nannte [[RANSIT-Navy Navigation Satellite System (TRANSIT-NNSS)| der [United States (US)FMarine
war der Vorreiter zu den heute bekannten satellitenbasierten Systemen wie beispielsweise dem [GPS]

Auch die terrestrische Seenavigation entwickelte sich erst spéter. Bei dieser Navigationsart werden
neben terrestrischen Standlinien (fest definierte Linien, auf denen sich ein Schiff zum Zeitpunkt ei-
ner Beobachtung befindet) so genannte Funkbaken eingesetzt, die zur Navigation von Schiffen in
Kiistennihe dienen sollen.

Im Rahmen der vorliegenden Arbeit spielen jedoch zwei weitere Navigationsarten eine Rolle: die
Inertialnavigation und die integrierte Navigation. Bei der Inertial- oder auch Trigheitsnavigation wer-
den Kreisel und Beschleunigungsmesser als Basisinstrumente verwendet. Durch ein- bzw. zweifache
Integration iiber die Zeit erhélt man die Geschwindigkeit und die dadurch resultierende Positionsén-
derung. Die integrierte Navigation stellt keine neue Navigationsart dar. Vielmehr werden hierbei die
Vorteile der Trédgheitsnavigation und der Satellitennavigation in einem Verfahren kombiniert, so dass
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4 Kapitel 2. Stand der Forschung und Technik

einerseits eine zuverldssigere Aussage iiber eine Position getroffen werden kann, andererseits aber
auch ein QualitdtsmaB fiir die Schitzung vorliegt (Integritit). Nachteilig bei der reinen Inertialnavi-
gation sind Abweichungen, die sich sogar quadratisch mit der Zeit kumulieren konnen. Daher wird
eine Stiitzung durch ein anderes Verfahren bevorzugt, um diesen Abweichungen entgegenzuwirken.
Haufig ist die Satellitennavigation dafiir geeignet. Im Folgenden werden aufgrund des beschriebenen
Zusammenhangs die Begriffe ,,inertiale Navigation® und ,,integrierte Navigation* gleichbedeutend
verwendet und eine detailliertere Ubersicht iiber den Stand der Forschung und Entwicklung dieses
Themenbereichs gegeben.

2.1 Navigation und Ortung von Fahrzeugen

Die heutzutage géingigste Art, ein Fahrzeug von einem Ziel zum anderen ohne Kenntnis einer spezi-
ellen Wegstrecke zu navigieren, geschieht mit Hilfe eines Navigationscomputers, der entweder in ein
Fahrzeug integriert ist oder nachgeriistet werden kann. Letztere kdnnen allerdings anfillig sein, wenn
sie ausschlieBlich satellitenbasierte Daten wie die eines[GPSIFEmpfingers verwenden, denn diese sind
u. U. aufgrund von z. B. Abschattungseffekten nicht immer verfiigbar. In Europa wurden in den letz-
ten Jahren mehrere Millionen dieser relativ kostengiinstigen Gerite vertrieben und dabei technisch
immer weiter verbessert. Es wurden beispielsweise der Detailgrad der mitgelieferten Stra3enkarten

weiter erhoht und immer mehr Interessenspunkte (engl. [Points Of Interest (POI)) hinzugefiigt. Diese

umfassen u. a. Positionsinformationen von z. B. Tankstellen, Hotels oder auch fest installierten Ra-
darfallen. Mit Hilfe der Karten soll der Fahrer eines Fahrzeugs in der Lage sein, seine Position und
die Umgebung laufend zu verfolgen. In einer Reihe von Fahrzeugen, z. B. Taxis oder Polizeiwagen,
sind solche Systeme seit Jahren unersetzlich.

Ein Fahrer soll auerdem in naher Zukunft mit modernen Verkehrsiiberwachungssystemen bei
der Navigation unterstiitzt werden. Dies schlieBt z. B. die Fahrzeug-zu-Fahrzeug (engl. |Car-2-Can
(C2C)) oder Fahrzeug-zu-Infrastruktur (engl. [Car-2-Infrastructure (C21))-Kommunikation mit ein

[Car]. Hierbei sollen neben anderen Fahrzeugen auch Kommunikationsbaken oder Verkehrsschil-
der mit dem Fahrzeug Informationen austauschen. Auf diese Weise sollen ein besserer Verkehrs-
fluss erreicht und Unfille vermieden werden. Projekte, welche die [C2CHdee verfolgen, sind u. a.
|PReVENTive and Active Safety Applications (PReVENT )| und Smart Vehicles on Smart Roadsl
(SAFESPOT), wobei die Entwicklung autonomer Fahrzeuge im Mittelpunkt steht [Saf]. Im
|Cooperative Vehicle-Infrastructure Systems (CVIS)-Projekt werden Moglichkeiten fiir Fahrerassistenz-

systeme (engl. [Advanced Driver Assistance Systems (ADAS))), elektronische Mauterhebung, Flotten-

management und Systeme zur Verkehrsiiberwachung untersucht [Cvi]. Dabei spielt vorrangig die
Zuverlissigkeit der Informationen und der Ubertragung eine Rolle. Dies wird auch in [SBBDOS]
untersucht.

In den Forschungsarbeiten der letzten Jahre wurden im Wesentlichen die in[Abbildung (Abb.)|2.1]
aufgefiihrten Informationsquellen zur Navigation genutzt [SH09]]. Wihrend ein satellitenbasiertes

System (engl. |Global Navigation System (GNS)) direkt die Ortsbestimmung eines Fahrzeugs durch-

fiihren kann, liefern die anderen Informationsquellen i. d. R. lediglich Hilfsdaten fiir den in rot dar-
gestellten Fusionsalgorithmus [JDWO03]]. Die Sensoren zur Bestimmung der Fahrdynamik konnen je-
doch direkt den Zustand eines Fahrzeugs bestimmen (z. B. die Lage in Bezug auf ein vorher definiertes
Koordinatensystem). Zusitzliches Kartenmaterial oder Bewegungsmodelle erlauben es, die durch die
anderen Informationen gewonnenen Schitzungen auf Konsistenz zu iiberpriifen. Bei der Auswertung

von Karteninformationen fiir die Navigation spricht man auch von [Map Matching (MM )| Dies wird
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Informationsquellen

Schnittstelle

Externe
Systeme

Abbildung 2.1: Verfiigbare Informationsquellen und Informationsfluss in einem Fahrzeugnavigati-

onssystem [SHO9|

im Folgenden noch ausfiihrlicher erldutert. Die visuellen Sensoren liefern keine direkten Daten zur
Position oder zum Zustand des eigenen Fahrzeugs, sondern vielmehr Beobachtungen von der Umge-
bung des Fahrzeugs. Sie spielen vorrangig eine Rolle bei Systemen zur Unfallvermeidung [HLO4],
[MTO6]. Moderne [KEZlbieten die Méglichkeit, auf Basis solcher Sensoren eine Abstandsmessung zu
Fahrzeugen in der unmittelbaren Umgebung durchzufiihren und im Falle der Unterschreitung einer
festgelegten Distanz Warnmeldungen an den Fahrzeugfiihrer herauszugeben (Fahrerassistenzsyste-
me). Um eine weitere Verbesserung beim Navigieren zu erreichen, ist es auBerdem denkbar, Infor-
mationen eines Verkehrsleitsystems zu verwenden. Diese konnen direkt mit den Systemen des Fahr-
zeugs verbunden werden, um z. B. dem integrierten Navigationssystem aufgrund von Verkehrsstaus
eine Routendnderung zu empfehlen.

Aus den erwihnten Informationsquellen gilt es, eine geeignete Auswahl oder Kombination zu
finden, die fiir die jeweilige Anwendung hinsichtlich Leistungsfiahigkeit oder auch hinsichtlich Kom-
plexitit und Kosten am besten geeignet ist. Um die Leistungsfihigkeit eines Systems beurteilen zu
konnen, spielen nach [HeiO0] folgende Punkte eine Rolle:

e Verfiigbarkeit/Abdeckung: Mallangabe, wie grofl das Abdeckungsgebiet eines Navigations-
systems ist. Im Fall von[GPSlist es die Verfiigbarkeit aufgrund der moglichen Satellitenkonstel-
lationen unter Beriicksichtigung von Abschattungen etc. Diese liegt momentan bei ca. 98 %,
d.h. 98 % der Orte auf der Erdoberfliche sind zu jedem Zeitpunkt durch so viele Satelliten
abgedeckt, dass eine Ortsbestimmung moglich ist.

e Zuverlassigkeit: MaBangabe, inwiefern man der beobachteten Grof3e, z. B. Pseudorange- oder
Deltarange-Messung, vertrauen kann. Aufgrund statistischer Annahmen bei der Filterung ist
die zu schitzende GrofBe auch nach der Filterung mit einem Restfehler behaftet. Die a posteriori-
Wahrscheinlichkeit ist ein MaB fiir die Zuverladssigkeit einer Beobachtung.

o Ausfallwahrscheinlichkeit: Die Ausfallwahrscheinlichkeit gibt die Wahrscheinlichkeit an, dass
das jeweilige System kontinuierlich Informationen an den Empfianger oder den Fusionsalgorith-
mus liefern kann.

e Genauigkeit: Die Genauigkeit ist ein MaB fiir die Qualitédt der jeweiligen Information, die
geliefert wird. Sie gibt den Abstand zwischen der gelieferten Beobachtung und der eigentlichen,
wahren GrofBe an.
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Wenn Signale von weniger als vier Satelliten empfangen werden, so ist eine Positionsschitzung
lediglich mit Hilfe geeigneter Filteralgorithmen mdglich (z. B. KALMAN-Filterung) [MBHOS3]. Dabei
wird aber lediglich auf Basis eines Bewegungsmodells der Fahrzeugzustand pridiziert. Mit Karten-
daten kann die geschitzte Position zusitzlich auf Rationalitét tiberpriift werden, denn ein Fahrzeug
wird sich i. d. R. nicht 5 m neben einer Fahrspur auf einem Feld befinden. Neben einer unzureichen-
den Anzahl an empfangbaren Satelliten konnen weitere Effekte zu einer schlechten Navigationslo-
sung fithren. Dazu zdhlen die Mehrwegeausbreitung und die Abschattung durch Gebdude und andere
Objekte. Erstere konnen vom Empfianger nicht registriert werden, wodurch die Zuverldssigkeit redu-
ziert wird. Mehrwegeausbreitungseffekte werden in und untersucht. In
wird beispielsweise ein Ansatz vorgestellt, um die Mehrwegeausbreitung mit Hilfe von Partikel-
filtern zu kompensieren. Eine Empfangerstruktur, die diese Effekte konstruktiv ausnutzt, findet man
in [EMRO3].

Aus den genannten Griinden wird z. B. in eine Komplementirfilterung mit verschie-
denen inertialen Sensoren vorgeschlagen. Hier wird eine Filterung der einzelnen Sensorkomponenten
und deren Fehler, aber auch der [GPSIDaten in separaten KALMAN-Filtern durchgefiihrt. Auf diese
Weise entsteht eine mehrstufige Filterstruktur. Die einzelnen Schitzungen werden dabei durch einen
BAYES’schen Kombinierungsalgorithmus unter Beriicksichtigung der individuellen Schitzfehlervari-
anzen zusammengefiihrt. Des Weiteren wird durch Riickkopplung erreicht, dass der geschitzte Sen-
sorfehler (z. B. Bias) direkt von der Sensormessung am Eingang abgezogen wird und sich dadurch
nicht kumuliert. In wird dagegen eine Kombination von odometrischen Daten und Informa-
tionen eines Gyroskops untersucht und in einem realen Fahrzeug getestet. Diese Kombination wird
ebenfalls als Koppelnavigation bezeichnet, weil ausgehend von einer initialen Position diese mit Hil-
fe der Sensordaten aufintegriert wird. Das Ergebnis wird anschlieBend mittels Zustandsmaschinen

einem [Map Matching (MM)}-Verfahren unterzogen. Beim [MM] wird eine aktuelle Positionsschétzung

laufend mit Eintrdgen einer Datenbank verglichen. Diese enthilt Koordinaten von Stralenziigen oder
auch einzelnen Fahrbahnspuren. Aktuelle Navigationssysteme in einem Fahrzeug nutzen nicht nur
Informationen eines Satellitensystems wie[GPS] sondern bilden diese zusitzlich per MMl auf StraBen-
karten ab [[OLS07]], [BLNO7]. In wird das Resultat eines /M| wiederum genutzt, um durch
Riickkopplung die Sensorfehler zu kompensieren und folglich die Schitzgenauigkeit zu erhéhen.

Ein Nachteil, der sich bei der ausschlieBlichen Verwendung eines Empfingers fiir Satellitenna-
vigation ergibt, ist dessen relativ geringe Messwertaktualisierungsrate von 1 /s bis 4 1/s. Durch den
Einsatz inertialer Sensoren kann der Zeitraum zwischen den Aktualisierungszeitpunkten, in dem kei-
ne Satellitendaten verfiigbar sind, iberbriickt werden. Moderne, giinstige Sensoren besitzen Datenra-

ten von bis zu 200 !/s. Eine fiir diese Arbeit verwendete [inertiale Messeinheit (IME)| der Fa. XSens,
Niederlande, arbeitet mit einer maximalen Frequenz von 120 Hz [B.VO9b].

Die Leistungsfihigkeit eines Fahrzeugnavigationssystems ist von vielen Faktoren abhingig. Zum

einen hingt sie im Falle von vom verwendeten Kartenmaterial ab. Zum anderen wird aber in
festgestellt, dass hauptsidchlich der satellitenbasierte Empfanger und die damit zusammen-
hingenden Fehler fiir die Genauigkeit des gesamten Navigationssystems verantwortlich sind. Wenn
ein [GPS}HSignalausfall auftritt, so sind die Fehlercharakteristika (Drift und Bias) der Komponenten
zur Koppelnavigation ausschlaggebend. Wichtig ist auch der Kalibrierungsprozess, der beim Aufbau
der Sensoren durchlaufen wurde.

Im Folgenden werden die fiinf genannten Informationsquellen aus [AbbJ2.1lim Detail betrachtet.
Dieses waren die satellitenbasierten Systeme, Stralenkarten, Fahrzeugsensoren, Bewegungsmodelle
und visuelle Sensoren. Des Weiteren sollen Fusionsverfahren beschrieben werden, um die Daten der
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einzelnen Quellen geeignet zu kombinieren.

2.1.1 Satellitenbasierte Systeme

Wenn man heutzutage von satellitenbasierter Navigation spricht, so denkt im amerikanischen und eu-

ropéischen Raum zunichst jeder an das [GPS+System. Neben dem von den [United Siates of Americd|
(USA)| entwickelten existieren aber auch weitere Systeme, die jedoch vom Aufbau und von der
Funktionsweise her dhnlich sind. Das russische System trigt den Namen |Globalnaja Nawigazionnajal
[Sputnikowaja Sistema (GLONASS)| Ein sich in der Entwicklung befindendes indisches System wird
mit|/ndian Regional Navigation Satellite System (IRNSS)|bezeichnet, wobei ein Hilfssystem mit Na-
men |Global Positioning System Aided Geo Augmented Navigation (GAGAN)| bereits in Betrieb ist.
Das chinesische System heiit COMPASS. Die Basis der satellitenbasierten Ortung ist die Messung
von Signallaufzeiten und die daraus mogliche Schitzung der Distanzen zu den jeweiligen Satelliten.

Durch Triangulation kann schlieBlich die Position des Nutzers gefunden werden. Im Folgenden wird
nur auf das[GPSlund das europiische Galileo-System niher eingegangen.

2.1.1.1 GPS

Das [GPS ist der Nachfolger des ersten satellitenbasierten Navigationssystems
[TRANSIT-NNSS| Es nutzt die zwei Frequenzen 1227,6 MHz und 1575,42 MHz und insgesamt 24 Sa-
telliten [WenQ7]. Des Weiteren ist eine dritte Frequenz in Planung, die bei 1176,45 MHz liegt [TWO04]].
Diese soll dazu beitragen, die Empfangsqualitidt weiter zu verbessern. Mit einer Fertigstellung dieser
Erweiterung ist seit 2010 und mit einem Regelbetrieb ab 2013 zu rechnen. [GPSist so ausgelegt, dass
fiir mittlere Breitengrade eine gute Abdeckung vorhanden ist. Urspriinglich war [GPS] ausschlieBlich
fiir militirische Zwecke gedacht, wurde dann aber auch fiir die zivile Nutzung freigegeben. Hier
iberzeugt es heute im Optimalfall durch Positionsgenauigkeiten von wenigen Metern. Wie auch die
anderen Systeme verwendet kodierte Satellitensignale, mit denen stindig Positionen und die
genaue Uhrzeit ausgestrahlt werden. Theoretisch reichen zur Positionsbestimmung eines Nutzers Si-
gnale von drei Satelliten aus. Die Uhren in einem handelsiiblichen Empfinger sind allerdings nicht
genau genug, um mit nur drei Satelliten eine genaue Laufzeitmessung zu erhalten. Daher sollten min-
destens vier Satelliten in Empfingerreichweite sein, so dass auch die genaue Uhrzeit im Empfianger
bestimmt werden kann. Die Lebensdauer eines [GPS}Satelliten liegt mit ca. 7,5 Jahren deutlich iiber
der eines [GLONASS}Satelliten mit ca. drei Jahren. Damit sich Ausfille nicht negativ auf die System-
leistung auswirken, sind mehr als die genannten 24, insgesamt ca. 30 Satelliten vorhanden, wobei
einige als Ersatz dienen. Weitere Details zum [GPS]sind in oder zu finden.

2.1.1.2 Galileo

Einen groflen Mehrnutzen verspricht man sich in den nidchsten Jahren von dem von der

|[European Space Agency (ESA)| entwickelten Galileo-System, das noch in der Aufbauphase ist
[ESA07]]. Momentan befinden sich drei Satelliten im Orbit. Bis zum Jahre 2013 soll jedoch die vol-
le Funktionalitidt gewihrleistet sein und es sollen insgesamt 30 Satelliten fiir Galileo zur Verfiigung

stehen. Galileo soll von Beginn an in erster Linie zivilen Bediirfnissen geniigen. Die Ahnlichkeit
von [GPS]und Galileo fiihrt so weit, dass eine Kompatibilitit der Empfingerstrukturen beider Syste-
me moglich sein wird. Die [GPSFEmpfinger der Fa. Navilock mit u-blox-Komponenten lassen
sich beispielsweise durch eine Software-Aktualisierung direkt als Galileo-Empfinger nutzen. Man
verspricht sich bei Galileo vor allem eine Zunahme an Genauigkeit, Zuverldssigkeit und Integritét
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gegeniiber Fiir Galileo sind vier Trédgerfrequenzen vorgesehen: 1176,45 MHz, 1207,14 MHz,
1278,75 MHz und 1575,42 MHz.

2.1.1.3 Stiitzung fiir satellitenbasierte Navigationssysteme

Neben den Hauptsystemen zur Satellitennavigation werden auch eine Reihe von so genannten Hilfs-
systemen (engl.[Satellite Based Augmentation System (SBAS)) eingesetzt. Wie in und
dargelegt, sind diese in erster Linie zur Reduzierung der systembedingten und nicht systembeding-
ten Fehler vorgesehen, wie sie in [Kap]@.4l im Rahmen von [GPS noch niher beschrieben werden.
Dazu zihlen z. B. Fehler, die durch die verschiedenen atmosphérischen Schichten bedingt sind. Die

Basis solcher Systeme sind Referenzstationen auf der Erde, deren Position anndhernd perfekt be-
kannt ist. Durch Vergleich der idealen mit der gemessenen Position kann die wirkliche Laufzeit des
Satellitensignals an der Referenzstation bestimmt werden. Damit steht auch eine Information iiber
den daraus resultierenden Positionsfehler bzw. die Zuverlidssigkeit der Messung fiir mobile Emp-
fanger in der Umgebung der Referenzstation zur Verfiigung. Die Referenzstationen senden ihre Da-
ten in erster Linie an eine Basisstation, welche sie aufbereitet und weitersendet. Die Basisstation
kann zusitzlich Fehler berechnen, die aus Fehlern der einzelnen Satellitenuhren oder aus den va-
riierenden Satellitenbahnen (Ephemeridendaten) resultieren. Es existieren verschiedene Verfahren,
um dem Anwender die Korrektursignale zur Verfiigung zu stellen. Die gdngigen Empfianger konnen
Korrektursignale (Pseudorange oder Phasenlagenkorrektur) von speziell zur Korrektur vorgesehe-
nen geostationdren Satelliten auf der L,-Frequenz 1575,42 MHz empfangen. In Europa wird dieses

System als|European Geostationary Navigation Overlay Service (EGNOS)|bezeichnet. Das amerika-
nische Vergleichssystem ist das |Wide Area Augmentation System (WAAS)L Aber auch andere Lander
wie Japan haben sich dazu entschlossen, ein Hilfssystem in Betrieb zu nehmen [[Dix03]]. Das japani-
scheMultifunctional Satellite Augmentation System (MSAS)|ist seit 2007 aktiv. Einige dieser Systeme
sind in der Lage, nicht nur [GPS sondern auch andere Hauptsysteme wie oder Galileo zu
stiitzen und damit die Positionsschitzgenauigkeit zu erhohen. Des Weiteren ist ein Informationsaus-
tausch moglich.

Neben der Unterstiitzung per Satellit existiert auch die Mdoglichkeit, tiber Internet, iber Telefon
oder iiber Funk Korrektursignale von Referenzstationen zu erhalten. In Deutschland werden solche

bodengestiitzten Ergédnzungssysteme (engl.|Ground Based Augmentation System (GBAS)), bestehend

aus einer Telefonverbindung und einem hochgenauen Empfinger, z. B. in der Landesvermessung ein-
gesetzt. Ein Sender, iiber dessen Mittelwellenfrequenz die Korrekturdaten alle 3 s gesendet werden, ist
der Deutschlandfunk. Einige Empfinger sind allerdings auch in der Lage, die Signale der Bodensta-
tionen zu empfangen. In Untersuchungen wie konnte gezeigt werden, dass bei Verwendung
von oder [WAAS] eine Positionsgenauigkeit von annihernd 1m in der horizontalen Ebene
und bis zu 2m in vertikaler Richtung moglich ist. Diese kann noch weiter erhoht werden, indem
Zweifrequenz-Empfinger eingesetzt werden, welche allerdings relativ kostenaufwéndig und damit
fiir kommerzielle Anwendungen weniger geeignet sind. Beispielsweise wird in untersucht,
welche Genauigkeit mit diesen erreicht werden kann. Ist eine Echtzeitverarbeitung nicht notwendig,
so kann auch auf Nachverarbeitungsverfahren zuriickgegriffen werden. Auch dies wird in der Lan-
desvermessung heutzutage noch praktiziert. Trotz dieser Stiitzsysteme bleiben allerdings noch Fehle-
reinfliisse bestehen. Dazu zihlen z. B. die variierende Anzahl sichtbarer Satelliten durch ungiinstige
Satellitenkonstellationen und die Mehrwegeausbreitung. Weitere Effekte werden im Anhang niher
erldutert.

Neben den Fehlern, die durch Hilfssysteme kompensierbar sind, existieren auch Fehler, die nicht
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eliminiert werden konnen, weil sie z. B. durch das Empfingerdesign, die Empfiangerumgebung, Pro-
bleme mit der verwendeten Software etc. zustande kommen. Einige dieser Fehlerquellen werden in
naher erldutert. [Receiver Autonomous Integrity Monitoring (RAIM)|ist eine Moglichkeit, die
Integritit eines [GPSFEmpfingers zu iiberpriifen. Sie wird in vorgestellt. dient dabei
nicht nur der Fehlerentdeckung, sondern auch der Fehlerkompensation. Allerdings miissten hierfiir

mindestens sechs Satelliten beobachtbar sein. Fiir die Navigationslosung konnte eine Fehlerentde-
ckung bedeuten, dass eine bestimmte Informationsquelle fiir diesen Fehler ggf. verantwortlich ist und
deshalb nicht mehr fiir die momentane Losung beriicksichtigt werden sollte. Daraus wiirde eine Feh-
lerunterdriickung resultieren. Die notwendigen redundanten Daten konnen in Form eines oder
auch in Form von weiteren Sensoren einflieBen. Im Falle eines fehlerhaften Satellitensignals konnte
z. B. die daraus resultierende fehlerhafte absolute Position durch eine Koppelnavigation ersetzt wer-
den, wobei auf die letzte giiltige, fehlerfreie absolute Position lediglich Distanzen addiert werden, um
eine neue Positionsschitzung zu erhalten. Diese Distanzen konnten mit Hilfe von Geschwindigkeits-
sensoren erfasst werden. Wie in beschrieben, sollte man allerdings bedenken, dass ebenso
ein[SBAS] fehleranfillig sein kann, beispielsweise verursacht durch Interferenzen.

2.1.2 Kartenbasierte Navigation

Eine einfache Moglichkeit, dem Fahrer oder Anwender eine Positionsschitzung zur Verfiigung zu
stellen, ist die Anzeige von Lingen-, Breitengrad und Hohe als Koordinaten auf einem Display. Dies
ist fiir einen Autofahrer jedoch wenig hilfreich, da sich die Daten schlecht interpretieren lassen. Daher
wird bei heutigen Navigationsgeriten Kartenmaterial mitgeliefert, so dass sich der Fahrer auf seiner
aktuellen Route besser zurechtfinden und auf zukiinftige Fahrmanéver rechtzeitig einstellen kann.
Das vorausschauende Fahren wird besser unterstiitzt, indem die aktuelle Position auf dem jeweils
aktuellen Kartenausschnitt abgebildet wird. Man spricht in diesem Zusammenhang von dem bereits
erwihnten [MM] wobei in eine Auflistung der giingigen Methoden zu finden ist. Weiterhin
ermoglicht eine digitale Karte, zusitzliche Informationen in die Navigationslosung mit einflieen
zu lassen. Es scheint z. B. unrealistisch, dass sich ein Fahrzeug parallel zur Fahrbahn auf einem Feld
bewegt oder dass sich auf einer Autobahn die Richtung schlagartig @ndert. In und
werden weitere Moglichkeiten vorgestellt, um solche Nebenbedingungen in der Navigationsldsung
zu beriicksichtigen. Untersuchungen zur Leistungsfihigkeit aktueller Ml Methoden werden auch in
présentiert.

Die ersten digitalen Karten, die allerdings fiir die Fahrzeugnavigation ungeeignet sind, waren die
typischen Rasterkarten, die nur eine elektronische Abbildung von gedruckten Karten sind. Bei den
heutzutage verwendeten digitalen Raster- oder Vektorkarten sollte allerdings beriicksichtigt werden,
dass es sich nicht um Abbilder von kartografischen Karten handelt. Vielmehr sind es Datenbanken,
bestehend aus Stralenkoordinaten und ausgewéhlten Zusatzinformationen, die fiir einen Fahrzeug-
fiihrer interessant sind. Dies konnen StraBennamen, Postleitzahlen, vorgeschriebene Geschwindigkeit
oder StraBenart (Autobahn, LandstraBe, etc.) sein [Tom07]. Es konnen aber auch sekundire Details
als |Points Of Interest (POI)|in der Datenbank abgespeichert sein. Diese konnen z. B. fest installier-
te Radarfallen, Tankstellen oder Restaurants umfassen. Aber auch diese sind lediglich mittels
Koordinaten in der Datenbank hinterlegt. Details tiber den Aufbau digitaler Karten zur Navigation
sind in oder auch in zusammengefasst. In den meisten Fillen sind die Positionen als
planare GroBen in einer Karte hinterlegt. Die Hoheninformation wird zwar angezeigt, dabei handelt

es sich jedoch meist um die mittels [GPSIGeriit erfasste Hohe. Die Kurven werden durch eine end-
liche Anzahl stiickweise linearer Bogenelemente reprisentiert. Bei den Konturknoten laufen dabei
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mehrere Bogen und/oder gerade Strecken zusammen (Kreuzungen), wihrend die stiickweise geraden
Elemente durch Konturpunkte verbunden sind.

Um eine digitale Karte zu erstellen, miissen verschiedene KenngrofBen festgelegt werden. Dazu
zahlen der Malstab, die benotigte Auflosung, d.h. die Genauigkeit, mit der auch das erfol-
gen sollte, und die Aktualitit der Karte. Es ist zu bedenken, dass sich jedes Jahr 10 % bis 15 % des
deutschen StraBennetzes dndern [TomO7]. AuBerdem verbleiben durch die Digitalisierung Restfehler,
die z.B. durch die Topologie hervorgerufen werden [QONO7]. Hinzu kommen geometrische Fehler
aufgrund falscher Annahmen bei den Straenabmessungen (Abstinde, Kurvenform, etc.), die zu-
sammengenommen auch zu einem fehlerhaften fiihren konnen. Daher ist es sinnvoll, auch eine
Information iiber die Zuverlissigkeit von Kartendaten in das Ml mit einflieBen zu lassen und laufend
das Ergebnis zu kontrollieren. In und werden Untersuchungen durchgefiihrt, bei
denen die Integritit des[MM]basierend auf den Fehlern der Fahrzeugsensoren oder des[GPSanalysiert
wird.

Die bisherigen Betrachtungen gingen davon aus, dass die Kartendaten die Schitzungen auf Ba-
sis der Fahrzeugsensoren oder des satellitenbasierten Systems verbessern. In und
wird gezeigt, wie die Karteninformationen wiederum genutzt werden kdnnen, um die Fehler der ver-
wendeten Sensoren zu kompensieren bzw. zu filtern. Die Karte dient dabei als weitere Beobachtung
im Rahmen einer Datenfusion.

Sobald eine Positionsschitzung auf Basis von Sensor- oder Satellitendaten vorliegt, wird das an-
schlieBende in drei Schritten durchgefiihrt: Zunichst sollte ein Kartenbereich ausgewihlt wer-
den, in dem die geschitzte Position mit hoher Wahrscheinlichkeit (auf Basis vorheriger Schiatzungen)
liegt. Dazu zihlt auch eine Auswahl passender Konturelemente (Knoten und Zwischenpunkte). An-
schliefend wird die bedingte Wahrscheinlichkeit (Likelihood) einer korrekten Positionsschitzung auf
Basis der in Frage kommenden Datenbankeintrige berechnet, wobei auch die letzten Positionen und
die StraBengeometrie beriicksichtigt werden [TomO7]. Der jeweilige Pfad kann einschlieBlich der vor-
herigen Wegelemente mit den entsprechenden Kandidaten in der Karte korreliert werden. Der letzte
Schritt ist schlieBlich die Auswahl des Pfades mit der groB3ten Likelihood.

Es werden auch topologische und geometrische Informationen beriicksichtigt. Geometrische In-
formationen umfassen dabei u.a. die Differenzen von Richtungsdaten zwischen bestimmten Stra-
Bensegmenten und denen, die sich aus der Navigationslosung ergeben, oder einfach dem Abstand
zwischen einer geschiitzten Position und einer in Frage kommenden Strafle in nédchster Néhe. In
wird mittels visueller Sensoren, einer digitalen Karte und unter Zuhilfenahme verschie-
dener Kurvenmodelle (parabolisches, clothoides und polynomiales Kurvenmodell) eine Schitzung
gerader Strecken und Kurven bis zu 40 m vor einem Fahrzeug vorgenommen. Es wird gezeigt, dass
man durch die Separierung einer Kurve mit Hilfe verschiedener Modelle bessere Ergebnisse in der
Abschitzung der Kurvenabmessungen erzielt. Dies fiithrt wiederum zu einer verbesserten Positions-
abschitzung im Vergleich zur Verwendung von konstanten Kurvenmodellen.

Ein topologisches Uberpriifungskriterium hingegen ist die Wahrscheinlichkeit fiir das Auftreten
bestimmter aufeinanderfolgender StraBensegmente. Moglichkeiten, die genannten Kriterien mitein-
ander zu kombinieren, werden in und in [OSWT03]] vorgestellt. Inwieweit Zustandsmaschi-
nen dafiir eingesetzt werden konnen, wird z. B. in erldutert. Der beschriebene Algorithmus
setzt dabei zwei Zustandsautomaten ein. Der erste wird fiir Sensordaten des Fahrzeugs eingesetzt und
besteht aus vier Zustidnden, die eine geradlinige Bewegung, Anfang, Durchlaufen oder Ende einer
Abbiegephase beschreiben. Die Zustandsiibergiinge sind dabei von gemessenen Winkelinkrementen
At und Streckeninkrementen Al abhidngig. Der zweite Zustandsautomat ist Zhnlich wie der erste
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aufgebaut, besteht aber aus nur drei Zustinden, da der Beginn einer Kurve durch die Karte selbst
definiert ist. Die Zustandsiibergéinge entsprechen denen des ersten Automaten, die Ausginge beste-
hen aus den summierten Winkelinkrementen » | A bzw. Wegstrecken Y Al. Diese werden auch als
~Merkmale* (engl. Features) oder Eigenschaften bezeichnet. Mit Hilfe der Merkmale aus dem Auto-

maten zur Koppelnavigation (engl.|Dead Reckoning (DR))) und derjenigen, die sich aus der Karte fiir

alle moglichen Folgetrajektorien ergeben, wird schlieBlich die Likelihood an signifikanten Wegstel-
len (z. B. Kreuzungen) berechnet. Durch Feldtests zeigen die Autoren, dass sich auf diese Weise eine
genaue Wegstreckenfithrung und Positionierung durchfiihren lasst.

2.1.3 Sensoren fiir die Fahrzeugnavigation

Neben den bisher angesprochenen Moglichkeiten zur Ortung existieren eine Reihe verschiedener Sen-
soren, die diese unterstiitzen und verbessern konnen. Durch die Drehratensensoren des

[Antiblockiersystems (ABS)| konnen z. B. Driftbewegungen des Fahrzeugs erfasst und notwendige

Bremsvorginge eingeleitet werden. Eine genaue Ubersicht iiber Sensoren, die sich in einem Fahrzeug
befinden, ist in zu finden. Eine physikalische Betrachtungsweise iiber den Aufbau von Sen-
soren gewihrt [Sch04]]. Bei der Verwendung von Fahrzeugsensoren muss eine Reihe verschiedener
Aspekte beachtet werden, die ausfiihrlicher in[Kap @ erortert werden. Dazu zihlen sowohl die unter-
schiedlichen Koordinatensysteme, die fiir die Kombination von Informationen verschiedener Quellen
beriicksichtgt werden miissen, als auch die auftretenden Sensorfehler. Die Sensoren kénnen direkt fiir
Navigationszwecke eingesetzt werden, konnen aber auch ausschlieBlich bei der Stabilisierung wie in
[TabO8] eine Rolle spielen.

Als typische Sensoren, die Teilbewegungen eines Fahrzeugs erfassen konnen, sind Beschleuni-
gungssensoren, odometrische Sensoren oder Drehratensensoren zu nennen. In Kombination mit ei-
nem [GNSFEmpfinger ist damit eine genauere absolute Positionsmessung moglich als es bei einem
System der Fall wiire, das lediglich den [GNSFEmpfinger verwendet. AuBerdem koénnen daraus Infor-
mationen zum Fahrzeugzustand (Orientierung oder Lage) gewonnen werden. Ubliche Sensoren und
die von ihnen gelieferte Messwerte sind in [Tabelle (Tab.)|2.I] aufgefiihrt. Es gibt zusitzliche Senso-

Sensor Messgrofie
Odometrische Sensoren Zuriickgelegte Strecke in [m]
Lenkwertgeber Ausrichtung der Réader der Frontachse in [°] oder [rad]
Geschwindigkeitsaufnehmer Laterale Geschwindigkeit in [™/s]
Drehratensensoren (Gyroskope) Winkelgeschwindigkeit/Drehrate in [°/ s] oder [rad/ s]
Beschleunigungssensoren Inertiale Beschleunigung in ["/s2]

Tabelle 2.1: Fahrzeugsensoren und deren Messwerte

ren, die aber weder iiblich noch fiir eine Navigation zwingend erforderlich sind. Hierzu zédhlen das
Magnetometer und der barometrische Hohensensor (siehe [Tabl2.2).

Odometrische Sensoren Ein odometrischer Sensor wird auch Odometer genannt. Dieser wird ne-
ben anderen Sensoren in untersucht. Er misst die Distanz, die ein Fahrzeug zwischen
zwel Zeitpunkten zuriickgelegt hat. Dieses geschieht hiufig iiber die Messung der Raddrehzahl und
der Kenntnis des Radumfangs. Die Drehzahl wird dabei tiber Impulsgeber gemessen. In wird
beispielsweise eine Ubersicht gegeben, wie mit Hilfe von zwei Drehratensensoren eine Bestimmung
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Sensor Messgrofie
Magnetfeldsensoren (Magnetometer) Magnetfelder in [G] oder [T]
Barometrische Sensoren Druck in [Pa] und Temperatur in [°C] oder [K]

Tabelle 2.2: Weitere Sensoren, welche die Navigation unterstiitzen konnen

der zuriickgelegten Wegstrecke moglich ist. Dabei sind verschiedene Fehlereinfliisse zu beachten.
Der Reifendruck kann z.B. je nach Witterung, Beladung und Fahrsituation variieren, wodurch die
Schitzung der Wegstrecke mit relativ groen Fehlern behaftet sein kann.

Lenkwertgeber Ein Lenkwertgeber misst den Einschlagwinkel eines Lenkrades. Da der Lenkrad-
winkel proportional zur Stellung der Vorderridder ist, existiert unter Beriicksichtigung einer ggf. vor-
handenen geschwindigkeitsabhidngigen Lenkunterstiitzung ein Faktor, durch den auf die Bewegungs-
richtung geschlossen werden kann. Beriicksichtigt man zusitzlich die Umdrehungen der Vorderréder,
so ist damit auch eine Angabe der Gierwinkelrate moglich wie zeigt.

Geschwindigkeitsaufnehmer Ein Geschwindigkeitsaufnehmer basiert prinzipiell auf den gleichen
Messungen wie die des Odometers. Anhand der Umdrehungen eines Rades und durch Kenntnis des
Umfangs kann eine Wegstrecke und damit die Geschwindigkeit berechnet werden. Durch Messung
der Drehraten von mehr als einem Rad kann ferner die Drehrate des Fahrzeugs um die Querachse
bestimmt werden. Dieses wird beim[ABSlausgenutzt, um Driftbewegungen des Fahrzeugs, z. B. beim
Bremsen auf glatten StraBen, verhindern zu kénnen [WieQ9]. Untersuchungen dazu werden auch in
prisentiert. Durch Verwendung der [ABS}Sensoren zu Navigationszwecken hat man zwar
den Vorteil, bereits vorhandene Sensoren verwenden zu konnen, allerdings muss man auch unge-
nauere Schitzergebnisse in Kauf nehmen, da die eingesetzten Sensoren hidufig von geringerer Giite
sind.

2.1.3.1 Inertiale Sensoren

Drehratensensoren Im[KEZ}Bereich wird ein Gyroskop derzeit iilberwiegend fiir das zur Un-
fallvermeidung verwendet. Dabei sind durchaus weniger prizise Sensorelemente ausreichend, da le-
diglich detektiert werden muss, ob eine bestimmte Messwertschwelle iiberschritten wird. Eine Kate-
gorisierung der gebriuchlichsten Gyroskopelemente ldsst sich nach [Sch04] wie folgt vornehmen:

e |[Elektrostatische Gyroskope (ESG)|

e Drehratenwandler (z. B. magnethydromechanische Sensoren)

e Optische Gyroskope (z. B.|[Ringlasergyroskope (RLG)|und |fiberoptische Gyroskope (FOG))

e Mikrosysteme und elektromechanische Gyroskope.

Die ersten elektrostatischen Sensoren wurden in den 50er Jahren entwickelt. Diese Sensoren ba-
sieren auf einer Berilliumkugel, die sich in einem elektrostatischen Vakuumfeld befindet und fest
(bezogen auf den Inertialraum) ausgerichtet ist. Jede Bewegung des Systems wird mit einer hohen
Genauigkeit erfasst, wobei die Drift nur bei ca. 1 - 10~%"/n liegt. Problematisch bei dieser Sensorart
ist allerdings, dass auch bereits kleinste Vibrationen erfasst werden, die u. a. durch den Auslesevor-
gang selbst oder durch die Betriebsumgebung auftreten konnen. Hinzu kommen eine kostenintensive
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Herstellung und der aufwiéndige Betrieb des Systems, um eine Selbstzerstérung durch z. B. Span-
nungsabfall zu vermeiden. Auf Basis dieser Technik wurden hochgenaue Drehratensensoren entwi-
ckelt, die tiberwiegend in der Flugzeugnavigation eingesetzt werden.

Die Drehratenwandler wurden erst in den 60er Jahren entwickelt und weisen betriachtliche Lang-
zeitinstabilitdten auf, da deren Drift bei mehreren Hundert Grad pro Stunde liegen kann [DJO3].
Bestandteil eines typischen Drehratenwandlers ist eine Kugel, die aus schwerer Fliissigkeit (z. B.
Quecksilber) besteht und sich in einem Hohlkorper befindet. Wird durch dufleren Einfluss nun die-
se Fliissigkeit in Bewegung gesetzt, so wird das Drehmoment der Kugel von Messaufnehmern mit
piezoelektrischen Kristallen erfasst, die wiederum ein entsprechendes elektrisches Signal erzeugen.
Das beschleunigungsabhiingige Bias dieser Sensoren liegt iiblicherweise zwischen 0,294°  ™/(s - s2)
und 0,49"*™/(s - s2), withrend der temperaturabhingige Anteil bei bis zu 0,5°/s liegen kann. Der nicht-
lineare Skalierungsfehler betrigt ca. 0,5% der maximalen Drehrate und der temperaturabhingige
Skalierungsfehler meist um die 5 %. Die magnethydrodynamischen Sensoren dagegen bestehen nicht
aus einer gleitenden Masse, sondern aus einem Winkelbeschleunigungsmesser. Dieser erzeugt ein
elektrisches Signal, das proportional zur Drehrate ist.

Die optischen Drehratensensoren enthalten keine rotierenden Bauelemente. Vielmehr nutzen sie
den so genannten Sagnac-Effekt, wobei ein Lichtstrahl einen optischen kreisrunden Leiter in ent-
gegengesetzte Richtungen durchliuft. Im Falle einer Rotation des Leiters miisste der Lichtstrahl fiir
den einen Weg eine lingere Strecke Al zuriicklegen als fiir den anderen Weg, da sich dieser um Al
verkiirzt.

Bei einem Ringlasergyroskop wird ein Laserstrahl durch einen Glaskorper in gegenldufige Rich-
tungen geschickt [Aro99]]. Je nach Hersteller kann es sich hierbei um einen dreieckigen oder vier-
eckigen Korper handeln, an dessen Ecken sich Spiegel befinden, um die Lasertrahlen zu reflektieren.
Verstidrkt wird der Laser durch ein Gasgemisch. Befindet sich die gesamte Anordnung nun nicht
mehr in Ruhe, sondern rotiert, so veriandern sich auch die Frequenzen der Laserstrahlen, wobei ein
kiirzerer Weg mit einer kiirzeren Wellenldnge und damit einer hoheren Frequenz einhergeht. Die Fre-
quenzdifferenz beider Laserstrahlen ist ein Maf fiir die Rotationsgeschwindigkeit. Um die Differenz
detektieren zu konnen, ist einer der Spiegel halb durchlidssig. Hinter ihm befindet sich ein Detek-
tor, der das Interferenzmuster der Strahlen anhand zweier Photodioden auswertet. Die Richtung des
sich bewegenden Interferenzmusters gibt Aufschluss iiber die Drehrichtung. Der so genannte Lock-
in-Effekt stellt das grofite Problem bei diesem Sensor dar, denn die Frequenz dndert sich erst ab einer
bestimmten Drehrate, wodurch niedrige Rotationsraten nicht erfasst werden konnen. Abhilfe schafft
ein Dither, der das System in festgelegte oszillatorische Rotationsbewegungen versetzt, damit der
Sensor auch in einem anderen Erfassungsbereich arbeiten kann.

Bei einem faseroptischen Kreisel wird ebenso die Phasendifferenz von zwei Lichtstrahlen gemes-
sen, die eine Induktionsspule in unterschiedliche Richtungen durchlaufen [Sch04]]. Ein Photodetektor
registriert diese Phasendifferenz und erzeugt ein dazu proportionales elektrisches Signal. Die Phasen-
verschiebung der beiden Lichtstrahlen ist ein MaB fiir die Rotation des Sensors. Die Querschnittsfla-
che entspricht bei den faseroptischen Kreiseln genau der Fliche, die vom Laserstrahl eingeschlossen
wird. Die Anzahl der Windungen der Spule ist hiufig sehr hoch, wodurch die Sensitivitidt und die
Genauigkeit des Sensors erhoht wird. Die Sensitivitit ist damit auch proportional zur eingeschlosse-
nen Querschnittsfliche. Im Gegensatz zu anderen Sensoren sind die faseroptischen Kreisel duferst
robust und zuverlissig. Daneben zeichnen sie sich durch vergleichsweise geringe Anschaffungskos-
ten und ihre Langlebigkeit aus. In Bezug auf Genauigkeit konnen sie allerdings nicht an die vorher
beschriebenen Ringlasergyroskope heranreichen.



14 Kapitel 2. Stand der Forschung und Technik

In die Klasse der |Microelectromechanical System (MEMS)-Kreisel fallen mehrere unterschiedli-

che Varianten von Gyroskopen. Im Grundsatz werden mit jedoch kostengiinstige Sensoren
bezeichnet, die eine sehr kleine Bauform haben und von geringerer Giite beziiglich ihrer Genauigkeit
und Fehleranfilligkeit sind [TWO04]. Im Rahmen der vorliegenden Arbeit wurde auf eine inertiale
Sensoreinheit zuriickgegriffen, die aus [MEMSIBauelementen besteht. Bei werden in einer
mikroskopisch kleinen Struktur sowohl mechanische Bauelemente als auch integrierte elektronische
Schaltkreise auf einem Substrat zusammengefasst. Der Aufbau eines[MEMSIGyroskops basiert meist
auf zwei polykristallinen Siliziumstrukturen, die einen Dither enthalten. Ahnlich wie beim Lock-
in-Effekt wird dieser Dither elektrostatisch in Resonanz versetzt, um zu erreichen, dass bereits bei
einer geringen Eigenbewegung ein Signal erzeugt wird. Durch die externe Drehbewegung wird eine
Corioliskraft erzeugt, die zu einer Beschleunigung des Dither fiihrt. Die Dither-Bewegung kann an-
schlieBend kapazitiv gemessen werden, denn an dessen Enden befinden sich so genannte kapazitive
Pick-off -Strukturen (feste und bewegliche Kammstrukturen, die ineinandergreifen). Die Lagednde-
rung bzw. Drehrate w des[MEMS} Sensors wird iiber die Kapazititsinderung registriert. Uber nachge-
schaltete Demodulations- und Verstérkerstufen wird schlielich ein elektrisches Signal geliefert.

Beschleunigungsmesser Im Vergleich zu einer Rotation ist ein Sensor, mit dem man translatorische
Bewegungen erfassen mochte, etwas einfacher zu realisieren. Im Grundsatz basieren alle Beschleu-
nigungsmesser auf dem ersten NEWTON’schen Axiom des Trégheitsprinzips, das besagt, dass ein
Korper in seinem Ruhezustand oder im Zustand einer geradlinigen gleichformigen Bewegung ver-
bleibt, sofern keine duflere Kraft auf diesen einwirkt. Wird auf diesen Korper eine Kraft ausgeiibt,
so wird er in die Richtung der Kraft beziiglich des Inertialraumes beschleunigt. Dies ldsst sich durch
F' = m - a ausdriicken, wobei F' die Kraft, m die Masse des beschleunigten Korpers und a die Be-
schleunigung ist. Die Kraft verteilt sich dabei auf zwei wesentliche Anteile, wobei einer durch die
Gravitation der Erde verursacht wird, der andere durch die zusétzliche externe Kraft.

Bei den meisten Beschleunigungsmessern wird eine Testmasse verwendet, deren Tréigheit genutzt
wird. Diese ist mittels einer Feder oder eines Pendels mit einem Gehéuse verbunden und wird auf die-
se Weise auch geddmpft. Die Auslenkung der Masse kann iiber ein dazu proportionales elektrisches
Signal mit Hilfe von kapazitiven oder induktiven Weggebern registriert und ausgelesen werden. Be-
schleunigungsmesser lassen sich wie folgt kategorisieren:

e Mechanische und halbmechanische Sensoren (z. B. Feder-Masse-, Pendel-, Servobeschleuni-
gungssensoren)

e Festkorper-Beschleunigungsmesser (engl. Solid-state, z. B. Vibrating-beam-Beschleunigungs-
sensoren, fiberoptische Sensoren)

o Inklinometer, piezoelektrische Sensoren etc.

Mechanische Sensoren beruhen im Wesentlichen auf dem im vorigen Absatz beschriebenen Aufbau.
Auch der so genannte Vibrating-beam-Beschleunigungssensor gehort zu dieser Gruppe. Bei diesem
befindet sich ebenfalls eine Testmasse an einem Pendel, das im Inneren eines Gehéuses aufgehédngt
ist. AuBlerdem ist die Testmasse durch eine dehnbare Stahlschwingsaite mit einer der Seitenwinde
verbunden [Sch04]]. Unterliegt diese Masse nun einer Beschleunigung, so wird die Saite gespannt.
Ihre Eigenfrequenz #ndert sich bei diesem Vorgang proportional zu der Beschleunigung, die von
auflen einwirkt. Ein Servobeschleunigungsmesser verwendet stattdessen einen Riickstellmotor, um
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die Testmasse immer im Gleichgewicht zu halten. Die aufzubringende Riickstellkraft und die dazu
benotigte Stromstédrke sind proportional zur Beschleunigung.

Andere Sensoren, die nach einem #@hnlichen Prinzip wie die Vibrating-beam-Sensoren arbeiten,
beruhen auf dem Einsatz von Quarzen. Diese werden so angeordnet, dass unter Beschleunigung ein
Quarz gedehnt, ein anderer zusammengestaucht wird. Im unbeschleunigten Zustand schwingen die
Quarze mit einer bestimmten Eigenfrequenz, wihrend sich die Eigenfrequenzen im beschleunigten
Zustand erhohen bzw. verringern.

Bei Beschleunigungssensoren werden im Prinzip zwei verschiedene Arten unterschieden, je nach-
dem, wie der Abgriff des Sensorsignals erfolgt: das Open-loop- und das Closed-loop-Prinzip. Beim
Open-loop-Prinzip wird die Auslenkung des Testkorpers aus der Nullposition direkt gemessen. Uber
die Kalibrierung der Federung kann dabei die GréBe geliefert werden, die ein MaB fiir die einwirken-
de Kraft ist. Bei dem Closed-loop-Betrieb wird hingegen die Kraft gemessen, die notig ist, um den
Testkorper in der Nullposition festhalten zu kdnnen. Dieses Prinzip wurde bereits bei den Servobe-
schleunigungsmessern erliutert.

MEMSEBeschleunigungssensoren lassen sich analog zu den bisher betrachteten Varianten in zwei
Klassen einteilen: pendelbasierte Typen, die eine Sensitivitit bis zu 24,5 - 1075 ™/s2 aufweisen und
Resonanzsensoren, die sogar noch hthere Genauigkeiten erreichen konnen [TWO04].

Magnetometer Messwertaufnehmer, welche die Stirke von Magnetfeldern bestimmen kénnen, wer-
den als Magnetometer bezeichnet [Whi88]]. Ein elektronischer Kompass, wie er heutzutage auch
schon in Mobiltelefonen zu finden ist, besteht aus solchen Magnetometern. Sie sind in der Lage,
die Ausrichtung eines Fahrzeugs in Bezug auf den magnetischen Nordpol zu bestimmen. Dazu wird
die Richtung des Erdmagnetfeldes bestimmt. Da sich magnetischer und geografischer Pol unterschei-
den, muss die positionsabhingige Differenz immer beriicksichtigt werden. Aus geht hervor,
wie ein Magnetometer genutzt werden kann, um die Lage eines finertialen Navigationssystems (INS)|

zu stiitzen. Da in der Annahme einer rein horizontalen Bewegung kaum Anderungen beim Roll- und
Nickwinkel auftreten, beschrankt man sich dabei haufig auf eine Stiitzung des Gierwinkels. In ei-
nem elektronischen Kompass ist ein Sensor zur Erfassung des Roll- und Nickwinkels bereits haufig
integriert.

In [YFO3] wird ein Navigationssystem vorgestellt, welches Messungen einer IMEl (engl.

[Inertial Measurement Unit (IMU)), [GPStDaten und die von zwei Magnetometern in einem Kom-
plementérfilter kombiniert. Die Magnetometer werden dazu genutzt, die horizontalen Distanzen zu

messen und dann in die Navigation mit einflieBen zu lassen. Dieses ist moglich, indem Magnete
entlang von Stralenziigen positioniert und von den Magnetometern erfasst werden konnen. Dabei
wird gezeigt, dass durch Verwendung préziser Sensoren auch eine Positionsgenauigkeit von wenigen
Zentimetern erreicht werden kann. Die Magnetometer stiitzen die Navigationslosung vor allem zu
den Zeitpunkten, an denen es einem [GPSIEmpfinger aufgrund seiner geringeren Aktualisierungsrate
nicht moglich ist.

Da in den letzten Jahren der Bedarf an verschiedenen Sensoren im Bereich der Fahrzeugnavigati-
on, aber auch fiir Anwendungen innerhalb von Gebiuden stetig gewachsen ist, sind diverse Hersteller
dazu iibergegangen, die Sensoren nicht nur einzeln zu verkaufen, sondern auch als kombinierte Ein-
heiten. Diese inertialen Sensoreinheiten umfassen i.d. R. drei Drehratensensoren, drei Beschleuni-
gungssensoren und drei Magnetometer fiir sechs Freiheitsgrade, so dass sie fiir Ortungsaufgaben in
drei Dimensionen verwendet werden konnen.
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2.1.3.2 Barometrische Sensoren

Das klassische Anwendungsgebiet fiir barometrische Sensoren oder Altimetern ist die Flugzeugnavi-
gation [[FIii09]]. Bei diesen Sensoren wird ausgenutzt, dass sich mit der Hohe iiber dem Meeresniveau
auch die Temperatur und der Luftdruck dndern. Diese Abhingigkeit wird vereinfacht in der interna-
tionalen barometrischen Hohenformel

0,0065 X/m - h[m] \ ***°

- Pa(1— :

P(h) = 1013,25hPa (1 TEREN 2.1)
zusammengefasst [Us176]). Hierbei bezeichnet P(h) den Luftdruck in der Hohe h. Eine ausfiihrliche

Beschreibung der Atmosphirenphysik ist in und zu finden.

Bei barometrischen Sensoren ist problematisch, dass lokale Luftdruckinderungen aufgrund von
Wetterbedingungen, Tiefdruck-, Hochdruckgebieten oder anderen Umgebungseinfliissen auftreten
konnen. Um diese Variationen ausgleichen zu kénnen, wird eine Nullpunktmarke vom Nutzer be-
notigt, die laufend aktualisiert werden muss. In[Gleichung (GI.)| 2.I) wird davon ausgegangen, dass
dieser Referenzdruck bei 1013,25 hPa liegt. Dieser kann in der Realitit jedoch variieren, weshalb fiir
hochgenaue Anwendungen die Konstanten in .J) als zeitvariante Variablen aufgefasst werden
sollten. Nach beschreibt der Wert —0,0065 den vertikalen (negativen) Temperaturgradien-
ten, der hier im Mittel zu —0,65 K pro 100 m bei einer angenommenen Temperatur von 15 °C oder
288,15 K festgelegt ist. Der Exponent mit —2

Ko—1
enten von xy = 1,235. Aufgrund dieser Niherungen ist die internationale Hohenformel bis zu einer

= 5,255 entspricht dabei einem Isotropenkoeffizi-

Hohe von 11 km mit geringen Abweichungen verwendbar.

In wird ein Drucksensor zur Verbesserung der Positionsschitzung eines Flugzeugs ein-
gesetzt, um neben der[GPSFHo6he eine weitere Hoheninformation zu erhalten. Diese wird verwendet,
um eine nachfolgende Stufe, bestehend aus einer IME] zu stiitzen. Aufgrund der beschriebenen Ab-
hingigkeiten wird hier der Drucksensor selbst durch ein weiteres Altimeter gestiitzt.

2.1.4 Sensorfehler

Jede Art von Messung unterliegt Storungen. Dies konnen Stérungen sein, die sich durch dullere Ein-
fliisse ergeben oder die abhiingig von der Bauart des gewéhlten Sensors sind. Bei den bisher beschrie-
benen Sensoren ist zu beachten, dass die Berechnungen von Gierwinkel, Geschwindigkeit oder Di-
stanz von Faktoren wie dem Reifendruck, dem Fahrbahnbelag, konstanten Wetterverhiltnissen usw.
abhingen. Zur Umrechnung einer rotatorischen Grofe in eine lineare Grofe relativ zur zuriickge-
legten Distanz miissen idealisierte Annahmen getroffen werden, die in der Realitét nicht zutreffen,
denn die genannten Faktoren miissen in dem Fall beriicksichtigt werden. Einige dieser Fehler wer-
den bei der Betrachtung eines Odometers in als Skalierungsfaktor zusammengefasst. Die-
ser wird bendtigt, um von der Anzahl der gemessenen Pulse, die von einer Radumdrehung initiiert
werden, auf eine Distanz schliefen zu kdnnen. Dazu kommen noch Ungenauigkeiten bei den Rad-
abmessungen verschiedener Réder, ein zu geringes Auflosungsvermogen der Sensoren, so genannte
Quantisierungsfehler, sowie Schleuder- oder Driftbewegungen. Einige dieser Fehler lassen sich sys-
tematisch beschreiben und damit in der Navigationslosung beriicksichtigen. Andere Faktoren wie der
temperatur- oder geschwindigkeitsabhiingige Reifendruck lassen sich nur schwer in eine Gleichung
fassen, konnen aber als zusitzliche statistische Ungenauigkeit durch GAuUSS-verteilte Zufallsvaria-
blen modelliert werden. Die Drift des Skalierungsfaktors und des Quantisierungsfehlers sind laut
bei Verwendung von Odometern fiir die Navigationslosung ausschlaggebend. Die Fehler, die
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bei inertialen Sensoren auftreten, unterscheiden sich von denen eines Odometers. Die signifikantes-
ten Fehler sind nach und [FWBO03]]: temperatur- und beschleunigungsabhingige Sensorbias
(gp- und g%—abh’dngig), Nichtorthogonalitit der Teilsensoren (Asymmetrie), Nichtlinearititen, inha-
rentes Rauschen, Skalierungs-, Nullpunkt- und frequenzabhiingige Fehler. Beschleunigungssensoren
und Gyroskope weisen prinzipiell die gleichen Fehlermerkmale auf. Die qualitativen Verldufe einiger
dieser Fehlertypen sind in dargestellt. Dabei ist der reale Messwert x iiber dem Sensor-
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(a) Skalierungsfehler  (b) Nullpunktfehler (c) Asymmetrie (d) Nichtlinearitidt (e) Quantisierungsfehler

Abbildung 2.2: Typische Sensorfehler bei inertialen Sensoren

ausgang y aufgetragen. Der ideale Verlauf ist gestrichelt dargestellt. Die typischen Fehlerverlaufe
werden durch eine durchgezogene Linie reprisentiert. Teilbild (a) zeigt den qualitativen Fehlerver-
lauf aufgrund eines fehlerhaften Skalierungsfaktors. Dieser bewirkt eine unterschiedliche Neigung
im Vergleich zu der idealen Kurve. Dabei werden die Ausgangsgrofen auf andere Wertebereiche als
die der wahren GroB3en abgebildet. In wird deutlich, dass bei einem Gyroskop ein Skalie-
rungsfehler von ca. 1% nach einer Drehung um 90° zu einem Ausrichtungsfehler von 0,9° fiihrt.
Die beschleunigungsabhingigen Bias sind im Vergleich zu einer Biasdrift oder inhdrentem Rauschen
weniger ausschlaggebend. Gyroskope sind jedoch sensitiv gegeniiber der Beschleunigung. Je nach
Frequenz und Betrag der Beschleunigung fiihrt sie zu einem zusétzlichen Bias. Die Auswirkungen
eines Nullpunktfehlers sind in Teilbild (b) dargestellt. Ein Nullpunktfehler (engl. Offset) entspricht
einem konstanten Wert, der im gesamten Wertebereich eine gleichmifige Abweichung verursacht.
Ein ab dem Einschaltvorgang des Sensors zeitlich konstanter Nullpunktfehler kann durch einfache
Subtraktion behoben werden. Ist der Nullpunktfehler hingegen zeitvariant, wird dieser auch als Drift
bezeichnet. In diesem Fall muss der Wert parallel zur Filterung geschitzt werden. Allerdings ist zu
beachten, dass sich auch der zeitlich konstante Nullpunktfehler von einem Einschaltvorgang zum
anderen unterscheiden kann. Eine Drift ergibt sich aus Umwelteinfliissen wie beispielsweise Tempe-
raturschwankungen oder aus den Materialeigenschaften der Sensoren. Die Folgen der Asymmetrie
und Nichtlinearitét sind in den Teilbildern (c) und (d) dargestellt. Charakteristischerweise werden
bei beiden Fehlertypen die Abweichungen in einem hohen Messbereich grofler. In einer Umgebung
um den Nullpunkt entspricht der Ausgabewert annidhernd dem wahren Wert. Quantisierungsfehler
entstehen durch die endliche Darstellungsgenauigkeit in rechnergestiitzten Systemen. Der Verlauf ist
typischerweise treppenformig, wobei jede Stufe einen diskreten Wert beschreibt. Da die Genauigkeit

aufgrund der [Analog-Digital Umwandlung (ADU)|beschrinkt ist, konnen keine Werte zwischen den

Diskretisierungsstufen dargestellt werden. Der dazugehorige Verlauf ist in Teilbild (e) dargestellt.
Zudem kann die endliche Auflosung numerische Fehler verursachen.

In werden die negativen Einfllisse, die auf ein Magnetometer im Rahmen einer An-
wendung im Fahrzeug einwirken konnen, genauer untersucht. Dies sind u. a. Fehler, die aus hoch-
frequenten Magnetfeldern resultieren, welche unter Umstdnden durch den Motor aufgebaut wer-
den. Statische Magnetfelder konnen durch eine Kalibrierung herausgerechnet werden. Treten je-
doch Wirbelfelder (z. B. durch das variierende Erdmagnetfeld oder bei Anniherung an grofle Metall-
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briicken) auf, so wird die Messung negativ beeinflusst. Das Messrauschen wird iiblicherweise durch
ein jadditives weilles GAUSS sches Rauschen (AWGR)| modelliert, das dem wahren Wert iiberlagert
ist. In [Whi88|] wird des Weiteren gezeigt, wie neigungsabhingige Fehler bei einem magnetischen

Kompass durch eine kardanische Aufhidngung kompensiert werden konnen. In wird verdeut-
licht, dass die Verwendung von Magnetometern bei der Bestimmung der Ausrichtung des Fahrzeugs
grof3e Vorteile bringen kann, solange sich die Storeinfliisse in Grenzen halten. Allerdings kénnen ma-
gnetische Stérungen unvorhersehbar auftreten und damit die Navigation deutlich beeinflussen, wenn
keine Kompensation erfolgt. Weitere Untersuchungen zur Modellierung und Kompensation von Feh-
lern, die bei einer IME] auftauchen kénnen, werden in durchgefiihrt.

2.1.5 Systeme auf Basis von integrierten Sensoren

2.1.5.1 Inertiale Navigation

Wie bereits erwihnt, sind das Gyroskop und der Beschleunigungsmesser die klassischen Werkzeu-
ge der inertialen Navigation. Wihrend Anfang des 19. Jahrhunderts das erste Festkorpergyroskop
entwickelt wurde, erschien im 20. Jahrhundert der erste Gyrokompass, der sensitiv auf Beschleu-
nigungen reagierte. Drehratenmessinstrumente, die bereits mit einem kiinstlichen Horizont fiir die
Flugzeugnavigation ausgestattet waren, wurden in den 20er Jahren eingefiihrt. Im ersten und zweiten
Weltkrieg wurde dann die Entwicklung durch den Bedarf an Lenkvorrichtungen fiir Waffen immer
weiter vorangebtrieben. Das erste Konzept fiir ein Strapdown-System, welches auch in der vorlie-
genden Arbeit behandelt wird, wurde 1949 vorgestellt [TWO04]], bevor in den frithen 50er Jahren die
erste stabilisierte Inertialplattform fiir Flugzeuge entwickelt wurde. Seitdem gehoren solche Systeme
zur Standardausstattung eines jeden Schiffes, U-Bootes und Flugzeuges, und es wird kontinuierlich
versucht, ihre Anfilligkeit gegeniiber dufleren Einfliissen hinsichtlich Robustheit und Genauigkeit
zu verbessern, aber auch ihre Baugrofe zu verringern. Ein umfasst heutzutage zwei Einheiten:
die Inertialplattform oder [MEl und den Navigationscomputer, der die Berechnungen durchfiihrt, um
die Messwerte in das gewiinschte Koordinatensystem umzuwandeln. Dabei miissen Effekte wie Gra-
vitation oder Erddrehrate beriicksichtigt werden. Um aus den Sensordaten letztendlich eine Lage,-
Geschwindigkeits- und Positionsschitzung zu erhalten, werden Integrationsverfahren angewendet,
wie in beschrieben. Ausfiihrliche Beschreibungen sind ebenso in [FB99]], [TW04]],
wie auch in und zu finden. In diesem Zusammenhang spricht man auch von einem
Strapdown-Algorithmus, der in niher beschrieben wird. Im Gegensatz zu einem Plattform-
system sind hierbei die Sensoren fest mit dem Navigationskorper, dem Fahrzeug, verbunden. Fiir den
Ansatz ist bezeichnend, dass hohe Frequenzen unterdriickt, tiefe Frequenzen jedoch verstirkt wer-
den konnen. Durch das Integrieren fiihrt dieses schlieflich zu Fehlern in der Geschwindigkeits- und
Positionsschitzung. Aus diesem Grund wird mit Hilfe von zusitzlichen Filteralgorithmen versucht,
die beschriebenen Sensorfehler zu kompensieren, denn Fehler, wie z. B. das Bias eines Beschleuni-
gungssensors, wiirden zu Fehlern in der Position fiihren, die quadratisch mit der Zeit ansteigen. Da
i.d.R. die Navigationslosung in einem anderen Koordinatensystem berechnet wird als dem, in wel-
chem die Messwerte von der [ME geliefert werden, muss eine fortlaufende Aktualisierung der Lage
des korperbezogenen Systems in Relation zum Navigationssystem stattfinden. Des Weiteren muss be-
riicksichtigt werden, dass sich Groflen wie die Gravitation mit dem Ort dndern konnen. Die Aufgabe
eines inertialen Messsystems ldsst sich, in Anlehnung an die bisherigen Betrachtungen, somit nach
wie folgt beschreiben:

e Bestimmung der translatorischen und rotatorischen Bewegungen des Fahrzeugs



2.1. Navigation und Ortung von Fahrzeugen 19

e Bestimmung des Einflusses des Gravitationsfeldes auf die Messsensoren innerhalb einer [ME]

e Konvertierung der aufgenommenen Daten in ein Referenzkoordinatensystem, in dem die ei-
gentliche Navigation stattfinden soll

e Integration der gefilterten Daten, um Geschwindigkeit und Position des Fahrzeugs zu erhalten.

2.1.5.2 Koppelnavigation

Koppelnavigation bezeichnet eine fortlaufende Ortsbestimmung eines bewegten Objekts durch Mes-
sen der Geschwindigkeit, der Bewegungsrichtung und der Zeit. Zwischen den Zeitintervallen wird
die Geschwindigkeit als konstant angenommen. Bei einfachen Navigationsaufgaben beschrinkt man
sich héufig darauf, lediglich ein zweidimensionales Problem zu I6sen. Das bedeutet, dass die Hohen-
komponente dabei vernachlidssigt wird. In wird vorgestellt, wie ein Koppelnavigationsansatz
fiir einen zweidimensionalen Fall aussieht (siche [AbbI2.3). Um die instantane Position (n, ;) zu

e

€r F----------4
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Abbildung 2.3: Zweidimensionale Koppelnavigation

einem Zeitpunkt £ abschitzen zu konnen, werden mindestens zwei Grofen bendtigt: ein Inklino-
meter oder ein Gyroskop, auf dessen Basis anhand der Drehrate die Richtung ¢ in Bezug auf ein
festes Referenzkoordinatensystem bestimmt werden kann, sowie ein Sensor, der die Wegstrecken-
inkremente z.B. anhand der Geschwindigkeit errechnen kann. Eine Alternative wére die Bestim-
mung der Langs- und Querbeschleunigung durch zwei Beschleunigungsmesser. In dem vorgestellten
[DRHVerfahren werden mit Hilfe dieser Informationen zwei Ansitze verglichen, um eine neue Posi-
tionsschitzung zu erhalten. Der einfache Ansatz basiert darauf, im Zeitdiskreten die Weginkremen-
te aufzusummieren. Fiir die Position in der als Fliche angenommenen Nord-Ost-Ebene gilt dabei:
n, = ng + Zf;é Al; - cos(y;)  und e = ¢y + Z?;S Al; - sin(tp;). Wie in be-
schrieben wird, ist diese Art der Koppelnavigation allerdings von geringerer Giite, da auf diese Weise
noch vorhandene Restfehler ebenfalls aufsummiert werden und somit eine immer groer werdende
Abweichung zwischen idealer und geschitzter Position entsteht. Bei einer direkten Implementierung
der Gleichungen hat man zusitzlich das Problem, dass die zugehorigen Rauschterme im Zustandsmo-
dell nicht unkorreliert sind, weil beide Variablen n und e vom Weginkrement Al sowie dem Winkel
1) abhingen. Des Weiteren wird hier nicht die eigentliche, gekriimmte Form der Erde beriicksich-
tigt. Ein alternativer Ansatz basiert daher auf einer Transformation der planaren Koordinaten in das
World Geodetic System 1984 (WGS84)-Erdmodell [HWLWO7]]. Hierbei wird nicht von ebenen Po-
sitionen ausgegangen, sondern diese werden fortlaufend auf eine angeniherte Erdform angepasst.
Die eigentliche Lokalisierung wird in diesem Kontext von den Autoren von um eine Kom-
bination mit digitalen kartografischen Daten ergiinzt, um die Giite zu steigern. Weitere Details zur
Koppelnavigation sind auch in zu finden.
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Wie bereits erwihnt, ist ein Koppelnavigationssystem vorrangig fiir planare Navigationsaufga-
ben geeignet. In wird allerdings gezeigt, dass die Navigationsgenauigkeit drastisch ab-
nimmt, wenn diese Voraussetzung nicht mehr gegeben ist. Dies wird sogar problematisch, wenn bei
der Kombination mit einem satellitenbasierten System dieses fiir mehrere Minuten ausfillt und die
Navigation ausschlieBlich auf einer zweidimensionalen [DRIBerechnung beruht. Der Nachteil einer
planaren Bewegungsannahme wird mit der Verwendung einer [MEl umgangen, weil sie die Bewe-
gung des damit verbundenen Fahrzeugs in drei Dimensionen erfassen kann.

2.1.5.3 Beriicksichtigung spezifischer Bewegungsmodelle

In den meisten Arbeiten zur Fahrzeugnavigation wird die vereinfachende Annahme getroffen, dass
sich ein Fahrzeug durch einen infinitesimal kleinen Punkt darstellen ldsst. Driftbewegungen, durch-
drehende Reifen oder andere Nebeneffekte werden ebenfalls hdufig auler Acht gelassen. Allerdings
konnen diese Annahmen auch dazu genutzt werden, die Navigationsberechnung zu stiitzen und Sen-
sorfehler zu kompensieren. Nebenbedingungen dieser Art werden u. a. in verwendet.

Diese typischen Nebenbedingungen konnen aber auch in verschiedenen Bewegungsmodellen fiir
ein Fahrzeug beriicksichtigt werden. Solche Modelle sind dann hilfreich, wenn kurzzeitig keine Sen-
sorgrofen verfiigbar sind und eine Vorhersage des Fahrzeugzustandes auf Basis des Modells durchge-
fiihrt werden soll. Wiirden Sensoren allerdings keine Fehler aufweisen, so konnte man durch Bewe-
gungsmodelle keine weiteren Informationen gewinnen. Da dies vor allem bei kostengiinstigen Sen-
soren nicht zutrifft, sind zusétzliche Bewegungsmodelle hilfreich.

In und werden verschiedene dynamische Bewegungsmodelle im Rahmen von
Zielfithrungen und Observationen kleiner Objekte vorgestellt und klassifiziert. Dies schlieft zwei-
und dreidimensionale Modellierungen ein. Es wird auSerdem zwischen Modellen unterschieden, die
durch einen zusitzlichen Steuereingang beschrieben oder nicht beschrieben werden und bei denen die
Bewegungen in unterschiedlichen Koordinaten miteinander gekoppelt oder entkoppelt sind. Des Wei-
teren wird unterschieden, ob sich eine Beschleunigung ggf. als zufilliger Prozess (MARKOV-Prozess,
Weiller Prozess oder Semi-M ARKOV-Prozess) beschreiben ldsst oder als deterministische Eingangs-
grofe. Im Dreidimensionalen sind die folgenden Modelle géngig: stiickweise konstante Geschwin-
digkeit, stiickweise konstante Beschleunigung, koordinierte oder stiickweise konstante Drehung. Im
Rahmen der inertialen Navigation spielen vorrangig jedoch Differenzialgleichungen, wie in
beschrieben, eine Rolle. Verschiedene Fahrsituationen werden bei den klassischen Gleichungen nicht
beriicksichtigt.

Oftmals kann in einer Systembeschreibung nur eine Art der Bewegung beriicksichtigt werden.
Eine Moglichkeit, die verschiedenen Bewegungsformen dennoch einflieBen zu lassen, besteht in
dem ,,Schalten* zwischen Bewegungsmodellen. Modelle, die dies erlauben, sind ,,schaltende dyna-
mische Modelle* [BSLKOT]]. Algorithmen zum Schalten zwischen diesen Modellen werden z. B. in
beschrieben. Dabei wird der Zustandsraum neben dem eigentlichen Zustandsvektor noch um
eine so genannte Regimevariable r erginzt. Diese bestimmt zu jedem Zeitpunkt das jeweils giilti-
ge Modell und legt damit die aktuelle Zustands- und Messgleichung fest. Da somit ein insgesamt

gemischt kontinuierliches und diskretes Schitzproblem vorliegt, ist das [KALMAN-Filter (KF)| nun

auch nicht mehr der optimale Schitzer. Eine géngige Praxis bei der Betrachtung von Mehrmodel-
lansitzen ist die Annahme eines MARKOV-Modells, wobei jeder Wert, den die Regimevariablen an-
nehmen kann, einem Zustand des Modells zugeordnet ist. Eine Ubergangsmatrix IT mit den Eintri-
gen " = P(r, = i"|r,_, = i'), #,i" € {1, R} charakterisiert die Wahrscheinlichkeiten fiir
den Ubergang zwischen zwei Modellen zum Zeitpunkt k. Die initialen Auftrittswahrscheinlichkeiten
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7t = P(r, = i') werden dabei als bekannt vorausgesetzt und konnen durch Messungen bestimmt

werden. Eine exakte Losung im |Minimum Mean Square Error (MMSE)-Sinn fiihrt zu einem mit der

Zeit exponentiell steigenden Aufwand, weshalb auf eine Approximation zuriickgegriffen wird, bei
der jedem Modell ein Filter (meist [KE) zugeordnet ist. Zusitzlich werden die aus der Interaktion
der Modelle resultierenden Mischungsverteilungen jeweils durch eine Normalverteilung approxi-
miert. Die gesuchten Schitzwerte fck| , und P ok (Schitzung des Systemzustandsvektors und dessen
Schitzfehlerkovarianzmatrix) konnen nach der fortlaufenden Berechnung der Modellwahrscheinlich-
keiten 7/ = P(r, = 1i'|z,,,), wobei z,,, die Beobachtungssequenz darstellt, iiber eine Kombination
von 7% und den Ausgangsgro3en der einzelnen Filter bestimmt werden. Die Schitzung mit Hilfe
von schaltenden Modellen ist durch die parallele Filterstruktur vergleichsweise aufwindig. Ist eine
Echtzeitverarbeitung der Daten nicht zwingend erforderlich, so kann das Schitzergebnis durch ei-
ne zeitlich rekursive Glittung mit Hilfe des RAUCH-TUNG-STRIEBEL-Algorithmus wie
er auch in und [LKO7] verwendet wird, zusitzlich verbessert werden. Dabei existieren
vielfiltige Moglichkeiten, die Gliattung mit der Filterung auf Basis schaltender Modelle zu kom-
binieren. Diese Verfahren werden in detailliert untersucht. In [[HLO3]] werden diese Multi-
Modelle mit rekursiver Glattung fiir eine Fusion verschiedener Sensorquellen wie Kamera, Radar,

Inertialsensoren mit Hilfe eines [erweiterten KALMAN-Filters (EKF)| verwendet. In dem betrachte-

ten Szenario geht es in erster Linie um Fahrzeuge, die in einer Kolonne fahren und der Kurs von
vorausfahrenden Fahrzeugen durch die nachfolgenden bestimmt werden soll. In [NGGO7]] wird der

[Interacting-Multiple-Model (IMM )} Ansatz mit verschiedenen Modellen getestet und mit einem klas-

sischen[KH verglichen, das nur ein Modell verwendet. Dabei wird gezeigt, dass in bestimmten Fahrsi-
tuationen die Restunsicherheit in der Position auch bei der Verwendung von drei Modellen noch rela-
tiv hoch sein kann, da die damit verbundenen Modellwahrscheinlichkeiten in manchen Fahrsituatio-
nen ungenau geschitzt werden konnen. Ein weiteres Anwendungsfeld des [[MM}Inferenzalgorithmus
wird in vorgestellt. Die Autoren verwenden Modelle, die speziell die StraBenfithrungen
von mehrspurigen Schnellstralen beschreiben. Es wird gezeigt, dass der Inferenzalgorithmus erfolg-
reich fiir die Detektion eines Spurwechsels eingesetzt werden kann. Dabei werden gute Ergebnisse fiir
den Fall erzielt, dass die Stralenfithrungen eine geringe Kurvenanzahl aufweisen. Fiir mehrkurvige
Szenarien werden dann gesonderte Modelle und erweiterte Zustandsvektoren eingesetzt, in die spezi-
elle Kurvenparameter einflieBen. Bei beiden Konfigurationen tritt eine geringe Latenz von teilweise
weniger als 0,4 s zur Detektion einer Fahrspurdnderung auf.

2.1.5.4 Kamerabasierte Systeme

Kameras, Radar oder andere optische Sensoren werden weniger fiir eine direkte Navigation verwen-
det. Vielmehr dienen sie als Unterstiitzung anderer Systeme oder um Positionen anderer Verkehrsteil-
nehmer relativ zur eigenen Position zu bestimmen. Eine vollstindige Positionsschitzung des eigenen
Fahrzeugs ist allerdings mit ausschlieBlich solchen Sensoren weniger gewinnbringend.

2.2 Sensorfusionsverfahren

Das Ziel einer Fusion von Daten verschiedener Sensorquellen ist es, die Nachteile, welche die ein-
zelnen Sensoren aufweisen, gegenseitig zu kompensieren. Daraus resultiert in den meisten Fillen
ein verbessertes Ergebnis in der Kombinationsgrofe. In wird ein Verfahren zur Sensorfusi-
on auf Basis optischer und inertialer Sensoren, dynamischer Modelle und Kartendaten vorgestellt.
In [TWO4], und wird zwischen zwei allgemeinen Strukturen unterschieden, eine
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Filterung und Kombination einzelner Sensorgrofen vorzunehmen: die zentralisierte und die dezentra-
lisierte Filterstruktur. Bei der zentralisierten Filterstruktur werden die Daten aller Sensoren in einem
Filter zusammengefasst und vollstindig integriert. Alle Rohsignale (z. B. Spannungen) werden in ei-
ner einzigen integrierten Schaltung verarbeitet, die aus Verstirkern und den Filtern selbst besteht.
Der Vorteil eines zentralisierten Filters liegt im geringen Informationsverlust aufgrund von niedrigem
Rauschen, denn alle Informationen stehen dem Filter ohne Umwege direkt zur Verfiigung. Auflerdem
ist auf diese Weise eine hohe Platzersparnis moglich.

In werden die Ultra tight- und die Deep integration-Methode als Varianten fiir eine zen-
tralisierte Filterstruktur genannt. In wird z. B. gezeigt, wie in der [Delay-Locked Loop (DLL)|
eines[GPSFEmpfingers die Codephasenfehler verringert werden konnen und sich dadurch verbesserte
Pseudorange-Messungen ergeben. Durch eine genaue Analyse der Korrelationen der Pseudorange-
Messfehler und der Schitzfehler der Integrationslosung ist es dabei moglich, ein Filter, das die auftre-
tenden Inphasen- und Quadraturkomponenten verarbeitet, direkt auf Signalebene einzusetzen. Daraus
wiirde eine hohere Stabilitdt und Qualitit beziiglich auftretender Signalinterferenzen und letztendlich
auch eine bessere Navigationslosung resultieren, wenn auf diese Weise ein gestiitzt wird. Das
Problem bei diesen Verfahren ist jedoch, dass ein Zugriff auf die empfingerinternen Signale beno-

tigt wird. Dieser wird allerdings von den meisten Herstellern eines [GPSFGeriites nicht ermdglicht.
Die Deep integration-Methode zeichnet sich ferner dadurch aus, dass eine Signalverarbeitung in zwei
Richtungen vorgenommen wird, denn die Navigationslosung selbst wird wieder zur Stiitzung der
internen Verarbeitung des Satellitenempfingers verwendet, z. B. um die Berechnung der Dopplerver-

schiebung zu verbessern [SGVGOS], [SHO9].

Die eng gekoppelten Systeme (engl. Tightly coupled systems) fallen ebenso in diese Gattung.
Auch hier werden Signale eines satellitenbasierten Empfiangers verarbeitet, die i.d.R. dem Nutzer
nicht zur Verfiigung stehen [TWO04]]. Dabei handelt es sich um die Pseudorange- und Deltarange-
Messungen sowie ggf. auch um weitere Signale. Das System beschréinkt sich nicht nur darauf, dass
ein[[INS|durch Satellitensignale gestiitzt wird, sondern auch umgekehrt der[GPSIEmpfinger durch das
Wenn die zweite Stiitzung nicht vorgenommen wird, so spricht man von einem direkt gekoppel-
ten System (engl. Closely coupled system). Wie beim Ultra tight system ist das Ziel, die Bandbreite
der so genannten Tracking-Schleife zu verringern, um eine hohere Prizision zu erlangen. Da eine
Pseudorange- und Deltarange-Messung auch mit weniger als vier Satelliten vorgenommen werden
kann, ist dieses bei schwierigeren Umgebungsbedingungen ein entscheidender Vorteil. Auflerdem
konnen Satellitenuhrzeitfehler mit einem geeigneten Filteransatz, wie er in [WenQ7] vorgestellt wird,
durch die zur Verfiigung stehenden Rohsignale kompensiert werden. Aber auch fiir das eng gekop-
pelte System ist der Integrationsaufwand durch den notwendigen Zugriff auf die empfangerinterne
Struktur erhdht.

Das dezentralisierte Filter zeichnet sich im Gegensatz zum zentralisierten Filter dadurch aus, dass
mehrere Instanzen parallel arbeiten, wobei jede die Sensorinformation zunéchst separat verarbeitet
[WS90], [SHQ9]. Auf diese Weise steht fiir die Einheit, welche die eigentliche Navigationslosung
liefern soll, von jedem Sensor quasi bereits eine geschitzte Navigationsgrofe zur Verfligung. Der
Vorteil liegt darin, dass ein geringerer Aufwand in der Signalverarbeitung notig und dass durch den
einfachen Aufbau eine Moglichkeit der Fehlerdetektion vorhanden ist. Dies erfolgt jedoch auf Kosten
der Genauigkeit der Navigationslosung. Des Weiteren konnen mehrstufige Filterstrukturen in einigen
Fillen zu Divergenzen fithren, da bestimmte signalverarbeitungstechnische Voraussetzungen fiir die
nachfolgende Filterstruktur nicht mehr zwangsldufig gegeben sind. Dieses kann z. B. die nicht mehr
giiltige Annahme sein, dass das Messrauschen eines [KH zeitlich unkorreliert ist. AuBerdem konnen
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rdumliche Korrelationen und damit Kreuzkovarianzen in den BeobachtungsgroRen auftreten [FB99].
Eine typische dezentralisierte Struktur ist mit einem schwach gekoppelten System gegeben, wobei
von einem [GPSFEmpfinger mit Position und Geschwindigkeit bereits vorgefilterte Werte, die bei-

spielsweise direkt in den|National Marine Electronics Association (NMEA)Sétzen abgelesen werden

konnen, zur Stiitzung des verwendet werden. Da die Signalverarbeitung unidirektional ist, d. h.
es erfolgt keine Riickkopplung der Filterergebnisse zum [GPSFEmpfinger, kann dieses Filter relativ
einfach realisiert werden. Problematisch ist jedoch, dass fiir eine zuverldssige Losung mindestens vier
Satelliten ,,sichtbar* sein miissen. Durch die interne Filterung eines[GPSFEmpfingers ist jedoch auch
bei einer geringeren Satellitenanzahl eine Schitzung vorhanden. Diese kann jedoch zu Fehlern in der
nachfolgenden [NSH_osung fiihren, da keine unabhiingigen Messungen mehr vorhanden sind. Es ist
deshalb sinnvoll, die Anzahl der beobachtbaren Satelliten anhand des [NMEAl Datensatzes fortlaufend
zu {iberpriifen und ggf. die [GPS}Stiitzung zu deaktivieren, so dass sich die Fehler durch das
nicht auf die [NSHLosung auswirken. Eine andere Moglichkeit ist die Beriicksichtigung der Schiitz-
fehler des [GPSlFilters, wie es mit dem in dieser Arbeit verwendeten Empfinger der Fa. Navilock
[ubl] moglich ist.

Die Entscheidung fiir ein zentralisiertes oder dezentralisiertes Filter hingt im Wesentlichen davon
ab, welche Signale als Beobachtungen zur Verfiigung stehen und welche Modelle fiir die Fahrdynamik
eingesetzt werden. Auerdem spielt es eine Rolle, wie hoch der rechnerische Aufwand und wie robust
das gewiihlte Verfahren gegeniiber Modellierungsfehlern sein darf [BSLKOT]].

Unabhiéngig davon, welche Filterstruktur fiir die eigentliche Problemldsung in Frage kommit,
muss man sich dariiber im Klaren sein, dass die Navigationslosung unter idealen Bedingungen im
Wesentlichen von der Leistungsfihigkeit des [GPS}-Satellitensignals abhiingt. In werden Un-
tersuchungen auf Basis eines gekoppelten Navigationsansatzes vorgestellt, bestehend aus Odometer,
Gyroskop und Dabei wird gezeigt, dass bei Verfiigbarkeit einer giiltigen [GPS-Position, der
[Root Mean Square (RMS)fFehler quer zur Bewegungsrichtung des Gesamtsystems von der Genauig-
keit des[GPS}Signals dominiert wird. Verantwortlich dafiir ist zu 90 % das[GPS} Bias, also der Fehler,
der auf zeitlich korrelierte Fehler in der[GPSlPosition zuriickzufiihren ist. Das unkorrelierte Rauschen

hingegen macht sich erst bemerkbar, wenn die Zuverlissigkeit und damit die Genauigkeit der [GPS}
Position zunimmt. Das Navigationsfilter kann allerdings die korrelierten Fehler besser unterdriicken
als die zeitlich unkorrelierten, da in einem unkorrelierten Signal keine Information zur Pradiktion des
Systemzustandes vorhanden ist. Ahnliche Ergebnisse konnten die Autoren von auch bei den
Fehlern feststellen, die sich auf die Positionen entlang der gefahrenen Strecke beziehen. Auch die Ver-
wendung von qualitativ besseren Inertialsensoren hat keine signifikanten Auswirkungen, wenn kein
zuverlissiges [GPSFSignal zur Stiitzung vorliegt. Des Weiteren wird gezeigt, dass ein verbessertes
Sensorsignal fiir eine Komponente geringe Auswirkungen auf die Genauigkeit in einer anderen Kom-

ponente hat, obwohl es iiber die[Richtungskosinusmatrix (RKM)|(siehe[KapJ&) durchaus Kopplungen

gibt. Beispielsweise hat eine verbesserte Gyroskopmessung zur Bestimmung des Gierwinkels gerin-
gen Einfluss auf die Genauigkeit der Position in Bewegungsrichtung. Genauso kann ein gutes Odo-
meter nur zu einer geringen Leistungssteigerung bzgl. der Position in Langsrichtung fiihren. Selbst
bei einem[GPS}HAusfall ist die Giite der Inertialsensoren nicht entscheidend. Vielmehr spielt eine Rol-
le, wie gut die Sensoren durch das vor dem Ausfall gestiitzt und kalibriert wurden, denn davon
hiingt ab, wie gut z. B. das Sensorbias oder das inhdrente Rauschen vor dem Ausfall bestimmt werden
konnten und folglich dann auch wihrend der Nichtverfiigbarkeit des [GPS}Signals die Navigations-
losung beeinflussen. Wiirde das differenzielle (Differential Global Positioning System (DGPS))
zur Verfiigung stehen, so konnte auch die Kalibrierung verbessert werden. Das Problem bei einem Gy-




24 Kapitel 2. Stand der Forschung und Technik

roskop ist, wie bereits erwihnt, dass sich jeder Fehler durch das zweifache Integrieren verstirkt. Die
Odometerdaten miissen stattdessen nur einfach integriert werden und aus diesem Grund wirken sich
Odometerfehler geringfiigiger aus als Gyroskopfehler, weshalb die Positionsfehler in Bewegungsrich-
tung auch geringer sind als die quer zur Bewegungsrichtung [AP99]]. Eine gute Gyroskopfehlerkom-
pensation ist daher von entscheidender Bedeutung bei einem [[NS] Werden Beschleunigungssensoren
an Stelle von Odometern verwendet, so wirken sich deren Fehler wegen der ebenfalls zweifachen
Integration genauso stark aus wie bei Gyroskopen.

Als Filterverfahren fiir die beschriebenen Fusionsmoglichkeiten hat sich in den letzten Jahren
das bereits erwihnte [KH durchgesetzt. Es existieren mittlerweile verschiedene Varianten dieses Fil-
ters, wobei deren Giite im Wesentlichen durch die Systembeschreibung und den Zusammenhang von
Messvektor und Systemzustand gegeben ist. Liegt eine rein lineare Beschreibung vor, so liefert das
klassische [KH das im [MMSE}Sinn beste Ergebnis [RAGO4], [Fra03]. Bei nicht allzu ausgeprigten
Nichtlinearititen bietet sich das jerweiterte KALMAN-Filter (EKF)| an, das auf einer Linearisierung
von System- und Messgleichung beruht [FB99]], [RAGO04]]. Bei der Verwendung des[EKHist zu beden-
ken, dass kein erwartungstreuer Schitzer vorliegt, wie es beim linearen [KH der Fall ist. Des Weiteren

konnen Divergenzen auftreten, da die Fehlerkovarianzmatrix kleiner geschitzt werden kann als sie
tatsdchlich ist, womit die Schitzung nicht mehr konsistent ist. Bei stdrkeren Nichtlinearitédten reicht
die Genauigkeit des[EKH hiufig nicht mehr aus. Daher wird fiir einige Anwendungen auf das Sigma-
Punkt KALMAN-Filter oder auch [Unscented KALMAN Filter (UKF)| zuriickgegriffen [WVDMOO],
[JUO4], [SESO07]). Dies beruht auf einer skalierten Unscented-Transformation, bei der 2D + 1 Sigma-
Punkte berechnet werden (in dem hier betrachteten Fall ist D die Dimension des Zustandsvektors).

Ziel ist es, eine Reihe gewichteter Werte (Sigma-Punkte) so auszuwihlen, dass Mittelwert und Ko-
varianz dieser Werte den tatsichlich statistischen Eigenschaften des aus Zustand und Messrauschen
zusammengesetzten Zufallsprozesses entsprechen. Die sequenziellen Monte-Carlo-Methoden (engl.
Importance sampling) bilden eine geeignete Basis fiir starke Nichtlinearitdten. Aus ihnen resultier-
te eine Reihe von so genannten Partikelfiltern [RAGO4]]. Trotz heutiger Rechnerleistungen ist auf-
grund ihrer hohen Komplexitiit das oder das [Partikelfilter (PF)| ggf. unpraktikabel. Die Auto-
ren von verwenden das [PH fiir eine [[nertial Navigation System/Global Positioning System)
[INS/GPS)Losung auf Basis einer reduzierten Anzahl von Sensoren. Dabei wird gezeigt, dass eine
dreidimensionale Losung mit nur einem Gyroskop, zwei Beschleunigungsmessern, einem Odometer

und einem [GPSIFEmpfinger selbst gegeniiber Inertialsystemen mit sechs Freiheitsgraden bessere Po-
sitionsergebnisse liefern kann. Im Bereich der Navigation tritt allerdings noch eine weitere Variante
der KALMAN-Filterung auf: das [[inearisierte KALMAN-Filter (LKF)| Dieses wird in niher
betrachtet. Beim linearisierten Filter treten die zu schitzenden Navigationsgrofien nicht direkt als Zu-

standsvariablen auf, sondern sie werden auf3erhalb des Filters anhand von geschitzten Fehlertermen
korrigiert. Dieses fiihrt vor allem bei einer dezentralen Struktur zu einer robusteren Signalverarbei-
tung, wie in [Cra01]] festgestellt wird.

2.3 Verfahren zur Schitzung von unbekannten Parametern

Sensormodelle, Fehlermodelle oder Bewegungsmodelle enthalten hiufig unbekannte Parameter, die
entweder vor der Filterung bestimmt oder im Rahmen der Filterung mitgeschitzt werden miissen.
Aufgrund der bereits beschriebenen verschiedenen Fehlereinfliisse wird nach Verfahren gesucht, die-
se zu schitzen und zu kompensieren. Nach lassen sich solche Verfahren in zwei Klassen
einteilen: diejenigen, die blockweise arbeiten, d. h. Verfahren, die mehrere Datensétze auf einmal fiir
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die Parameterschitzung verwenden, und diejenigen, die rein sequenziell arbeiten, d. h. Datensatz fiir
Datensatz verarbeiten. Die Verfahren unterscheiden sich auch dadurch, ob der Parameter als feste,
unbekannte Grofle oder als Zufallsvariable oder sogar als zeitverdnderlicher Prozess aufgefasst wird.

In [WenQ7] wird ein Losungsansatz vorgestellt, bei dem die Rauschparameter direkt aus den
Messdaten ermittelt werden konnen. Dies geschieht auf Basis von Messwertdifferenzen, d. h. es wer-
den die zeitlichen Differenzen direkt aufeinanderfolgender Messwerte verwendet, um rekursiv Kor-
relationen fiir unterschiedliche zeitliche Verschiebungen dieser Differenzen bestimmen zu konnen.
Diese konnen wiederum dazu genutzt werden, um die Parameter eines vorgegebenen Modells fiir
zeitlich korreliertes Rauschen abschitzen zu konnen. Erschwerend bei diesem Ansatz ist, dass die
Fahrdynamik grofen Einfluss auf die Messwerte hat und somit zu ungenauen Schitzwerten fiihren
kann. Eine explizite Beriicksichtigung spezieller dynamischer Modelle ist in diesem Rahmen aufler-
dem sehr schwierig.

Ein weiterer Ansatz setzt bei der direkten Analyse der Innovationssequenz eines [KF an, da diese
Informationen iiber die statistischen Eigenschaften der Rauschprozesse beinhaltet. Wie in
gezeigt wird, lassen sich iiber die Autokorrelationsfunktion dieser Innovationssequenz die entspre-
chenden Kovarianzmatrizen berechnen. Eine Realisierung dieses Ansatzes in einem [[NS/GPSINavi-
gationsfilter wird in [MS99]] vorgestellt, wobei eindeutige Verbesserungen der Navigationslgsung im
Vergleich zu einem nicht-adaptiven Filter aufgezeigt werden. Allerdings werden die Innovationsse-
quenzen in den genannten Arbeiten blockweise verarbeitet, was eine Zwischenspeicherung der Daten
erfordert und eine Verzogerung der aktuellen Losung fiir die nachfolgenden Bearbeitungsschritte zur
Folge hat. Eine echtzeitfihige Verarbeitung ist daher nur mit einer entsprechenden Latenz moglich.

Die blockweise Verarbeitung spielt auch in [HLO3] eine besondere Rolle, denn dort werden mit
Hilfe des blockweise arbeitenden [EMIAlgorithmus die Kovarianzmatrizen des Systemrauschens fiir
verschiedene Fahrsituationen im Rahmen eines [[MM} Ansatzes geschitzt. Allerdings wird hier davon
ausgegangen, dass lediglich eine Messrauschkovarianzmatrix vorhanden ist, die ebenfalls geschétzt
werden kann. Um eine Schitzung durchfiihren zu konnen, werden gefensterte Datenblocke betrach-
tet. Diese wird dann noch dadurch verbessert, dass neben der Filterung auch eine rekursive Glit-
tung durch eine zeitlich inverse Filterung der Daten und eine anschlieBende BAYES’sche Kombina-
tion beider Instanzen durchgefiihrt wird. Der [EM} Algorithmus wird ebenfalls bei [EMRH09] sowie
eingesetzt, um die Rauschkovarianzmatrizen bzw. die Transitionsmatrix des Systemmo-
dells zu schiitzen. In wird zunichst gezeigt, dass zu einem festen Zeitpunkt eine [Maximuni
ILikelihood (ML)-Schitzung der Komponenten der Zustandsiibergangsmatrix ®, des Systemmodells

x, = ®.x;,_, + G;n, iiber eine iterative Berechnungsvorschrift vorgenommmen werden kann.
Das Verfahren ldsst sich mit Hilfe eines gleitenden Fensters in ein echtzeitfihiges Verfahren iiberfiih-
ren. Die alternative Variante auf Basis des [EM}Algorithmus und unter der Annahme zeitinvarianter
Rauschkovarianzmatrizen liefert eine vergleichbare echtzeitfdhige Vorschrift. Dabei wird in
gezeigt, dass die Schitzfehlerkovarianzmatrix des Systemzustandes monoton von der Schitzfeh-
lerkovarianzmatrix des Residuums abhingt, welches sich aus der Pridiktion des Systemzustandes
im E-Schritt ergibt. Ebenso wird gezeigt, dass die Kovarianzmatrix des Residuums im M-Schritt
von der Schitzfehlerkovarianzmatrix des Systemzustandes monoton abhédngt und somit Bedingun-
gen fiir eine zuverldssige Berechnung von @, aufgestellt werden konnen. Hierbei wird allerdings
eine Kenntnis des Systemrauschens vorausgesetzt. Ein dhnliches Konzept wird in zur
Schitzung der Kovarianzmatrizen eines zeitlich unkorrelierten System- und Messrauschprozesses im
Rahmen einer inertialen Navigation angewendet. Die Ausgangslage bildet auch hier die RICCATI-
Differenzengleichung. Es wird gezeigt, dass sich bei einem vernachléssigbar kleinen Messrauschen
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die Schitzungen der Systemrauschkovarianzmatrix asymptotisch den wahren Varianzen anndhern und
umgekehrt die Messrauschvarianzschidtzungen gegen die wahren Werte konvergieren, wenn die Sys-
temrauschvarianzen vergleichsweise klein sind. Auch hier wird Echtzeitfahigkeit berwirkt, indem ein
gleitendes Fenster iiber die letzten Schitzungen des Systemzustandes und der Beobachtungen gelegt
wird.

Auch in der Sprachsignalverarbeitung spielt die Schitzung von Rauschkovarianzmatrizen ei-
ne wichtige Rolle. In und wird der [EM}Algorithmus mit Hilfe des NEWTON-
Iterationsschemas in ein sequenzielles Schitzverfahren tiberfiihrt, so dass z. B. eine echtzeitfidhige
Schitzung der unbekannten Parameter erreicht wird, ohne eine gleitendes Fenster iiber die zuriick-
liegenden Daten legen zu miissen. Dieser Ansatz wird in wieder aufgegriffen, um explizit
die Messrauschkovarianzmatrix im Rahmen einer KALMAN-Filterung zu schitzen, wobei die Be-
obachtungen einem verrauschten cepstralen Merkmalsvektor entsprechen und ein nichtlinearer Zu-
sammenhang zwischen dem Merkmalsvektor der unverrauschten Sprache und den Storungen besteht.
Zusitzlich wird dabei von mehreren linearen dynamischen Zustandsmodellen ausgegangen, zwischen
denen wihrend des Filterprozesses wie beim [[MM}Inferenzalgorithmus ,,geschaltet wird.

Die Autoren von vergleichen eine schwach gekoppelte [KE-Struktur mit der eines so ge-
nannten ,.kompakten®[KF Bei diesem werden simtliche unbekannte Parameter, Position, Geschwin-
digkeit sowie Winkel- und Beschleunigungsfehler, die sich aus den Vibrationen des Objekts erge-
ben, in einem einzigen Filter ohne Riickkopplung verarbeitet. Zur Stabilisierung der Berechnungen,
die sich ggf. auf ungenaue Annahmen hinsichtlich der statistischen Eigenschaften der beteiligten
Rauschprozesse stiitzen, wird ein zeitvarianter Parameter zur Pradiktion der Schitzfehlerkovarianz-
matrix eingesetzt. Dieser ist abhiingig von der Innovationssequenz. Steigt diese an, fiihrt dies zu einer
Verringerung der pridizierten Schitzfehlerkovarianzmatrix und damit zu einer Abnahme der KAL-
MAN-Gewichtungsmatrix. Die Gewichtungsmatrix stellt sich entsprechend den méglichen Anderun-
gen bei den beteiligten Rauschprozessen oder entsprechend der Modellungenauigkeiten adaptiv ein,
welches letztlich wiederum zu einer Verminderung der Positions- und Lageschitzfehler fiihrt.

Zusammenfassung

Der Stand der Forschung und der Stand der Technik wurden in dem vorliegenden Kapitel behandelt.
Ein Schwerpunkt lag dabei auf den Moglichkeiten zur Navigation und Ortung von Fahrzeugen. In
diesem Kontext wurde eine Einfithrung in die verschiedenen Navigationsarten gegeben, was sowohl
die kartenbasierte als auch die satellitenbasierte Navigation einschlie3t. Es konnte des Weiteren ein
Einblick in die fiir eine inertiale Navigation benotigten Sensoren verschafft werden. Dieses betrifft in
erster Linie Drehraten- und Beschleunigungssensoren. Da Sensorfehler im Rahmen einer Filterung
der verschiedenen Sensorsignale eine bedeutende Rolle spielen, wurden diese hier ebenfalls behan-
delt. AuBerdem wurde ein Uberblick iiber die Navigationssysteme gegeben, die auf Messwerte von
integrierten Sensoren beruhen und deren Schétzergebnisse durch die Annahme spezieller Bewegungs-
modelle verbessert werden konnen. Weitere Schwerpunkte dieses Kapitels lagen auf der Betrachtung
von Verfahren zur Fusion verschiedener Sensorsignale, wobei das zentralisierte und dezentralisierte
Filter eine wesentliche Rolle spielen. Das Kapitel schlie3t mit einer kurzen Zusammenfassung aktuel-
ler Verfahren zur Schitzung von Modell- oder Sensorparametern ab, da diese teilweise als unbekannt
und fest, zeitvariant oder Zufallsvariablen aufzufassen sind und daher im Rahmen eines Filterprozes-
ses hiufig nachgefiihrt werden miissen.



Kapitel 3

Wissenschaftliche Ziele

Dieses Kapitel verfolgt die Erlduterung der zwei wesentlichen Ziele: zum einen die Verbesserung der
vertikalen Positionsschédtzung und zum anderen eine verbesserte Modellierung von Messungenauig-
keiten und eine daraus letztlich wieder resultierende zuverldssigere Berechnung der Navigationslo-
sung. Bei der Navigation ist zu beachten, dass in erster Linie die horizontale Positionsgenauigkeit
eine wichtige Rolle spielt, obwohl es auch Situationen gibt, in denen die vollstindige dreidimensio-
nale Positionsschitzung von grofem Vorteil sein kann. Die sensorabhidngigen Messungenauigkeiten
betreffend wurde bereits in erwihnt, dass eine Messung durch verschiedene zeitvariante Ef-
fekte beeinflusst wird. Dies konnen z. B. duflere Einfliisse wie das Vibrieren des Objekts sein, an oder
auf dem der Sensor befestigt ist. Auch der Sensor selbst kann Ursache dieser Ungenauigkeiten sein,
weil thermische Fluktuationen oder andere bauteilabhéngige Effekte die Messungen beeintriachtigen.
Dabher ist es von Interesse, die Ausgangssignale einer IMEl so zu entrauschen, dass fiir eine weitere
Verarbeitung moglichst fehlerfreie Signale zur Verfiigung stehen. Im Folgenden wird die Motivation
zur Untersuchung dieser Problemfelder néher erldutert.

3.1 Verbesserung der Positionsschitzung

Lange Zeit stand die Positionsbestimmung in der horizontalen Ebene im Mittelpunkt, was fiir die
bisherigen Anwendungen auch héufig ausreichend war. Man stelle sich aber die Situation vor, in der
sich ein Fahrzeug in einem Parkhaus mit mehreren Ebenen befindet. Meist stehen dem Navigations-
system in diesem Fall keine Karteninformationen zur Verfiigung, weshalb ein Kartenabgleich nicht
moglich ist. Eine zuverlédssige Information iiber die Hohe, in der sich das Fahrzeug befindet, konnte
jedoch von einem Leitsystem verwendet werden, um das Fahrzeug zum néchsten freien Parkplatz zu
lotsen. Zuverlidssige Hohenmessungen kénnen auflerdem dazu genutzt werden, die Lageschétzung in
einem|[INS|zu verbessern. Die Hohe ist dabei als weitere Stiitzgroe anzusehen, welche die Leistungs-
fahigkeit des Navigationsfilters erhoht und damit Einfluss auf die Schitzgrofen nimmt, die mit der
Hohe korreliert sind. In wird gezeigt, dass ein direkter Zusammenhang zwischen der Position
einer [ME] sowie der Schitzung deren Position iiber die Lage und dem Abstand zwischen der [MEl
und einem Positionsschitzer wie einem [GPSFEmpfinger besteht. Problematisch ist dabei, dass bei ei-
ner falschen Hohenbestimmung auch eine falsche Annahme hinsichtlich der Schwerebeschleunigung
in der Navigationslosung getroffen wird. Ist die Differenz zwischen geschitzter und wahrer Hohe
sehr hoch, so ist die daraus berechnete Schwerebeschleunigung in den meisten Féllen zu gering. Ein
Teil der Schwerebeschleunigung wird dann in der Navigationsberechnung ggf. nicht kompensiert,
was wiederum den Fehler weiter erhoht. Die so genannten SCHULER-Oszillationen beschreiben in
diesem Kontext das Problem, dass durch horizontale Positionsfehler die Schwerebeschleunigung feh-
lerhaft kompensiert wird und somit zu Hohenfehlern fiihrt, denn die Schwerebeschleunigung héingt

27



28 Kapitel 3. Wissenschaftliche Ziele

vom Breitengrad ab (siehe nachfolgendes EI) [FB99]. Ein wissenschaftliches Ziel dieser Ar-
beit ist es demnach, eine zuverldssige und robuste Moglichkeit zur vertikalen Positionsschitzung zu
entwickeln, die auf einer barometrischen Hohenschitzung beruht, und diese zu untersuchen. In der
industriellen Anwendung ist man meistens darauf bedacht, eine moglichst kostengiinstige und flexible
Losung fiir die genannten Probleme zu finden. Neben der Intention, dass das Verfahren zur Hohen-
schitzung auf bereits erprobte Ansétze aufbaut (z. B. indem Kartendaten verwendet werden) ist daher
ein weiteres Ziel, kostengiinstige Hardware einzusetzen. Aus diesem Grund wurde ein barometrischer
[MEMS}Sensor mit einer[Universal Serial Bus (USB)FSchnittstelle der Fa. Toradex verwendet, der die
Temperatur und den Luftdruck misst. Da ein barometrischer Sensor auch dann noch zuverléssige In-

formationen liefern kann, wenn andere StiitzgroBen (z. B. [GPS} Ausfall aufgrund von Signalabschat-
tung) ausbleiben, kann die Stabilitit der Navigationslosung vor allem in den Féllen erhoht werden, in
denen das[INS]autonom arbeiten muss [WenQ7]]. Da auch barometrische Sensoren Skalierungsfehlern
und Biasdriften unterworfen sind, war das Ziel, im Rahmen einer Filterstruktur diese Fehler moglichst
zuverldssig zu schitzen und anschlieBend zu kompensieren, um sie zur Stiitzung eines INS/GPS| ver-
wenden zu kénnen.

In der Literatur werden haufig Filterstrukturen untersucht, die einen Einsatz im realen Umfeld
aufgrund ihrer Komplexitit nicht zulassen [TWO04]. Aus diesem Grund stehen Filter wie z. B. das
[Unscented KALMAN Filter (UKF) oder [Partikelfilter (PF) hier nicht im Mittelpunkt und es wurde auf
einen Ansatz wie den[[MMlInferenzalgorithmus verzichtet [HLO3]. Dagegen wird hier ein[Fehlerfilied
[(FF) zur Bestimmung des Navigationsfehlers eingesetzt, welches den eigentlichen Systemzustand, die
Position und Geschwindigkeit eines Fahrzeugs, aulerhalb des Filters korrigiert. Diese Art der Filte-
rung wird im Bereich der Navigation seit einigen Jahren erfolgreich genutzt. Das hier verwendete
[linearisierte KALMAN-Filter (LKF)| lasst aufgrund seiner Struktur die einfache Beriicksichtigung ei-
ner Bewegungsdifferenzialgleichung zu. Im Vergleich dazu bedeutet ein[KE, welches direkt Position,
Geschwindigkeit und die Lage einer [ME] schitzen soll, einen Mehraufwand, da der Systemzustand

um weitere Komponenten wie z. B. die Beschleunigung erweitert werden muss. Dieses ist in erster Li-
nie auf die Differenzialgleichungen fiir den Orientierungsvektor o und den Geschwindigkeitsvektor
v eines Fahrzeugs zuriickzufiihren, die in[Kap]@ niher behandelt werden.

3.2 Beriicksichtigung von Messungenauigkeiten

Ein ebenso wichtiger Aspekt bei der Filterung inertialer Sensordaten sowie satellitenbasierter In-
formationen ist, dass die dabei auftretenden und zum Teil nicht vorhersagbaren Stérungen fiir ei-
ne effiziente Navigationslosung genau modelliert werden miissen. Diese Effekte lassen sich verein-
fachend durch additive weile GAUSS-verteilte Rauschprozesse reprisentieren, bei denen lediglich
Aussagen iiber die statischen Eigenschaften (erstes und zweites zentrales Moment) getroffen wer-
den miissen. Das Rauschen wird allerdings durch Vibrationen, die nicht mehr aufgeldst werden kon-
nen, oder durch eine unzureichend genaue Modellierung der Fahrdynamik induziert. Haufig han-
delt es sich bei den Vibrationen um Schwingungen mit einer bestimmten Eigenfrequenz, womit das

|[Leistungsdichtespektrum (LDS)|nicht mehr konstant ist und man somit nicht mehr von einem weiflen

Rauschprozess ausgehen kann. Es muss ebenfalls erwihnt werden, dass eine Differenzialgleichung,
die eine Fahrzeugbewegung beschreibt, in einem zeitdiskreten Filter durch eine Taylorreihenentwick-
lung und anschlieBenden Abbruch nach dem linearen Glied approximiert werden kann. Die damit
verbundene Unsicherheit durch die approximative Losung kann sich letztendlich auch in dem Rau-
schen widerspiegeln.
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Zusammenfassend konnen temperaturabhingige, sensorinhdrente oder vibrationsinduzierte Ef-
fekte durch zeitlich korrelierte Rauschprozesse angenédhert werden. Dies muss bei der Filterung ex-
plizit beriicksichtigt werden, da ein [KFl zundchst von weilen Storgrofen ausgeht. Eine Moglich-
keit, korrelierte System- oder Messrauschprozesse zu beriicksichtigen, besteht darin, den System-
zustandsvektor um einen zeitkorrelierten Rauschvektor n, € RP zu erweitern, der sich anhand von
n, =D,-n, ;+n, mitp(n) =N(n;0p,,, Q,)), Vkbeschreiben lésst. Dabeiist Q, := E [nknkT]
die Rauschkovarianzmatrix des mittelwertfreien, weillen GAUSS-verteilten Rauschprozesses, der das
zeitkorrelierte Rauschen n;, treibt.! Da dies sowohl Beschleunigungs- und Drehraten- als auch ggf.
Magnetfeldsensordaten betrifft, wiirde eine solche Erweiterung des Filterzustandsvektors mit einem
hoheren Berechnungsaufwand bei der Filterung einhergehen, was sich vor allem bei der Matrixinver-
sion im Aktualisierungsschritt eines [KH bemerkbar machen wiirde. Dieses hitte u. U. auch Auswir-
kungen auf die Schitzgenauigkeit. Es existiert zudem die Moglichkeit, die Eintrdge einer zeitvarianten
Zustandsiibergangsmatrix selbst im Rahmen der Filterung zu schiitzen [EEM10].

Im Gegensatz zu den genannten Verfahren soll hier das Ziel verfolgt werden, zeitliche Korrela-
tionen ohne eine Erweiterung des Filters zu beriicksichtigen. Dabei wird das Rauschen n, weiterhin
durch eine Gleichung wie oben beschrieben und zusétzlich eine als zeitvariant angenommene Ko-
varianzmatrix Q, kz parallel zum Filterprozess geschitzt. Dazu soll ein Schitzverfahren hergeleitet
werden, das auf einem bereits etablierten Verfahren, dem so genannten [EM}Algorithmus aufbaut, der
in seiner urspriinglichen Form jedoch nicht fiir eine echtzeitfihige Verarbeitung geeignet ist, sondern
die dafiir notwendigen Beobachtungen blockweise erwartet. Das bedeutet, dass eine ausreichende
Anzahl an Beobachtungen zur Losung des Schitzproblems erst vorhanden sein muss. Durch eine
angepasste Formulierung des Schétzproblems kann dieses Verfahren in einen sequenziellen Algorith-
mus iiberfithrt werden. In der vorliegenden Arbeit wird dies in[Kap JZlim Detail vorgestellt. Ein Vorteil
liegt darin, dass der prisentierte Ansatz anndhernd echtzeitfdhig ist. Zusétzlich kann eine fehlerhafte
Annahme der Varianzen oder eine falsche Initialisierung der Parameter auf diese Weise kompensiert
werden. Hierbei sei allerdings angemerkt, dass sich Vibrationen nicht ausschlieBlich in der Kovari-
anzmatrix des Messrauschens widerspiegeln miissen, sondern dass das gesamte Modell zur Beschrei-
bung der zeitlichen Korrelationen betrachtet werden sollte. Der Erwartungswert ldsst sich zwar i. d. R.
durch einen empirischen Mittelwert annihern, dieser dndert sich jedoch in Abhéngigkeit der Linge
des Beobachtungsintervalls und des Mittelwerts des zugrunde liegenden Rauschens 7. Ebenso spielt
es eine Rolle, ob die Zustandsiibergangsmatrix D,, als zeitvariant oder zeitinvariant angenommen
wird.

Zur Veranschaulichung der zeitlichen Korrelationen betrachten wir[AbbJ3.1] In den Teilbildern|[(a)]
und [(c)] sind die ungefilterten Ausgangssignale der Drehraten- und Beschleunigungssensortriade und
in den [ADD] und die Verldufe von geschitzten Standardabweichungen angenommener
[GAUSS-MARKOV-Prozesse (GMP)|erster Ordnung einer|Miniature Tracker inertial (MTi)FSensorein-
heit iiber der diskreten Zeit t, := t(k) = k - Aty aufgetragen, wobei Aty das Abtastintervall

der IMElist. Zu dieser Sensoreinheit werden in weitere Untersuchungsergebnisse prisentiert.
Es sind beispielhaft einzelne Phasen eingezeichnet, in denen das Fahrzeug wihrend einer Messauf-
nahme entweder still gestanden hat (ohne und mit laufendem Motor, bezeichnet als Phase ]50 und
Phase ]-E’M) oder in denen sich das Fahrzeug bewegt hat (Phase ]53). Bei den iibrigen Abschnitten

'In dieser Arbeit wird auf eine Unterscheidung zwischen der Zufallsvariablen und der Realisierung verzichtet, es sei
denn, aus dem Kontext ist nicht ersichtlich, um was es sich handelt. Dies gilt fiir die Berechnungen von Erwartungswerten
(notiert durch E [...]), Varianzen (notiert durch V[. ..]) und Verteilungsdichtefunktionen (notiert durch p (...)).

’Der zusitzliche Index k kennzeichnet die Zeitvarianz.
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traten mehrmalige Wechsel zwischen den Bewegungsphasen auf. Sie wurden aus Griinden der Uber-
sichtlichkeit nicht kenntlich gemacht. Bei den dargestellten Signalausschnitten lag hauptsédchlich eine
asphaltierte StraB3e vor, wodurch geringere Vibrationen hervorgerufen wurden als bei einer Fahrt tiber
Kopfsteinpflaster. Das Schitzverfahren, das hier eingesetzt wurde, basiert auf der Berechnung von
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Abbildung 3.1: Typische Ausgangssignale einer M7i-Sensoreinheit und geschitzte Parameter zeitkor-
relierter Rauschprozesse

Differenzen aufeinanderfolgender Messwerte. Dies wird in [Kap][7l genauer erldutert [Wen07|]. Die
Parameter dn 4 und cin i, bezeichnen hier die Schitzungen der Diagonalkomponenten der als zeit-
variant angen%mmenen Matrix D,, ;» welche jeweils drei Komponenten des Beschleunigungs- und
Drehratensensormodells enthilt. Die Parameter &nw 5, und 6%7 ;. entsprechen der Wurzel der jeweili-
gen Diagonalkomponenten der geschitzten Kovarianzmatrix an e

Aufgrund einer nicht waagerechten Anfangsausrichtung der[M7il-Sensoreinheit teilt sich die Schwe-
rebeschleunigung auf die z- und die z-Achse auf, woraus Nullpunktfehler resultieren, wie in
[ABBIB.T][(c)] zu sehen ist. Diese werden spiter im Vorfeld der Signalverarbeitung kompensiert. Der
Ubergang zwischen der Ruhephase ]50 und PM ist bei den Drehratensensorsignalen im Gegensatz
zum Ubergang von PM nach ]53 kaum zu erkennen. Eine Ursache dafiir ist eine zu den Beschleu-
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nigungsmessern vergleichsweise geringe Auflosung. Bei diesen ist der Unterschied zwischen ]50
und PM jedoch in dem vergroBerten Ausschnitt zu erkennen. Auch die Schitzungen in der rech-
ten [ABbJB.TI[() weist an dieser Stelle auf zusiitzliche Vibrationen hin. In der Phase P wird bei den
Drehratensensoren hauptsichlich die nach oben gerichtete z-Komponente beeinflusst, da diese die
eigentliche Drehbewegung des Fahrzeugs in der horizontalen Ebene beinhaltet. Starke Signalschwan-
kungen in dieser Komponente sind im Wesentlichen auf die Vibrationen der Karosserie aufgrund der
Straf3e und des Motors zuriickzufiihren. Gleiches gilt fiir die Messungen dibb7 »k und dibb% i

Betrachtet man an dieser Stelle im Vorgriff auf die spiteren Untersuchungsergebnisse die ge-
schitzten Parameter des der [MTi}Sensoreinheit in [AbbJB.1I[(b)} welche auf Basis der genann-
ten Messwertdifferenzen bestimmt wurden, so wird deutlich, dass diese einen zeitvarianten Verlauf
unter der Annahme einer zeitvarianten Zustandsiibergangsmatrix Dn, . aufweisen. Die Parameter in
Phase }50 stimmen dabei mit denen im Datenblatt des Sensors iiberein, wihrend sie jedoch in den
Phasen ]5M und ]53 um ein Vielfaches ansteigen. In Phase IBB fallen des Weiteren Signalausschnitte
auf, in denen die Parameter deutlich abfallen. Hierbei kam das Fahrzeug an einer Ampel zum Stehen,
womit eine Phase PM vorlag.

Motivierend fiir das im Rahmen dieser Arbeit entwickelte Verfahren zur Schitzung zeitvarianter
Varianzen war, den [EMIAlgorithmus, der in seiner urspriinglichen Form blockweise arbeitet, aber
aufgrund seiner durch die Literatur belegte Leistungsfihigkeit [HLO3] zuverlissige Schiitzergebnis-
se liefert, in ein sequenzielles Verfahren zu iiberfithren. Dabei sollten die Parameter auf Basis des
eingesetzten System- bzw. Messmodells geschitzt werden, so dass sie letztendlich unabhidngig von
einer moglichen Vorverarbeitung sind. Im Rahmen des in dieser Arbeit eingesetzten Filterverfahrens
soll auf diese Weise in erster Linie eine langfristige Stabilisierung des inertialen Navigationssystems
erreicht werden. In wird gezeigt, dass systembedingt nicht sdmtliche Effekte dabei beriicksich-
tigt werden konnen, da ein schwach gekoppeltes Navigationssystem dies aufgrund der Abhéngigkeit
von weiteren Sensorinformationen nur eingeschrinkt zuldsst. Das betrifft u. a. die abtastwertweise
Korrektur von sehr kurzzeitig auftretenden Storungen in der Navigationslosung.

In werden aulerdem weitere Analysewerkzeuge angegeben, mit denen sensorspezifische
Parameter, die seitens der Hersteller in Datenblittern vorgegeben sind, iiberpriift werden konnen.
In wird auch ein weiteres sequenzielles Verfahren vorgestellt, das empirisch den Mittel-
wert und die Varianz eines ergodischen Prozesses schitzt. Es wird allerdings gezeigt, dass dieses nur
nidherungsweise die fiir die Filterung benotigten Parameter schitzen kann, da das verwendete System-
modell bei diesem Ansatz unberiicksichtigt bleibt.

Zusammenfassung

In diesem Kapitel wurden die wissenschaftlichen Ziele dieser Arbeit definiert. Dabei wurde einerseits
begriindet, warum eine vertikale Positionsschitzung von Fahrzeugen ebenso wichtig sein kann wie
die horizontale Positionsschitzung. Aulerdem wurde aufgezeigt, dass bestimmte Sensorparameter
in der Realitiit durch ein zeitinvariantes Modell nur approximativ beschrieben werden kdnnen, wo-
durch die Kompensation von Fehlern durch den Filteralgorithmus erschwert wird. Daher wurde neben
bisherigen Losungsansitzen aus der Literatur ein Verfahren motiviert, das auf der Voraussetzung von
zeitvarianten Rauschkovarianzmatrizen beruht. Dieses kann zeitliche Korrelationen im Filterungspro-
zess beriicksichtigen, ohne das Rauschen explizit schitzen zu miissen. Auf diese Weise bleibt einer-
seits die Kausalitdt bei der Signalverarbeitung gewahrt, andererseits reduziert sich der Filteraufwand
durch eine geringere Dimension des Zustandsvektors.
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Kapitel 4
Grundlagen der gekoppelten Navigation

Das vorliegende Kapitel behandelt die Grundlagen der inertialen Navigation. Dabei werden zunéchst
die unterschiedlichen Koordinatensysteme vorgestellt, die fiir Navigationsaufgaben von entscheiden-
der Bedeutung sind. Dies schlieBt auch eine geeignete Modellierung der Erdform ein. AnschlieSend
werden verschiedene Hohenangaben definiert. Um Messwerte, die in unterschiedlichen Koordinaten-
systemen angegeben werden, auf eine gemeinsame Basis zu beziehen, wird ein detaillierter Uberblick
zur Transformation solcher Daten gegeben. Dabei stehen die Eulerwinkel- und Quaternionenparame-
trisierung im Vordergrund. Es wird auferdem der Strapdown-Algorithmus vorgestellt, mit dessen Hil-
fe aus inertialen Sensordaten Position und Geschwindigkeit berechnet werden kénnen. Hinzu kommt
eine genaue Betrachtung und Modellierung inertialer Sensorfehler. Die Kombination mit Daten eines
[GPSFEmpfingers bildet die Basis fiir das implementierte [Fehlerfilter (FF), dessen Herleitung dieses
Kapitel abschlief3t.

4.1 Inertiale Messtechnik

Der Begriff ,,inertia“ in [NS|bedeutet ,, Trigheit“ und zeigt, dass hierbei das Prinzip der Massentriigheit
von Korpern gegeniiber linearen und rotatorischen Bewegungen ausgenutzt wird. Wie beschrieben,
dienen sowohl Beschleunigungsmesser als auch Kreisel, die Richtungsinformationen liefern, als Sen-
soren. In der vorliegenden Arbeit werden jeweils drei Beschleunigungsmesser und drei Drehraten-
sensoren verwendet, um die notigen Informationen in drei Freiheitsgraden zu liefern. In modernen

[Kraftfahrzeugen (KFZ)[sind bereits inertiale Sensoren zur Detektion von Driftbewegungen des Fahr-
zeugs vorhanden. Dabei handelt es sich um kostengiinstige MMEMS+Sensoren im [ABS

Wie in bereits erortert, unterscheidet man i. d. R. zwei Typenklassen, die den Aufbau und
die Funktionsweise eines [[NS|charakterisieren:

e Plattformsystem: Die Sensoren befinden sich in einer raumfesten Lage beziiglich des Inertial-
raumes oder auch des erdorientierten Systems (siche [KapJ&.1.T). Ihre Lage ist unabhingig von
der eigentlichen Fahrzeugbewegung, da sie durch eine kardanische Aufhingung vollstindig von
dem Fahrzeug entkoppelt sind. Ein solches System ist aufgrund der notwendigen Mechanik und
der relativ hohen Anfilligkeit gegeniiber Ausféllen mit hohen Kosten verbunden [[CraO1].

e Trigerorientiertes System: Das trigerorientierte (engl. Strapdown) System ist im Gegensatz
zum Plattformsystem fest mit dem Trigersystem verbunden. Sdmtliche Bewegungen des Fahr-
zeugs werden daher von der Messeinheit erfasst. Dies schlieft auch unerwiinschte Vibratio-
nen ein, welche dann in einer zum Teil aufwindigen Nachfilterung eliminiert werden miissen

TWO4].
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Die beiden genannten Systeme lassen sich zusitzlich dahingehend klassifizieren, ob es sich um eine
hochgenaue Anwendung handelt oder ob ein gewisses Fehlermal} tolerierbar ist. Von hochgenauen
Anwendungen spricht man i.d.R. , wenn der Fehler ohne externe Stiitzung bei weit unter 1sm/h
(Seemeile pro Stunde) liegt, also unter 1852 ™/n. Bei Systemen mittlerer Genauigkeit liegt die Posi-
tionsabweichung bei ca. 1 sm/h und bei Systemen niedriger Genauigkeit bei bis zu mehreren Kilome-
tern pro Stunde. [TabJ&.1] fiihrt die unterschiedlichen Klassen gemiB Positions- und Winkelerfassung
im Detail auf [CraOll]. In der hohen Genauigkeitsklasse sind fast ausschlieBlich Plattformsysteme

Zeitliches Niedrige Mittlere Hohe

Intervall | Systemgenauigkeit | Systemgenauigkeit | Systemgenauigkeit
g 1h 100km ... 300 km 1km...3km 300m... 500 m
i§ 1 min 30m...50m 0,5m...3m 0,3m...0,5m
g 1s 0,3m... 0,5m 0,02m... 0,1m 0,0lm...0,02m
20 1h 1°...3° 0,01°...0,05° 0,003°... 0,008°
Eﬁ 1 min 0,2°...0,3° 0,004°... 0,005° 0,0003°... 0,0005°
%) 1s 0,01°...0,03° 0,003°... 0,004° <0,0003°

Preis in € 1000... 5000 10000... 100000 | 100000... 1000000

Tabelle 4.1: Genauigkeitsklassen inertialer Navigationssysteme

zu finden, wihrend fiir mittlere und niedrigere Genauigkeiten meist trigerorientierte Systeme ver-
wendet werden. Seit einigen Jahren geht der Trend aber auch in der oberen Klasse immer mehr zu
trigerorientierten Systemen, da sie giinstiger zu realisieren sind und Bauformen geringeren Ausmales

aufweisen.

4.1.1 Koordinatensysteme

In einem [NS| werden Informationen aus unterschiedlichen Quellen gewonnen, die wiederum auf ver-
schiedene Koordinatensysteme bezogen sind. Daher ist es notig, diese fiir eine kollektive Verarbeitung
in ein gemeinsames Koordinatensystem zu transformieren. Im Folgenden sollen die Koordinatensys-
teme vorgestellt werden, die im Bereich der Navigation eine wichtige Rolle spielen.

Eine Ubersicht iiber die giingigsten vier Systeme wird in [AbbJE.T] gegeben. Das beispiels-
weise benotigt keinen Bezugspunkt auf der Erdoberfliche. Es gibt die Position im so genannten
|Earth-Centered Earth-Fixed (ECEF)-Koordinatensystem an. Dieses hat seinen Ursprung im Erdmit-
telpunkt bzw. dem Geozentrum. Ein Beschleunigungsmesser und ein Gyroskop allerdings messen
ihre Daten in ihrem korpereigenen System bezogen auf das inertiale Koordinatensystem. Auch dieses
hat seinen Ursprung in der Mitte der Erde. Um die verschiedenen Messdaten in Einklang zu bringen,
wird haufig das Navigationskoordinatensystem verwendet, welches seinen Ursprung an einem vorab
definierten Ort auf der Erdoberfldche hat:

o [nertiales Koordinatensystem (i-Rahmen): Das Zentrum des inertialen Koordinatensystems,
auch i-Rahmen genannt, liegt im Erdzentrum. Die Achsen des Systems sind jedoch nur in
Bezug auf die Sterne als fest anzusehen. Die Erde ist demnach ein Objekt, welches sich im
Koordinatenursprung dreht, das System selbst bewegt sich jedoch nicht mit.

e Erdbezogenes Koordinatensystem (e-Rahmen): Das erdbezogene [ECEF}System, welches auch
als e-Rahmen bezeichnet wird, hat ebenso wie der i-Rahmen seinen Ursprung im Erdmittel-
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z'=z° n

Meridian

L/

Abbildung 4.1: Koordinatensysteme: inertial (i-Rahmen), erdbezogen (e-Rahmen) und lokal (n-
Rahmen)

punkt. Seine x- und seine y-Achse drehen sich jedoch mit der Erde. Die x-Achse schneidet
dabei genau den Greenwich-Meridian und den Aquator. Das[GPS}System ortet Objekte auf der
Erdoberfldche in diesem Koordinatensystem, weil die Satelliten in geostationdren Umlaufbah-
nen um die Erde kreisen. Gegeniiber dem i-Rahmen rotiert der e-Rahmen mit der Erddrehrate

Q2 aus[Tab]4.2]

e Navigationskoordinatensystem (n-Rahmen): Das Navigationskoordinatensystem ist das Sys-
tem, in welches die GroBen der Messinstrumente hiufig umgerechnet werden, so dass eine
gemeinsame Ausgangsbasis fiir die weiteren Berechnungen vorhanden ist. Der Ursprung liegt
auf der Erdoberfliche und ist vorab definiert. Die Achsen weisen von dort aus in Nord- bzw.
Ostrichtung sowie zum Erdmittelpunkt. Aus diesem Grund wird auch vom lokalen

|[North-East-Down (NED)Koordinatensystem gesprochen. Durch eine einfache Transformation
erhilt man aus dem [NEDKoordinatensystem das [East-North-Up (ENU)FKoordinatensystem,
welches sich lediglich durch die in entgegengesetzte Richtung (entgegen der Schwerebeschleu-
nigung) definierte z-Achse (Aufwirtskomponente) unterscheidet.

e Korperbezogenes Koordinatensystem (b-Rahmen): Der Ursprung des korperbezogenen Sys-
tems ist, wie der Name schon sagt, durch den Korper (mit dem das Messintrument fest verbun-
den ist) selbst definiert. Die Achsen sind dementsprechend durch den Messsensor vorgegeben.
Die Ausrichtung der Achsen dndert sich durch die Gier-, Nick- und Rollbewegung des Korpers.
Eine [ME misst Beschleunigungen und Drehraten des b-Rahmens beziiglich des i-Rahmens, da
u.a. auch die Erddrehrate erfasst wird. In der Praxis ist zu beachten, dass eine vollstdndige
Orthogonalitidt zwischen den Achsen nicht gewéhrleistet ist. Dies wird jedoch hiufig vernach-
lassigt. Nur bei Anwendungen mit hohen Genauigkeitsanforderungen wird durch eine softwa-
rebasierte Nachbearbeitung versucht, die Orthogonalitit zu verbessern.

Inertiale Sensoren erfassen ihre Messwerte im korperbezogenen System, dem b-Rahmen, bezogen auf
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das inertiale System i. Dies wird nachfolgend durch die beiden tiefgestellten Indizes ib einer skala-
ren Grofe oder Vektorgrofe symbolisiert. Der obere Index bezeichnet dabei das Koordinatensystem,
in dem die Grofle angegeben ist. Ein von einem Sensor gemessener Beschleunigungsvektor konnte
beispielsweise durch aj;, in Koordinaten des e-Rahmens angegeben werden.

Wie oben beschrieben, werden [GPSIKoordinaten im e-Rahmen angegeben. Dieses geschieht je-
doch nicht direkt durch Angabe in z°-, y°- und 2°-Koordinaten, sondern mittels des Lédngengrads A,
des Breitengrads ¢ und der Hohe h iiber [Normalnull (NN)| beziiglich eines definierten Erdellipsoids.
Man spricht dabei auch von geoditischen [Longitude-Latitude-Height (LLH ) Koordinaten. Die Hohe
wird dabei im Folgenden in Richtung Sterne als positiv angegeben. In der Literatur ist dies teilweise

auch in entgegengesetzter Richtung iiblich.

Der gingigste Referenzellipsoid wurde im Jahre 1984 durch das geodétische Referenzsystem bzw.
dem festgelegt [HWLWO7]. Dieses besteht aus einer Bezugsoberfliche, die der Erdoberfld-
che grob angepasst ist: einem detaillierten Modell fiir die von der idealisierten Form abweichenden
Erdfigur (Geoid) und einem so genannten Referenzrahmen. Es handelt sich dabei um zwolf tiber der
Erde verteilte Fundamentalstationen, mit deren Hilfe der Bezug zwischen den genannten Modellen
und der Erdkruste durch Angabe von zeitabhingigen Koordinaten definiert wird. enthilt die
wichtigsten Parameter, iiber die das Referenzsystem bestimmt ist [WenQ7]. Die Schwere- und die

Bezeichnung Symbol | Wert
Halbachse des Ellipsoids (grof3) a 6378,137 km
Halbachse des Ellipsoids (klein) b a(l — fy) = 6356,7523142km
Abflachung des Ellipsoids fo 1-— g = 298,257 223563 - 10!
Exzentrizitit des Ellipsoids eo V(2= f,) =8,18191908426 - 102
Kriimmungsradius (Nord-Siid) R, au_e?)zini‘%(pw
Kriimmungsradius (Ost-West) R, W
Durchschnittlicher Kriimmungsradius | R, \/ R, R,
Erddrehrate Q 7,292 115 - 1075 rad/q
Gravitationskonstanten 90 9,780 318 m/s2

91 5,3024 - 1073

o 5,9-1076

Tabelle 4.2: Parameter des WGS84-Referenzsystems [Wen0O7|

Zentripetalbeschleunigung bleiben von der nun nicht mehr als kugelformig angenommenen Erdform
im Wesentlichen unberiihrt. Lediglich die z-Komponente des Schwerebeschleunigungsvektors liefert
einen Beitrag ungleich Null:

0
(1) = 0 e @.1)
9o (14 91 sin(o(0)) + 550 (20(1))) (- 247)

Man erkennt, dass die Gravitation ortsbezogen und zeitabhéngig ist, da sie vom Breitengrad o(t)
und von der Hohe A(t) abhingt. Es sollte jedoch bedacht werden, dass der lokale Schwerebeschleu-
nigungsvektor aufgrund der angendherten Form der Erde nicht zwangslidufig zum Erdmittelpunkt
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weist. Im Falle eines vereinfachten Erdmodells, z. B. einer Kugelform, ldsst sich die Gravitation in
2-Richtung auf die Konstante g, reduzieren.

4.1.2 Hohendefinitionen

In den bisherigen Betrachtungen wurde davon ausgegangen, dass die Hohe eine fest definierte Grofie
ist. Es existieren allerdings verschiedene Moglichkeiten, eine Hohe anzugeben, die sich im Wesent-
lichen durch den verwendeten Bezugspunkt unterscheiden. zeigt den Vergleich zwischen
den unterschiedlichen Hohendefinitionen, die im Rahmen der vorliegenden Arbeit beachtet werden
miissen.

Erdoberfliche

Ellipsoid /

Abbildung 4.2: Vergleich von ellipsoider und geoider Hohe

Hohe iiber dem Ellipsoid Im [WGS84}Referenzmodell ist die Form der Erde durch ein Ellipsoid
approximiert, das einem idealen Meeresspiegel angepasst ist. Die Hohe iiber dem Ellipsoid hellip be-
zieht sich demnach auf die Hohe iiber dem idealen Meeresspiegel. Dieser ist dabei ausschlielich
durch die Gravitation und die Zentrifugalkraft der rotierenden Erde definiert. Allerdings wird der
Meeresspiegel auch durch eine ungleiche Massenverteilung auf der Erde beeinflusst, weshalb die An-
nahme ungenau ist. Daraus resultiert, dass die Hohe iiber dem Ellipsoid, wie sie meist auch von einem
[GPSIEmpfinger angegeben wird, i. Allg. nicht der wahren Hohe iiber dem Meeresspiegel entspricht.

Hohe iiber dem Geoid Es wird versucht, die genannte Problematik bei der Ellipsoidhdhe durch
das so genannte Geoidmodell auszugleichen [NAS96]. Hierbei werden die lokalen Abweichungen
des Meeresspiegels beriicksichtigt, so dass eine genauere Angabe der realen Hohe ermdglicht werden

kann. Die Abweichungen zwischen einer ellipsoiden Hohe A ;. und der Geoidhohe hgeoid konnen da-

ellip
bei bis zu +110 m betragen. Heutige[GPSFEmpfinger konnen intern mittlerweile auch die Geoidhohe
anndhernd berechnen, weil sie auf das entsprechende Modell zuriickgreifen konnen. Da es eine Reihe
unterschiedlicher Modelle gibt, konnen diese Geoidhohen allerdings von Empfianger zu Empfanger

abweichen.

Geopotentielle Hohe Die geopotentielle Hohe Ay, ist ein Sonderfall, der in [ADb) nicht auf-
gefiihrt werden kann. Diese Hohe wird durch den Quotienten der Energie, die benotigt wird, um ein

Objekt von Meereshohe auf eine geometrische Hohe h zu heben, und einer Schwerebeschleuni-

geom
gung g, definiert, welche auf der jeweiligen Meereshohe als konstant angenommen wird:

geom

1
higeop = — / g(h) dh. 42)
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Durch diese Definition kann in der inertialen Navigation, statt mit der vereinfachten Annahme einer
konstanten Schwerebeschleunigung, mit ortsabhéngigen Schwerebeschleunigungen gerechnet wer-
den, was wiederum zu hoheren Genauigkeiten fiihrt. Durch Auswertung von #.2) folgt mit Be-
riicksichtigung des [WGS84-Modells:

Ry hyeom
Pgegy = 200 (4.3)
Beop R0+h’geom

4.2 Bezugssystemtransformation

Da in den vorangegangenen Abschnitten die notigen Koordinatensysteme vorgestellt wurden, sollen
im Folgenden die Verfahren betrachtet werden, wie Informationen, die in einem System erfasst wur-
den, in ein anderes Koordinatensystem iiberfiihrt werden kénnen. Die Transformationsmatrix die eine
Uberfithrung von dem Bezugssystem ®.,, zu dem Bezugssystem @, erlaubt, soll mit C ! bezeichnet
werden und gehort zu der Gruppe der orthonormalen Matrizen [Dam99||: Eine quadratlsche und reell-
wertige Matrix C<I> von der Ordnung D ist dann orthonormal, wenn sie regulr ist und C* = C~!
gilt. Daraus resultlert dass C-CT =CT.C =1, p, wobei I, , die Einheitsmatrix der Dimension

[D x D] ist.® Dieses bedeutet, dass die Zeilen- und Spaltenvektoren ein Orthonormalsystem im R”
bilden. Betrachtet man in diesem Zusammenhang zwei orthonormale Matrizen C; und C,, so sind
auch deren Inversen C; ' und C; ' und deren Produkt C, - C, orthonormal. Des Weiteren gilt fiir jede

orthonormale Matrix nach (B.3) im Anhang, dass det{C} = +1, denn det{C” - C} = 1 [Wen07]].

P

Fiir die Transformation eines Richtungsvektors s®2 von einem Koordinatensystem ®, in ein an-

deres Koordinatensystem ®; wird nun folgende Berechnung durchgefiihrt:

sP1=Cyl - s%2. (4.4)

Die Matrix Ci; wird auch als [Richtungskosinusmatrix (RKM)| bezeichnet, denn jedes Element der

Matrix ldsst sich durch den Kosinus des jeweiligen Winkels zwischen den dazugehdrigen Koordi-
natenachsen von @, und ®, beschreiben [JekOI]]. Es sei erwihnt, dass Vektoren und die damit zu-
sammenhingenden Vektoroperationen unabhingig vom Koordinatensystem sind, wenn diese iiber
(@.4) miteinander verkniipft sind.

4.2.1 Eulerwinkelparametrisierung

Im letzten Abschnitt wurde die Vektortransformation auf Basis einer orthonormalen Rotationsmatrix
erldutert. Diese besitzt i. d. R. neun Variablen, wovon allerdings aufgrund der Orthonormalitiit nur drei
unabhiingig sind. Das Prinzip der Grundrotation, welches verwendet werden kann, um Transforma-
tionen zwischen zwei orthonormalen Koordinatensystemen mit drei Parametern durchzufiihren, wird
daher im Folgenden betrachtet.

Die Grundrotation ermoglicht es, Rotationstransformationen von Vektoren zwischen zwei Koor-
dinatensystemen durchzufiihren. Die drei folgenden orthogonalen Matrizen beschreiben jeweils eine
Rotation um eine Koordinatenachse, so dass spitestens nach Anwendung aller drei Grundrotationen

*Im Folgenden wird durch die Indizierung » p eine Matrix der GroBe [D x D] bzw. durch p, ein Vektor der Dimen-
sion [D x 1] bezeichnet. D sei dabei eine allgemeingiiltige Dimensionsgrofe.
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um die Winkel ¢, # und 1, ein Koordinatensystem in ein anderes iiberfiihrt ist:

1 0 0 cos(f) 0 —sin(6)
C.(¢):= [0 cos(¢) sin(¢) |, C,(0):= 0 1 0
0 —sin(¢) cos(¢) sin(d) 0 cos(9)
Rotation um die x-Achse Rotation um die y-Achse
cos(yp) sin(¢p) O
C.(¢) == | —sin(yp) cos(y) 0. 4.5)
0 0 1

Rotation um die z-Achse
In der Literatur sind weitere Grundrotationen zu finden, die allerdings zum gleichen Er-
gebnis fithren. Da die Matrixmultiplikation keine kommutative Operation ist, ist auch die Rotati-
onssequenz nicht kommutativ, d. h. dass z. B. fiir zwei beliebige Bezugssysteme ®; und ®, die Un-
gleichung Ci; = C,(¢) - C,(0) # C,(0) - C,(¢) gilt. Allerdings kann dieselbe Gesamtrotation

durch unterschiedliche Rotationssequenzen beschrieben werden, so dass Ci; = C,(¢) - C,(0) =
C,(0")-C,(¢') gilt, wobei ¢ # ¢" und 6 # 6. Es existieren also keine einheitlichen Rotationswinkel.
Die Kenntnis der Rotationsreihenfolge ist daher von entscheidender Bedeutung.

Es soll nun die Grundrotation in Bezug auf die bereits eingefiihrten und in der Navigation iiblichen
Koordinatensysteme betrachtet werden.

Transformation zwischen dem ECEF-Koordinatensystem und dem NED-Koordinatensystem
Es wird ein Vektor betrachtet, der in[ECEF}Koordinaten bzw. im e-Koordinatensystem angegeben ist
und in das Navigationskoordinatensystem n transformiert werden soll. Dazu sind zwei Grundrotatio-
nen notwendig, wie auch anhand von[AbbJ4.T] zu erkennen ist [FB99]. Die Rotation um die z¢-Achse
ist notig, um eine neue Ausrichtung der y°-Achse zu erreichen, welche jetzt mit y¢' bezeichnet wird.
Sie ist gemiB[GL] @.3)) definiert durch

cos(A) sin(A) 0
C.(A\) = | —sin(A) cos(A) 0], (4.6)
0 0 1

wobei \ wieder die geografische Linge des Koordinatenursprungs des Navigationskoordinatensys-
tems in [rad] ist. Anschliefend wird eine Rotation um die neue ye/—Achse vorgenommen, um die
2¢-Achse neu auszurichten. Diese wird nun mit z¢” bezeichnet. Die zweite Rotation ist definiert durch

- cos(p+%) 0 sin(p+3) —sin(p) 0  cos(p)
c, (— <cp + 5)) - 0 1 0 - o 1 o |,
—sin(p+3%) 0 cos(p+3) —cos(p) 0 —sin(yp)

4.7
wobei ¢ die geografische Breite des Koordinatenursprungs vom n-Rahmen in [rad] ist. Fiir die Rota-
tionssequenz folgt schlieBlich:

- —sin(p) cos(A)  —sin(p)sin(A)  cos(y)
cri=c, (— (gp + 5)) C.0) =] —sin(\) cos(N) 0 |. @8
—cos(p) cos(A)  —cos(p)sin(A) —sin(p)
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Fiir die Transformation eines Geschwindigkeitsvektors v{j in das Navigationskoordinatensystem ist
demnach die Operation v = Cg - v{ notig. Die Riicktransformation kann aufgrund der Orthonor-
malitit der Matrix mit C¢ = (C)~! = (C)” vorgenommen werden.

Transformation zwischen dem korperbezogenen und dem NED-Koordinatensystem Im vor-
herigen Abschnitt wurden lediglich zwei Grundrotationen benétigt. Bei der Transformation eines
Vektors vom korperbezogenen Koordinatensystem in das [NEDIKoordinatensystem wird i. d. R. eine
Sequenz, bestehend aus allen drei Grundrotationsmatrizen, benétigt. [Abbl[4.3] zeigt, wie ein kor-
perbezogenes Koordinatensystem mit Hilfe von drei Eulerwinkeln in das [NED}Koordinatensystem
iiberfiihrt werden kann. Die erste Drehung findet dabei in der 2°yP-Ebene um den Winkel 1/ mit

Abbildung 4.3: Transformation mit Hilfe von Eulerwinkeln

Hilfe von C, (7)) statt. Dementsprechend wird im zweiten Schritt das daraus resultierende Koordi-
natensystem mit den neuen Achsen 2/, ¢/ und 2’ = 2 mittels C,(0) transformiert, so dass man die
Achsen z” = 2,y = ' und 2" erhilt. Die Rotation beschreibt also eine Drehung in der z’2’-Ebene.
SchlieBlich fehlt noch die Drehung in der y”2”-Ebene durch C,(¢). Es wird wiederum deutlich, dass
die Reihenfolge der Drehungen durch die umgekehrte Reihenfolge der Matrixmultiplikationen fest-
gelegt wird. Die Eulerwinkel ¢, 6 und 1) entsprechen in diesem Fall den so genannten Roll- (engl.
roll), Nick- (engl. pitch) und Gierwinkeln (engl. yaw). Der Gierwinkel wird hédufig auch als Azimuth
bezeichnet und der Nickwinkel als Elevationswinkel. Fiir die Gesamtrotation zur Transformation des
Vektors vj; in den Vektor VR) und umgekehrt folgt demnach:

vh = C,(¢) - C,(0) - C,(v) - v}
=Ch.vh, 4.9)
wobei

c(0)c(¥) c(0)s(y) —s(0)
Cp = | s(0)s(9)c(v) — c(9)s(v) s(8)s(d)s(¥) + c(d)e() c(8)s(9) (4.10)
s(0)c(@)c(v) + 5(d)s()  s(0)c(9)s(¥) — s(@)e(h)  c(f)c(9)

mit den abkiirzenden Schreibweisen c¢(v, 0, ¢) := cos(v, 0, ¢) und s(1), 0, @) := sin(, 0, ¢) gilt.
Neben den bisherigen Vorschriften zur RKM] sei angemerkt, dass sich CP auch durch die Multi-
plikation von C¢ mit der RKM] CP berechnen lisst, was hiufig eine niitzliche Eigenschaft in den
Navigationsberechnungen ist. Analoges gilt fiir andere Rotationsmatrizen. In der inertialen Navigati-
on ist vor allem die Matrix C§ zur Riicktransformation wichtig, fiir die C} = (CE) — (CE)T gilt,
weil die Zeilen und Spalten von C§ jeweils orthogonal zueinander sind.
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Transformation zwischen dem inertialen und dem erdbezogenen Koordinatensystem FEin Son-
derfall ist die Transformation eines Vektors vom i-Koordinatensystem in das e-Koordinatensystem.
In der Regel ldsst sich auch die RKM| C{ durch drei Einzelmatrizen beschreiben. Wie bereits in
[Kap]H. 1.1l angefiihrt, besitzen beide Systeme den gleichen Koordinatenursprung und unterscheiden
sich lediglich in einer Drehung um die z'-Achse (siehe [AbbJE.T)). Es finden keine Rotationen um die
z'- und y'-Achse statt. Aus diesem Grund ldsst sich die Matrix C¢ auch ausschlieBlich durch C, (1))
mit

cos(yp) sin(¢h) 0
C{:=C,(¢) = | —sin(y) cos(y) 0 4.11)
0 0 1
beschreiben.
Im Umkehrschluss konnen anhand der RKM] die Eulerwinkel zuriickgewonnen werden [TW04],
denn es gilt:
sin(g) cos(0) (cp)®?
(rb = arctan 2 (M) = arctan 2 W (412)
cos(¢) cos (C’ﬁ) ,
0 = arcsin (sin(0)) = — arcsin ((C{})(?”l)) (4.13)
. on (2,1)
1) = arctan 2 M = arctan 2 L . 4.14)
cos(#) cos() (cm) (L1

Dabei wird z. B. das Element in der dritten Zeile und ersten Spalte der RKMI C}! durch (Cp)®)
gekennzeichnet. Diese Umrechnung spielt sowohl im Rahmen des Strapdown-Algorithmus als auch

in dem in beschriebenen Filter eine Rolle, da die Eulerwinkel z. B. zur Berechnung der Schwe-
rebeschleunigung bendtigt werden.

Die Bezugssysteme befinden sich in stindiger Bewegung zueinander, weshalb die Eulerwinkel
fortlaufend aktualisiert werden miissen. Relativ einfach ist dieses mit Hilfe der Ableitungen der Eu-
lerwinkel moglich, welche dann zum Aufintegrieren genutzt werden. Da als Messgroflen i.d. R. nur
die Winkelgeschwindigkeiten einer inertialen Sensoreinheit zur Verfiigung stehen, muss ein geeigne-
ter Zusammenhang zwischen diesen Groflen gefunden werden. Mit Hilfe der bereits beschriebenen
Grundrotationen kann zwischen den Eulerwinkelableitungen und den Winkelgeschwindigkeiten wffb
im korperbezogenen Koordinatensystem [GI] (. 13)) aufgestellt werden [Dam99]:

o(t) 1 sin(¢(t)) tan(6(t)) cos(o(t)) tan(6(t)) wEbw(t)

o) | =10 cos((¢((1)t2) — snt(ipgf)) | Wiy ()] - (4.15)
; sin(¢(t cos(op(t
»(t) 0 cos(8(0)) cos(8(0)) wp, (1)
Mit (") wird hier die Ableitung einer skalaren Grofe bzw. eines Vektors nach der Zeit ¢ gekennzeich-

net, d. h. %. Die Terme wgb’x, wgb’y und wr}fbg bezeichnen die Winkelgeschwindigkeiten der x-, y-

und z-Achse der Drehratensensortriade. An dieser Stelle sei auf ein Problem hingewiesen, welches
in der Literatur als Gimbal-lock bezeichnet wird und die Moglichkeit des Auftretens einer Singu-
laritit bei # = 490° in (@.13) beschreibt. Das Umgehen dieses Phinomens ist dabei durch die
Verwendung von Quaternionen méglich, die im folgenden Abschnitt nidher betrachtet werden.

4.2.2 Quaternionenparametrisierung

Als Verallgemeinerung der komplexen Zahlen erlauben die Quaternionen hiufig eine rechnerisch
elegante Beschreibung des dreidimensionalen Raumes, insbesondere im Kontext von Drehungen.
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Die Quaternionenparametrisierung ist in der Literatur auch als HAMILTON-Parametrisierung bekannt
[Syn37]). Bei Verwendung von Quaternionen an Stelle von Drehmatrizen werden weniger Rechen-
operationen benotigt, was vor allem bei mehreren Drehoperationen Vorteile in der Verarbeitungsge-
schwindigkeit mit sich bringt. Weitere Vorteile sind:

e Rotationen erfolgen direkt um die gewiinschte Achse
e Das genannte Gimbal-lock-Problem tritt nicht auf.

Als vierdimensionale reelle Algebra bilden die Quaternionen einen vierdimensionalen reellen Vek-
torraum R*, weshalb jedes Quaternion durch vier reelle Komponenten do> 41» go und g5 eindeutig
bestimmt ist. Die Basiselemente des Vektorraums bilden vier Elemente der Linge Eins, die orthogo-
nal zueinander sind: 1, i, j sowie k. Die Menge der komplexen Zahlen kann zwar auf verschiedene
Weisen in die Quaternionen eingebettet werden, die Quaternionen sind jedoch keine C-Algebra. Den-
noch spricht man hier auch von hyperkomplexen Zahlen [BSMMO0]. Die Linearkombination der vier
Komponenten mit den Basisvektoren lautet:

qi=1-Go+i-q+i d+k-d, (4.16)
wobei
ici=joj=kok=-1 “4.17)
ioj=—joi=k (4.18)
jok=—koj—i (4.19)
koi=—-iok=] (4.20)

gilt. Das o kennzeichnet dabei die nicht kommutative Quaternionenmultiplikation. Diese ldsst sich
vereinfacht fiir zwei Quaternionen q und p gemiB [GI] (.21) auch durch eine Matrix-Vektor-Multi-
plikation ausdriicken:

o ~h ~d —d\ [P

gop= [N T T8 D2 f P 4.21)
qa (43 4o —qq Do
R S R S Py

Betrachtet man nun einen Vektor s®2, der mit Hilfe von Quaternionen in das Koordinatensystem
®, transformiert werden soll, so kann dies iiber die abbildende Gleichung

0 . 0 o
(S®1> —§o (&) oq (4.22)

geschehen, wobei * := (¢y —¢; —dy — (j3)T der konjugiert komplexe Quaternionenvektor ist.
Durch Ausmultiplizieren von (£.22)) mit Hilfe von [GI] @.21)) erhélt man den Zusammenhang
st = Cpl sz, (4.23)
2
wobei fiir die aus den Quaternionen abgeleitete Rotationsmatrix
o H+a—G—-aG 200G — dods) 2(¢1G3 + doda)
Co, = | 20012 + dods) @—G+B—d  2dd — doth) (4.24)
2(¢103 — do%) 2oz +dod)  d6— 4 — & + 4
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gilt. Wird nun die Quaternionenparametrisierung verwendet, um eine Vektortransformation vom kor-
perbezogenen b-System zum Navigationssystem n durchzufiihren, so gilt mit $, = b und ®; = n:
3,
» = Cg!. Ebenso konnen die Eulerwinkel jetzt auch anhand der Quaternionen berechnet werden.
Durch dlrekten Vergleich der Matrixkomponenten aus [GI] mit denen aus [GL] (@10} resultiert:

ol o

¢ = arctan 2 ( 20 +f120q1)u2) (4.25)
do + 45 — 41 — 43

0 = arcsin (2(dody — dds)) (4.26)

W = arctan 2 ( 26,0 +f120q3)v2> 4.27)
QQ + q1 — g3 — 43

Falls diese Gleichungen aufgrund der moglichen Singularitdten nicht I6sbar sind, konnen andere Para-
metrisierungen angewendet werden, welche sich aus den verschieden méglichen Rotationssequenzen
ergeben.

Es existiert eine Reihe von Moglichkeiten, um schlieBlich noch ein Quaternion aus den Elementen
der[RKM] zu berechnen . Im Rahmen der vorliegenden Arbeit wurde jedoch lediglich auf die
folgende Umrechnung zuriickgegriffen:

= V1 (@)™ + (@) + () ©), (29
wobei

o= # (4.29)
5 1 0y (3,2 (2,3

T ((Cb)( ) (o) )) (4.30)

1

.o b n(1,3) ) (3,1)

G = 75 ((C ) = (CF) ) “31)
5 1 n

=5 ((Cb)(2 1) (Cb)(1’2)> (4.32)

gilt. Auf die weiteren Umrechnungsvarianten wird hier nicht ndher eingegangen.

Im vorherigen Abschnitt wurde erldutert, dass die Lage von zwei Koordinatensystemen iiber drei
oder weniger Drehmatrizen beschrieben werden kann. Ebenso ldsst sich diese Rotation auch mit le-
diglich einer Rechtsdrehung anhand eines einzelnen Orientierungsvektors o := (o, o, JZ>T durch-
fiihren. Der Vektor gibt die Achse im Raum an, um die ein Koordinatensystem gedreht werden muss,
um in ein anderes System iiberfiihrt zu werden. Der Betrag des Vektors entspricht dabei dem Betrag
des Winkels, um den das Koordinatensystem zu drehen ist. Es muss demnach ein Zusammenhang
zwischen RKM] Orientierungsvektor und Quaternion bestehen. Im Fall der Drehung zwischen dem
Navigationssystem n und dem Korpersystem b lautet der Zusammenhang zwischen dem auf die Lén-

ge Eins normierten Quaternionenvektor ¢, und dem Orientierungsvektor o

COS(%

~—

Q

£l

ak
=}

(4.33)

Qe
o'B
I
q E‘QQ

Al

®o2

2 A B
M‘EM‘EM

wobei |.| hier die Vektornorm kennzeichnet. Wie bei der RKM] lisst sich auch obiges Quaternion
durch eine geeignete Verkettung von weiteren Quaternionenvektoren mittels einer Quaternionenmul-
tiplikation ausdriicken, z. B. q;, = qg o q.
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4.3 Strapdown-Berechnung

Der Strapdown-Algorithmus ist eine iterative Rechenvorschrift die beschreibt, wie man aus gemesse-
nen Winkeldrehraten und Beschleunigungen einer [ME] zu einer Navigationslosung gelangt, d. h. der
Angabe einer absoluten Position, Geschwindigkeit und der Lage der Durch den Integrations-
prozess muss i.d. R. auch die Navigationslosung des vorherigen Zeitschrittes beriicksichtigt werden
[TWO04]]. [Abb]4.4] zeigt ein Blockschaltbild des Strapdown-Algorithmus, wobei Daten in einem kor-
perbezogenen b-System aufgenommen und im Navigationskoordinatensystem n berechnet werden.
Da der tiefgestellte Index SD fiir ,,Strapdown* erst in aus Griinden der Ubersichtlichkeit beno-
tigt wird, wird an dieser Stelle bei den Grofen auf ihn verzichtet. Des Weiteren wird zunéchst darauf
verzichtet, inertiale Messgrofen durch eine (™) und Schitzgrofen durch ein () zu kennzeichnen. Der

60, 0o, o a (= &)

/ Wens Wie , | Erddrehrate/
' | Transportrate

n = n n n
Ci,ap Veb,0 Peb,o

. !

Ach f V(Ie]b

b
Wip,

Inertiale

(IME)

Vorverarbeitung

aj, Peb (:: ISIS]D;eb)

T
|
|
|
|
Messeinheit |
|
|
|
|
|
|
|

b-Rahmen

| Gravitation/ '
Fliehkraft '

Veb (:: ‘A/g‘D;cb)

Coriolis-
kraft

n-Rahmen

Abbildung 4.4: Strapdown-Algorithmus

Strapdown-Algorithmus umfasst die folgenden Schritte:

e Berechnung der Corioliskraft, Schwerebeschleunigung, Transportrate wg,, und Erddrehrate w,
auf Basis aktueller Positions- und Geschwindigkeitsinformationen (pg; und v, )

e Lageberechnung der [ME] mit Hilfe der gemessenen Drehraten wﬁa, der Transport- und Erd-
drehrate durch Aufintegrieren der Eulerwinkel oder durch eine Quaternionenaktualisierung

e Aktualisierung der Geschwindigkeit durch das Aufintegrieren der gemessenen Beschleunigun-
gen a}’b, der Schwerebeschleunigung und der durch die Corioliskraft verursachten Beschleuni-

gung
e Aktualisierung der Position durch das Aufintegrieren der Geschwindigkeiten.

Bei der Strapdown-Berechnung wird idealerweise davon ausgegangen, dass die beteiligten Messgro-
Ben fehlerfrei sind. Eine Kompensation der Fehler, die auf die [ME] selbst zuriickzufiihren sind, d. h.
auf systematische Fehler, ist bei der Berechnung hier nicht vorgesehen. Wie beschrieben, werden je-
doch Einflisse wie Gravitation und Corioliskraft beriicksichtigt. Dieses wird im Folgenden genauer
erldutert. Die Kompensation der anderen Fehler wird in den nachfolgenden Kapiteln betrachtet.
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Berechnung der Lage Die Lage bzw. Orientierung der in Bezug auf das Navigationskoor-
dinatensystem ist von entscheidender Bedeutung fiir die Navigationsldsung, da sie sich fortlaufend
dndert. Daher muss diese Orientierungsinderung in Abhédngigkeit von den gemessenen Drehraten in
jedem Zeitschritt neu bestimmt werden. Da die Lage der [MEldurch die Eulerwinkel, einen Orientie-
rungsvektor oder durch Quaternionen beschrieben werden kann, existieren demnach auch mindestens
drei Moglichkeiten, um eine fortlaufende Lageberechnung durchzufiihren.

Die BORTZ’sche Differenzialgleichung wird zur permanenten Aktualisierung der [IMElLage o
verwendet [Bor71]]. Sie beschreibt die Abhiingigkeit der Lage von den Sensordrehraten in ‘*’Eb und
lautet:

)
)

) = b (1) 4 Loty x ) 4 L (1 oL sl
G (t) = wih(t) + 50 (t) x @ (t) + o (1 2(1— cos(|o (t)]

5 ) o(t) x <cr(t) X wgb(t)> .

(4.34)

Mit ( x ) wird hier das Kreuzprodukt zweier Vektoren bezeichnet. Um die Auswertung der auftre-
tenden trigonometrischen Funktionen zu vermeiden, kann unter der Annahme eines kurzen Aktuali-
sierungsintervalls und damit kleiner Drehungen in jedem Zeitintervall, der Klammerterm mit Hilfe
einer Reihenentwicklung (Exponentialreihe) als konstanter Faktor approximiert werden, so dass sich
#.34) wie folgt vereinfachen lisst:

a(t) ~ wh (1) + %a(t) X Wb (1) + %a(t) X <a(t) x wgb(w) . (4.35)

Dabei ist w}fb die Drehrate des Fahrzeugs im b-Rahmen ohne Einfluss der Erddrehrate wi’(t) oder
w? (t), was auch als Transportrate bezeichnet wird. Die Orientierung héngt auch direkt mit der Rei-
henfolge der Drehungen zusammen. Wie bereits erwihnt, ist die Rotationsreihenfolge nicht kom-
mutativ. Eine [ME] kann allerdings keine Angabe iiber eine bestimmte Rotationsreihenfolge liefern.
Der damit einhergehende Fehler wird durch die Annahme von kleinen Drehungen pro Zeitintervall
minimiert. Die Kreuzprodukt-Terme, die auch als Coning-Terme bezeichnet werden, miissen best-
moglich approximiert werden, wenn wihrend einer Lageaktualisierung mehrere Abtastintervalle der
IMEl liegen. Dieses wiirde u. U. die Lagegenauigkeit erhohen. Auf einen speziellen Kompensations-
algorithmus, wie er in oder vorgestellt wird, wird hier allerdings verzichtet.

Weil die [ME| normalerweise nur die Drehraten wi}% liefert, wird sie von der Erddrehrate w;} und

der Transportrate wg,, beeinflusst. Dieser Einfluss soll beim Strapdown-Verfahren herausgerechnet

werden, um w;’b zu erhalten. Der Zusammenhang zwischen wﬁ) und “’Eb lautet:

wit (1) = why () + Ch(t) (wik(t) + why (1)) (4.36)

wobei fiir die Transportrate und die Erddrehrate gemaf [[TWO4

vé’ ,e(t)
Re}h(tz Q- cos(p(t))
Wi (t) = b n(p) = 0 (4.37)

oy & s —Q - sin(p(t))
R.+h(t)
gilt, wenn die Hohe positiv (von der Erde wegweisend) gezdhlt wird. Dabei sind vé‘bm und v . die
Nord- und Ostkomponente des Geschwindigkeitsvektors v} .
Auf Basis von[GI] (@.34) oder (@.33) ist es nun im Zeitdiskreten moglich, die Orientierung schritt-
weise zu aktualisieren. Dazu wird nach [GI] @.33)) ein Korrekturterm ¥ berechnet, der die im betrach-
teten Zeitintervall erfolgte Orientierungsinderung Ao := (Aam Ao, AO’Z)T als Quaternion nach
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@38) darstellt:

(
B,= | Ak (mik . (4.38)
(

Das aktualisierte Quaternion, welches die aktuelle Lage auf Basis der Lage zum vorherigen Zeitschritt
und 1, beschreibt, ist anschlieBend durch

Qo = Ap 1 © T (4.39)

gegeben. Mit #24) kann abschliefend die aktualisierte RKMI und damit die Lage gewonnen
werden.

Berechnung der Geschwindigkeit Der nichste Schritt im Strapdown-Algorithmus ist die Berech-
nung der Geschwindigkeit des Fahrzeugs im Navigationskoordinatensystem oder n-Rahmen. Hierzu
wird die gemessene Beschleunigung der [ME] benétigt, da sie die Anderung der Geschwindigkeit be-
schreibt. Da jedoch die Geschwindigkeit in einem raumfesten Koordinatensystem von Interesse ist,
muss die aktuelle Orientierung der [MEl und damit die des Fahrzeugs beriicksichtigt werden. Neben
der fahrzeugeigenen Beschleunigung misst der Sensor auch die Schwerebeschleunigung, die gemal
#@J) in dem Vektor g" zusammengefasst ist und die Coriolisbeschleunigung, die durch die Erddre-
hung sowie die Drehung des Navigationskoordinatensystems bei der Bewegung iiber die gekriimmte
Erdoberflidche hervorgerufen wird. Die Differenzialgl. aus beschreibt die Zusammen-
hinge zwischen diesen Effekten und der Geschwindigkeit des Fahrzeugs:

Ve, (1) = Ch(t)ag, (t) — (2wia(t) + wiy (1) x v, (8) + g™ (¢)- (4.40)

Die zugehorige Geschwindigkeitsdnderung erhélt man durch Integrieren der rechten Seite iiber ein
Zeitintervall. Der erste Term auf der rechten Seite kann dabei im Gegensatz zu den iibrigen Termen
nicht durch eine Konstante angenihert werden. Fiir das Integral iiber das Produkt C1(¢) - af (¢) folgt
nach [Wen07] mit At := ¢, — ¢, _, und der Annahme, dass in diesem Zeitintervall annihernd kon-
stante Drehraten und Beschleunigungen vorliegen:

ty

1

by

Die absolute aktuelle Geschwindigkeit im Zeitdiskreten erhilt man mit v} , = vi . | + Avy ,,
wobei sich die gesuchte Anderung mit [GI] @41) zu

1

b b

Avg, = (Cﬁ,k—1 (aib,k + §A0k X aib,k) - ((2w§,k—1 + wgn,k—l) X Ve k—1 T g2_1)> At
4.42)

ergibt.
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Berechnung der Position Der letzte Schritt ist die Positionsberechnung. Die Aktualisierung wird
dabei im zeitdiskreten Fall mittels p% , = Py + Aph,, vorgenommen, wobei

Ap;’b’k = Vebk ° At gilt. Dabei ist Apy,, := (Apgbm Apgh . Apgh d)T die Positionsédnderung
im Navigationskoordinatensystem. Fiir das Navigationsfilter in dieser Arbeit ist vor allem die absolu-
te Position im erdfesten Koordinatensystem (e-Rahmen) von Interesse. Des Weiteren dndert sich die
Orientierung des Navigationskoordinatensystems mit jedem Zeitschritt. Die Aktualisierung wiirde in
dem Fall

AP .k
TR (449
n k—1
AP ek
A = A = 4.44
k 1t (R, + hy_) cos(p,_4) ( )
by = hy—y — Apey ak (4.45)
lauten, wobei die Differenzialgleichungen
vtIelb n(t)
(t) = ———— 4.46
\ Ugb e(t)
At) = : 4.47
U= &, h(t)) cos(p(0) (447
h(t) = —ve, q(t) (4.48)

ausgenutzt wurden. Bei der Aktualisierung im zeitdiskreten Fall muss die Erdkrimmung explizit
beriicksichtigt werden, da diese Gleichungen nur Nédherungsldsungen darstellen, bei denen die Nord-
Ost-Ebene des n-Rahmens mit der Tangentialebene an der Erdoberfliche iibereinstimmt. Fiir Trajek-
torien von mehr als 2000 km, die hier allerdings nicht behandelt werden, wiirde diese Losung daher
unzureichend sein.

Durch den Strapdown-Algorithmus konnen nun die Position, die Geschwindigkeit und die Lage
in jedem Zeitschritt mit Hilfe der inertialen Sensordaten aktualisiert werden. Da allerdings eine Reihe
weiterer Fehler wie sie auch in m beschrieben wurden, die Strapdown-Losung beeinflussen,
wird auf ein zusitzliches [KH zuriickgegriffen. Dieses wird am Ende dieses Kapitels néher erléutert.

4.4 Das Global Positioning System

Einige Grundlagen zur satellitenbasierten Navigation wurden bereits in[Kap 2. T]erortert. An dieser
Stelle soll nun kurz auf das Navstar (Navigation by satellite time and range) [GPSlund einige techni-
sche Details eingegangen werden. Ein groBer Vorteil des ist, dass die Nutzeranzahl unbegrenzt
ist und es somit kostengiinstig einer Vielzahl von Anwendern zur Verfiigung gestellt werden kann.
Obwohl das [GPS] bereits in den spéten 60er Jahren entwickelt und fiir erste Tests Ende der 70er
Jahre in Betrieb genommen wurde, hat es sein volles Potenzial erst in den letzten Jahren erreicht. Es
wird durch modernere Satelliten stetig verbessert [KHO5]. Aktuell sind bis zu 27 Satelliten in Be-
trieb, wobei jeder die zwei Trigerfrequenzen L, = 1575,42 MHz und L, = 1227,6 MHz verwendet.
Jede ist mit ein oder zwei Signalen mittels (Code Division Multiple Access (CDMA){moduliert. Dabei

handelt es sich um Pseudozufallsfolgen, die jedem Satelliten eindeutig zugeordnet sind. Wihrend die
[Coarse/Aquisition (C/A)Folge eine Chiprate von 1,023 MHz hat und fiir den so genannten Standard-
lokalisierungsservice (engl. |Standard Positioning Service (SPS)) verwendet wird, der jedem Nutzer
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frei zuginglich ist (Zivilnutzung), hat die P-Folge eine Frequenz von 10,23 MHz und ist fiir den pré-
zisen Lokalisierungsservice (engl. [Precise Positioning Service (PPS)) verantwortlich. Der [PPS] war
bis vor einigen Jahren ausschlieBlich dem Militdr vorbehalten. Die P-Folge ist auf beide Tréigerfre-

quenzen aufmoduliert, die [C7ZA}Folge jedoch nur auf L,. Fiir eine Verschliisselung der P-Folge wird
ein weiterer Code verwendet, der eine Chiprate von 511,5 kHz hat. Es werden auch weitere Naviga-
tionsdaten mit einer Bitrate von 50/s auf das Tréigersignal iiber eine Phasenmodulation aufmoduliert.
Diese Daten enthalten Informationen iiber spezifische Fehler von Satelliten, deren interne Uhren nach
und nach mehr von der idealen Uhrzeit abweichen konnen. Diese Nachrichten konnen auch Bahnda-
ten enthalten, d. h. Informationen iiber die Umlaufbahn des jeweiligen Satelliten. Dieses sind zum
einen Almanachdaten, die grobe Bahninformationen beinhalten und dem Nutzer helfen sollen festzu-
stellen, welche Satelliten zur Navigation verwendet werden konnen. Die Ephemeridendaten dagegen
enthalten detaillierte Satellitenbahninformationen. Weitere Daten sind dafiir vorgesehen, Fehler zu
kompensieren, die durch die Ubertragung iiber verschiedene atmosphirische Schichten auftreten.

Fehlerquellen Man kann die Fehler in Non-Common-Mode- und Common-Mode-Fehler eintei-
len. Die Non-Common-Mode-Fehler hingen vom Empfangsgerit selbst (z. B. durch die integrierten
Schaltkreise) oder der jeweiligen Empfangssituation ab. Zu ihnen zéhlen vor allem empfingerseiti-
ge Zeitfehler, Empfangerrauschen sowie Fehler aufgrund der Mehrwegeausbreitung des Signals. Die
Common-Mode-Fehler sind typischerweise Uhrenfehler auf Seite der Satelliten, Verzogerungen, die
auf die Atmosphére zwischen Erde und Satelliten zuriickzufiihren sind, Fehler aufgrund der Ephe-
meridendaten oder auch kiinstlich generierte Fehler. Letztere wurden in Krisenzeiten vom amerika-
nischen Militér eingesetzt, sind heute aber nur noch von geringer Bedeutung. Die Details zu den ver-
schiedenen Fehlerarten werden im Anhang [Al ausfiihrlicher erldutert. Der detaillierte Systemaufbau
ist u. a. in beschrieben.

Protokolle Ublicherweise verwenden die momentan am Markt verfiigbaren [GPSFEmpfinger ein
einheitliches Protokoll, das von annihernd jeder Navigationssoftware interpretiert werden kann. Das
so genannte [NMEAI0183 Protokoll ist ein Standard, der es erlaubt, die empfangenen Daten im
IAmerican Standard Code for Information Interchange (ASCII)}Format bereitzustellen. Die Ausgabe

erfolgt zeilenweise in Blocken, wobei ein dem Block vorangestellter Bezeichner festlegt, welche
Daten in dem nachfolgenden Datensatz zu finden sind. Es kann sich dabei um Daten iiber die Satel-
litenkonstellation, die Anzahl der sichtbaren Satelliten, Positons- und Geschwindigkeitsschéitzungen
sowie auch Informationen iiber die Restunsicherheit der Daten nach der empfingerinternen Filterung
handeln. Details zu den verschiedenen [NMEA} Datensitzen konnen [NME]] entnommen werden. Im
Rahmen der vorliegenden Arbeit wird auf die NMEA}Sitze GPGGA, GPGSA, GPGST und GPGBS
sowie auf zwei der proprietiren ublox-Sitze PUBX zuriickgegriffen. Diese sind der PUBX00- und
der PUBX04-Datensatz. Die [Tabl[Al[(a)] und [A-l[(b)] im Anhang zeigen Beispiele der jeweiligen
Datensiitze. In der [Tabl@.3] sind auBerdem die vom Hersteller Navilock angegebenen wichtigsten
technischen Daten des mit einem ublox-Chipsatz bestiickten [GPSIFEmpfingers zu finden.

4.5 Fehlermodelle fiir inertiale Sensoren

In [Kap]2.1.4 wurden bereits die typischen Fehler vorgestellt, die im Zusammenhang mit einer [ME]
auftreten konnen. An dieser Stelle soll eine mathematische Beschreibung folgen. Der Einfachheit
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Parameter Wert
Maximale Aktualisierungsfrequenz 4Hz
Maximale Anzahl verwendeter Kanéle 50

Horizontale Positionsgenauigkeit ogpg.,, , bZW. 0gpg., . | 2,1 m

Vertikale Positionsgenauigkeit OGPS:p.d 4,0m

Geschwindigkeitsgenauigkeit opg.,, 0,1™/s

Tabelle 4.3: Empfiangereigenschaften des Navilock NL-402U

halber werden in der Literatur vor allem das inhdrente und thermische Rauschen, vibrations-
induziertes Rauschen oder die parasitiren Biaseffekte durch stochastische Zufallsprozesse modelliert.

Wir nehmen an, dass n(¢) ein reellwertiger, weiler GAUSS-verteilter Rauschvektor mit
n(t) € RP ist. Damit gilt fiir die Wahrscheinlichkeitsdichtefunktion p(n(t)) mit dem Mittelwert-
vektor pu,, := E [n(t)] (erstes zentrales Moment nach dem zentralen Grenzwertsatz) und der Kovari-
anzmatrix Q = E [(n(t) — p,,) - (n(t) — p,,)T] (zweites zentrales Moment):
—1

a0 — 1 (0T (@)
p(n(t)) _N( (t)vl"’an ) - \/(QW)D - det{Q'}

Unter der Annahme, dass beide Momente iiber die Zeit konstant sind, ist n(¢) stationdr. In dieser

(n(t)*un)).

(4.49)

Arbeit steht jedoch die Annahme im Vordergrund, dass fiir bestimmte Prozesse das zweite zentrale
Moment zeitvariant ist, d.h. Q — Q' (t), also n(t) instationir ist.

Nimmt man an, dass eine Orthogonalitiit der Sensorachsen durch Kalibrierungsmafnahmen vor-
handen ist, so reduziert sich die Matrix mit den spektralen Leistungsdichten auf eine Diagonalmatrix,
denn die einzelnen Komponenten von n(t) konnen als voneinander statistisch unabhéngig und gleich-
verteilt angesehen werden mit £ [n(i/)(t) ) (t)| = 0 fiir i/ # " und ¢/, 7" = 1, ..., D. Die Kali-
brierungsfaktoren, die als anndhernd statisch angenommen werden kdnnen, werden in und
durch eine Skalierungsmatrix S beriicksichtigt. Dies ist moglich, sofern man davon ausgeht,
dass die entsprechenden Faktoren weder temperaturabhéngig sind noch durch die Anregung selbst
variieren konnen. Die Skalierungsmatrix hat i. d. R. folgende Form:

Sy gxy Szz
S= 1|5, 5, 3,|- (4.50)
Sz Szy Sz

Sie besteht auf ihrer Hauptdiagonalen aus den Skalierungsfaktoren s, , ., die fiir jeden Freiheitsgrad
die Abweichung von der jeweiligen idealen Kennlinie beschreiben (siehe [Abb][2.2), und auf den
Nebendiagonalen aus den Fehlausrichtungsfaktoren, gekennzeichnet durch das zusitzliche (7). Diese
bestimmen die Nichtorthogonalitit, die z. B. vorhanden ist, wenn eine Drehung um die z-Achse in
die Sensorwerte einkoppelt, die eigentlich zur y-Achse gehoren.

Kommen wir noch einmal zuriick zur Modellierung des inhédrenten Rauschens und nehmen fiir
die folgende Betrachtung im Zeitbereich an, dass die einzelnen Werte um den Nullpunkt streuen,
d.h. p,, = 0Op,, (Nullvektor der Dimension [D x 1]) ist, und dass n(¢) zunichst stationdr ist.

Die |Autokorrelationsfunktion (AKF)| r

(1) := E [n)(t,) - n()(t,)| der i’-ten Komponente

) )
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hingt nur von der Zeitdifferenz 7 := ¢, — ¢; ab. Unter der Annahme, dass n(t) ein weiller Prozess
ist, also fiir ein beliebig kleines Zeitintervall 7 > 0 die Elemente 7(*')(¢) und n*') (¢ + ) unkorre-

liert und nicht selbstdhnlich sind, folgt () = ¢'“) . 5(7), wobei § hier den Dirac-Impuls

@) (i)

kennzeichnet. Durch die [FOURIER-Transformierte (FT)| von L (7) ist dann das[LDS] gegeben:

[o¢]
Rn(i/)n(i/)(jw) = / Tn(i/)n(i/)(T) -e 19Tdr. 4.51)
—0o0
Aus (@31) resultiert die i’-te Komponente ¢ (") der Leistungsdichte.

Fiir eine zeitdiskrete Beschreibung des Rauschens zum Zeitpunkt ¢, = ¢, + k - At mit dem
Abtastintervall At und k € 7Z gilt

. g +AL
nl(j/) =n (1) = At / n(7)dr (4.52)
tk*l

und fiir die zugehorige Varianz

by AL b, FAE
-/ ]_ ! !
q(l)::E A2 / / n(z)(n)n(z)(Tz)dﬁde
tkfl tkfl

t, At +AL ty_+AL L
1 /(i/) 1 '(i') q (Z )
=Ag g\’ (g — 1)dmdry = A2 g\"dr = AL (4.53)
tk—l tk—l tk—l

Die Abhingigkeit der Varianz von der Abtastzeit fiihrt dazu, dass zur Charakterisierung des inhi-
renten Sensorrauschens hdufig die Wurzel der spektralen Leistungsdichte q/(i/), welche unabhingig
von At ist, in Datenbléttern verwendet wird. Bei Beschleunigungssensoren spricht man dabei vom
[Velocity Random Walk (V RW)] der iiblicherweise in ["/(s? - vHz)] angegeben wird. Bei Drehraten-
sensoren wird der Parameter als[Angle Random Walk (ARW )|mit der Angabe in [*/(s- vHz)] = [°//S]
bezeichnet.

Neben dem inhédrenten Rauschen soll das weille GAUSS-verteilte Rauschen auch verwendet wer-
den, um zeitverinderliche und temperaturabhiingige Bias bzw. zeitvariante Drifte geeignet zu model-
lieren. In wird dafiir ein [GAUSS-MARKOV-Prozess (GMP)| oder ein Zufallsbewegungspro-
zess (engl.|Random Walk Process (RWP))) vorgeschlagen. Dabei gilt fiir das Bias die Differenzialglei-

chung
. b(t
b(t) = 9blt) _ n, (t). (4.54)
ot
T
Hierbei ist n(t) = (nb’x(t) ny, (1) nb’z(t)) additives mittelwertfreies, weifles GAUSS’sches

Rauschen, dessen Kovarianzmatrix mit Q; bezeichnet werden soll. @33) ist das Modell eines
[RWP, Wihrend n, (), das treibende weille Rauschen, stationir ist, ist b(¢) instationér [NeuO5]. Seine
Varianz nimmt linear mit der Zeit zu.

Fassen wir nun die bisherigen Betrachtungen in einem Modell zusammen, so erhilt man entspre-
chend [Wen07] durch Uberlagerung der Prozesse fiir einen Drehratensensor die Gleichung

@b (1) =S, - wh (t) + b, (t) +n,(t) (4.55)
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mit n,(t) ~ N(n,(t); 05, Q,,) und

b, (t) =mn, (t) (4.56)

w

, T
mit n, (1) ~ N(n, (1); 05,1, Qj ). wobei wh(t) = (%(t) Wb () wﬁ)’z(t)) die idealen

Winkelgeschwindigkeiten der x-, y- und z-Achse enthilt und durch (7) die MessgroBe bezeichnet
wird. Da die Skalierungsmatrix S, seitens des Sensorherstellers auch vorab bestimmt werden kann,
ist an Stelle von [GL] @.33) fiir die korrigierten Sensorausgangssignale die Gleichung

@i () = Wi (8) + by, (1) +n,,(1) (4.57)

moglich. Die entsprechenden Modelle fiir die Beschleunigungssensortriade lauten

5[3) (t) ibb (t) + ba (t) + na(t) (458)

a
b, (t) =, (t) (4.59)

a

mit n,(£) ~ N (n,(); 05,1, Q,) und n, (t) ~ N(n, (t);0s,,,Q, ), wobei die idealen Beschleu-

T
nigungen im b-Rahmen in af} (t) := (a?bﬁm(t) ag, () a}’bg(t)) zusammengefasst sind und b, (¢)

der zugehorige Biasvektor ist.

Um aus den zeitkontinuierlichen Modellen nun zeitdiskrete Zusammenhénge abzuleiten, betrach-
ten wir wieder @.34). Durch den Differenzenquotienten ldsst sich die zeitliche Ableitung als
Grenzwert annéhern:

) = b(t N 4.60
ny () (t) o, AL (4.60)
wobei durch Auflésen nach by mit n,; := ny(t;) und At = t, — ¢, , der Zusammenhang

b, = b, ; + At - n,, resultiert. Fir den Rauschterm kann hierbei n;, ; ~ /\/'(nb’k; 03,1,Q,) mit

/7

Q, = % verwendet werden.

Nach diesen Betrachtungen kénnen nun, ausgehend von den o. g. vereinfachten Modellgleichun-
gen, die dquivalenten zeitdiskreten Gleichungen sowohl fiir die Drehratensensortriade als auch fiir die
Beschleunigungssensortriade angegeben werden:

~b b
Wit ) = Wity T by + 1, 1 (4.61)
bw,k - bw,kfl + At . nwag’ (462)

wobein, , ~ N (n, ;; 05,1, Q) n, i~ ./\/'(nbwk; 05,1, wa) und

Al p =ap, + by + 10, (4.63)
b, =bgp_1+ At 0y (4.64)
mitn, ; ~ N(n,,;050,Q,) m, . ~ N(n, ;;04,,Q, ) gilt. Dabei ist Q,, = WL Q=%

sowie Q, = % und Q, = (i’ta.
Wie bereits erwihnt, sind die bisherigen Ausfiihrungen zu den Messmodellen in den [GI] @.61)-

#.64) unter der Annahme durchgefiihrt worden, dass das Messrauschen in n, und n, jeweils ei-

ner Verteilung mit konstanter Kovarianzmatrix entstammt. In der Realitét ist es jedoch schwierig,
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samtliche Effekte, die die Messungen beeinflussen, in ein geschlossenes Gleichungssystem zu brin-
gen. Auch die herstellerseitige Kalibrierung kann nicht zu einer vollstindigen Eliminierung von
Skalierungs- oder Fehlausrichtungsfehlern fiihren. Restfehler verbleiben und dadurch treten in den
meisten Fillen weiterhin Korrelationen zwischen den Messwerten einzelner Sensorachsen auf. Au-
Berdem sind im Rahmen einer fahrzeugbasierten Anwendung die Inertialsensoren z. T. starken Vibra-
tionen ausgesetzt, die als zusitzliches Rauschen in den Messwerten auftauchen. Diese Vibrationen be-
sitzen teilweise eine bestimmte Eigenfrequenz (z. B. durch den Motor) und kénnen somit nicht durch
einen weillen Rauschprozess mit konstantem modelliert werden. Es treten zeitliche Korrelatio-
nen auf, die durch die Modellierung in @61 oder héufig nicht ausreichend erfasst sind.
Ein géngiges Verfahren zur Beriicksichtigung dieser Korrelationen ist die Modellierung des Rausch-
prozesses selbst durch einen [RWP oder [GMPL Das Sensorrauschen in (.61)) bzw. (.63) wiirde im
zeitdiskreten Fall durch

n,r = an "Iy g1 + an “ Mok (4.65)
D,k = Dna "Iy k-1 + Fna “MNak (4.66)

modelliert werden konnen, wobei nun 77,, und 77, als weiles GAUSS-verteiltes Rauschen mit
Nor ~ N, 130561, Q, ) und m, ;. ~ N(n, 45051, Q, ) angenommen wird. Die Matrizen I,
und I'), - wiirden hier aus Kombinationen von Einheits- und Nullmatrizen bestehen. Die Differenzial-
gleichung, aus der (@.63) und (#.66) hervorgehen, wiirde im Fall eines[GMP]erster Ordnung durch

mit T € {w, a} beschreibbar sein, wobei auf der Hautpdiagonalen der Matrix BT die Terme Oy /t2

mit ¢, als Korrelationszeit stehen [Wen07]. Fiir die Matrix A, gilt A, = —%ngg. Die [AKH ist

dabei 7 ) )(7) = 1-6(r) fir i' € {1,2,3} und o; die Standardabweichung des Die
Ny My

At
Elemente auf der Hauptdiagonalen von D,, wiirden in diesem Fall durch die Terme e ‘e gegeben
sein. Diese Modellierung ist auch bei einem zeitkorrelierten Rauschen hilfreich, wie es bei [GPS!
Messungen auftritt. Auch dieses ist nach [IT'W04] durch ein Modell erster oder zweiter Ordnung meist

hinreichend beschrieben.

Geht man allerdings von einer bekannten Differenzialgleichung nach (.67)) aus, deren zeitdiskre-
tes Aquivalent sowie dessen Parameter bestimmt werden sollen, so gilt nach annihernd

, T
T, Q,Th =T, E[mmii] Th ~ At (L + D, )B;Q, BY (e +D,, ) (468)

;
~ At Q (4.69)

7
wobei nT(t) ~N (nT (t); 03X1’Ql”1>' Dabei enthilt Q;]T := diag (q;]T> die spektralen Leistungs-
dichten des Rauschvektors 7, (t). Dieser Zusammenhang resultiert aus der Reihenentwicklung der
Matrixexponentialfunktion, wobei das Integral in (@.7Q) durch eine unendliche Reihe mit Abbruch
nach dem linearen Glied angenihert wird:

t, +AL
n, =efhodp o / A1 B (1) dr. (4.70)
t
D k—1

"
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Mit DnT = oA ~t% 1) ist dieses das zeitdiskrete Aquivalent zu[GI] (@67). Dieser Zusammenhang
ist fiir die inertiale Fehlerfilterung in von Bedeutung, um von den dort verwendeten Bewe-
gungsdifferenzialgleichungen auf die zeitdiskrete Modellierung im Rahmen der Filterung schliefen
zu konnen. Den Zustandsvektor konnte man dabei um genau die Terme in bzw. [GI] (.66)
erweitern. Dies wire allerdings mit einem erhohten Rechenaufwand verbunden. Hinzu kommt, dass
u. U. numerische Probleme auftreten konnen und diese zusétzlichen Zustinde durch die Messungen
auch hiufig nicht beobachtbar sind, wie in beschrieben wird. Um eine Erweiterung des Vek-
tors zu vermeiden, existiert allerdings eine alternative Moglichkeit.

In werden Filtergleichungen vorgestellt, die die zeitlichen Korrelationen ohne diese Er-
weiterung beriicksichtigen konnen. Dabei miissen jedoch Kenntnisse {iber die Zustandsiibergangsma-
trizen D,, und D,, des Rauschprozesses vorhanden sein. Ist die Korrelationszeit ¢, nicht bekannt, ist

eine Schitzung dieser Matrizen moglich, indem man den Erwartungswert £ {nT knTTk_l} berechnet:

Da das zeitkorrelierte Rauschen n, ;_; nicht mit dem weillen Rauschen 7, , korreliert ist, verschwin-
det der letzte Term in (@.71). Mit Hilfe von Stichproben aus K Messwerten resultiert nach [UptO8]
fiir den [MI}Schitzwert mit BESSEL-Korrektur zur Gewihrleistung der Erwartungstreue

1 K

K

1

T3 2 M1 = Dy o > e nd (4.72)
k=2 k=2

und damit die Schiitzung

K K -1
D, = (Z ntk“?k—l) ' (Z nT,k_lnikq) : @.73)
k=2 k=2

Auf die Wahl der entsprechenden Parameter bei Verwendung von Felddaten wird in im Rah-
men der Fehlerfilterung nochmal eingegangen. Setzt man nun die Schitzung ]j"t in @.63) bzw. @.66)
ein, so kann man auch die Kovarianzmatrizen Q% bzw. Qna abschitzen. Mit Hilfe der Modelle in
#@.63), [#.66) konnen jedoch zeitliche Verinderungen nur ungenau nachgebildet werden, vor allem
dann, wenn die Zustandsiibergangsmatrizen als konstant (zeitinvariant) angenommen werden. Die-
se zeitlichen Abhiédngigkeiten konnten durch hoherer Ordnung mit Hilfe der YULE-WALKER-
Gleichungen beschrieben werden, haben aber auch den Nachteil, dass der daraus resultierende Zu-
standsvektor des autoregressiven Prozesses leicht eine sehr hohe Dimension erreichen wiirde [TWO04]].
Alternativ konnten fiir das hier verwendete Modell eine zeitvariante Zustandsiibergangsmatrix und
eine konstante Kovarianzmatrix Q, angenommen werden. Um D,, zu schitzen, miisste das zeitkor-
relierte Rauschen n, dann jedoch zu jedem Zeitpunkt anndhernd bekannt sein. Dieser Ansatz soll im
Rahmen des in dieser Arbeit vorgestellten Parameterschétzverfahrens jedoch nicht verfolgt werden.

Eine Moglichkeit, die Zeitvarianz in (4.63)) oder (4.66)) dennoch zu beriicksichtigen, ist die Annah-
me von zeitvarianten Messrauschkovarianzmatrizen, d. h. man iiberfiihrt Qm — an ;; und Qna —
Qnm ;- Dies konnte ebenso in (#.61) und @.63), im Fall von zeitlich nicht korreliertem Rauschen,
angenommen werden: Q,, — Qw7 rund Q, — Q ok Sequenzielle Verfahren, die diese zeitvarianten
Kovarianzmatrizen schitzen, werden in [Kap][7l vorgestellt. Auf entsprechende Ansitze fiir biastrei-
bendes Rauschen wird verzichtet, da hier von sich zeitlich sehr langsam verdnderlichen Prozessen
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ausgegangen wird. Es wird angenommen, dass sich diese durch [RWP] mit konstanten Kovarianzma-
trizen Q, bzw. Q, ausreichend modellieren lassen. Des Weiteren fiihrt die hier eingesetzte
Sensoreinheit eine Biaskorrektur im Rahmen einer internen Signalverarbeitung durch, wodurch das
jeweilige Bias bereits im Vorfeld reduziert wird.

4.6 Zustands- und Parameterschéitzung

Nachdem bereits die wichtigsten Grundlagen der inertialen Navigation behandelt worden sind, sollen
nun die wesentlichen Punkte der KALMAN-Filterung vorgestellt werden, da dieses fiir die Datenfu-
sion eingesetzt wird. Wie bereits in erwihnt, existieren verschiedene Formen des [KF, wobei
hier nicht jede im Detail behandelt werden soll. Es ist aber von Bedeutung, dass sich die Wahl des
Filters nach dem Anwendungsfall und dem System- bzw. Messmodell richtet, welches jeweils li-
near oder nichtlinear sein kann. Das von RUDOLF E. KALMAN entwickelte zeitvariante Verfahren,
das die Schitzung des Zustandes eines dynamischen Systems erlaubt, wird in [Kal6Q]], und
detailliert beschrieben. Hier spielt eine indirekte Variante der KALMAN-Filterung eine Rol-
le, die nicht den Systemzustand, sondern dessen Fehler schitzt. Mit diesem kann der eigentliche
Systemzustand dann korrigiert werden. Dieses wird in niher betrachtet.

4.6.1 KALMAN-Filter

Beim [KE-Algorithmus wird eine lineare oder nichtlineare Systembeschreibung, z.B. in der Form
einer Differenzialgleichung entsprechend

x(t) =F(t) - x(t) +u(t) + G(t) -n(t) oder x(t) =f(x(¢),u(t)) + G(t) - n(t) (4.74)

benotigt, wobei die Vektoren x(¢) und n(t) den Systemzustandsvektor und den Systemrauschvek-
tor beschreiben. Der Steuervektor u(¢) kann ggf. entfallen. Die Vektoren sind iiber die System-
matrix F(¢) sowie die Stormatrix G(¢) miteinander verkniipft. Mit Hilfe geeigneter Initialwerte
lassen sich mit @.74) samtliche Folgezustinde berechnen. Von der StorgroBe ist der eigent-
liche Wert i.d.R. nicht bekannt. Allerdings konnen die statistischen Eigenschaften dieses Terms,
der die Modellunsicherheit beschreibt, unabhéngig von den Betrachtungen im vorigen Kapitel iiber
beispielsweise Langzeitmessungen bestimmt werden. In vielen Fiéllen geht man davon aus, dass
n(t) ~ p(n(t)) = N(n(t); 0p,,, Q") gilt, die StorgroBe demnach weiBes GAUSS-verteiltes Rau-
schen mit der Kovarianzmatrix Q/ ist. Im Fall von zeitkorreliertem Rauschen kann wiederum ein
Ansatz nach [GT] .63)), verwendet werden.

Der Zusammenhang zwischen dem Systemzustand und einer vorliegenden Messung z(t) kann
iber

z(t) = H(t) - x(t) + M(¢) - w(t) oder z(t) =h(x(t))+M(t) w(t) (4.75)

beschrieben werden, wobei die Messmatrix H(¢) den linearen Zusammenhang zwischen Messung

und Zustand widerspiegelt und h (x(¢)) einen nichtlinearen Zusammenhang beschreibt. Die Matrix

M(t) sei hier die diejenige, die den Einfluss des Messrauschvektors auf den Messvektor beschreibt.
Das [KH liefert neben einer Schitzung des Systemzustandes x(t[t) = E[x(t)|z(1),...,z(t)]

auch eine Angabe liber die Zuverlissigkeit der Schitzung mit Hilfe der Schitzfehlerkovarianzma-
trix. Diese lautet P(t[t) := E [(x(t) — %(¢))(x(t) — %(¢))T| z(1), ..., =(t)]. Ist das Messrauschen
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zeitlich unkorreliert, so wird fiir die Wahrscheinlichkeitsdichte p(w(t)) = N (w(t); 0p,,, R’) ange-
nommen. Im Falle von zeitkorreliertem Messrauschen ist wieder ein zu (.63)) oder (£.66)) dquivalenter
Ansatz zu wihlen.

Um ein zeitdiskretes Filter verwenden zu konnen, miissen die vorliegenden zeitkontinuierlichen
Gleichungen in den zeitdiskreten Bereich transformiert werden. Die Systemgl. (£.74) und die
Messgl. @.73) gehen mit x,, := x(t, ) und z, := z(t,), t, =ty + k - At im linearen Fall in

/

tiber, wobei Q = % hier die Rauschkovarianzmatrix des Vektors n,, ist. Entsprechend kann man fiir

die Systemmatrix und die Stérmatrix analog zu (£.68) und (@.70Q)
&, =P t) 1,0 + F(t,) At (4.78)
1
Gy =5 (Tovo + @) Gt) At ~ G(t;) At 4.79)

folgern.

Die [KE-Gleichungen basieren schlieBlich auf einer Betrachtung des Orthogonalitétsprinzips in
zwei Schritten: dem Propagationsschritt und dem Aktualisierungsschritt. Details zu den Gleichungen
sind in [RAGO4]], [Wen07], und zu finden. Wenn n,, in @.76) und w,, in @.77) nicht
weif} sind und aufgrund zeitlicher Korrelationen durch die Gleichungen

n, =D, -ng_, +T,-n (4.80)
W = D,w Wi q + Fw “ Vg (481)

dargestellt werden konnen, wobei 1, ~ N (n,; 03X1’Q?7 p) und v, ~ N(v;0;,,, R,) gilt, dann
lassen sich mit

T
%, = (xI nof wl) (4.82)

folgende erweiterte Zustands- und Messgleichungen angeben:

@k G’k . DTL 03><3 Gk N Fn 03)(3
Xk = | 0343 Dn 03,5 | - kal + Fn 03,5 | - flk (4-83)
03><3 03><3 Dw 03><3 Fw
;bk Gk
zy = (Hk 055 Mk) - Xy (4.84)

I:Ik

Die Matrizen I',, und I',, seien konstant und beschreiben den Zusammenhang zwischen dem trei-
benden Rauschen und dem jeweiligen zeitlich korrelierten Rauschen. Die ebenfalls als konstant an-
genommenen Matrizen D,, und D, definieren den Zustandsiibergang fiir die jeweiligen Rauschpro-
zesse zum Zeitpunkt k. Der additive Messrauschterm ist in dem Modell (£.83) nun Teil des System-
rauschvektors n, = (n,{ VE)T. Dieser ist weiB, so dass ein lineares [KH als optimaler Schitzer der



56 Kapitel 4. Grundlagen der gekoppelten Navigation

a posteriori-Verteilung p (X, | 2y, . . ., z;,) verwendet werden kann. Die [KB-Gleichungen lauten:*
X1 = PuXp it (485)
P =P, 18 +GQGf (4.86)
K, = Py B (H,Py H]) (487
Xy = Xppor + Ki (Zk - I:Ik)c(k\k—l> (4.88)
sz\kz = Pk|k—1 - KkaPk|k—1' (4.89)

Dabei ist Q;, := E [n,nf]. Die Matrix P,
lerkovarianzmatrix des vorherigen Aktualisierungsschrittes dar, nachdem die zu dem Zeitpunkt vor-
handenen Messungen verarbeitet worden sind. K, ist der KALMAN-Gewinn (engl. KALMAN-Gain).

, stellt hier die zu §k71| 1 gehorende Schitzfeh-

Eine alternative Behandlung von zeitlich korreliertem System- und Messrauschen nach den
#.76) und @77, die die Erweiterung des Zustandsvektors gemil und damit den erhohten
Rechenaufwand weitgehend vermeidet, wurde in vorgestellt. Der Schiitzer ist beziiglich des
mittleren quadratischen Fehlers ebenfalls optimal. Die zugehorigen Schitzgleichungen lauten:

)A(k|k71 = ‘I’kﬁkq\kq (4.90)

T T T T T
Pupo1 = 2P 11 P T ®1P o 11D G + GDL P 1 Py
+ GanPnn,kleZGg + GkrnQn,krng

= (I)kPk—l\k—l(I)g + GanPg;n,k—Hk—lq)% + Pxn,k|k—1G£ 4.91)

P klk—1 = ‘PkPm,k—nk—ng + GanPnn,k—lDz; + GkrnQn,kFZ (4.92)
Powtiot = ®rP oy 11 D (4.93)
P =DuP 1Dy +T,Q, Ty (4.94)
Pouwi =DyPuur DL+ TR, (4.95)

T T
K, = <Pk|k71ch + Pzw,k|k71Mk)

—1
: (HkPk|k—1H£ +H P, M+ MPL L  HE Mk:wa,kM£>

(4.96)
Xpje = Xpp—1 + Ky (Zk - Hk&]qk_l) (4.97)

T
Pup = Prpp—1 — KeHy Py —KGMGPL (4.98)
P:pn,k|k = Pmn,k\kfl - KkaPa:n,Mk—l (4.99)
Pow ik = Powppp—1 — KeHy Py g1 — KpMP g (4.100)

Der Berechnungsaufwand kann somit deutlich verringert werden, sofern ein Schitzwert fiir n; oder
w, nicht bendtigt wird. Eine ausfiihrliche Herleitung ist in Anhang aufgefiihrt. Durch den Ver-
zicht auf die Vektorerweiterung konnen die zeitkorrelierten Terme nicht bei der Pradiktion des Sys-
temzustandes x,, in [GI] sowie der Innovation in @.97)) beriicksichtigt werden. P h1jh_1 Stellt

*Durch (...) kjk—1 wird eine GroBe kenntlich gemacht, die nach Verarbeitung der Messung zum Zeitpunkt k& — 1 fiir
den aktuellen Zeitpunkt k prédiziert wird. Entsprechend ist (... )i €ine GroBe zum Zeitpunkt k, nachdem sidmtliche
Beobachtungen bis zum aktuellen Zeitpunkt verarbeitet wurden.
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hier die zu fck_ll 1 gehorende Schitzfehlerkovarianzmatrix des vorherigen Aktualisierungsschrittes

dar, nachdem die zu dem Zeitpunkt vorhandenen Messungen verarbeitet worden sind. Entsprechend

sindP_ ., ,und P _, die pridizierten Kovarianzmatrizen zwischen dem Systemzustandsfeh-
an,k|k—1 zw,klk—1

ler Axk‘ h1 = X — ﬁk‘ i—1 und dem jeweiligen Rauschvektor und P P . i die Autokovarianz-

nn,k’
matrizen der zeitkorrelierten Rauschvektoren. An dieser Stelle gelte des Weiteren Qn, i =F [nknﬂ
und R, = F [VkaT] . Wihrend Qn, ;. also als zeitvariant angenommen wird, soll die Kovarianzma-
trix R, die das Messrauschen treibt, zeitinvariant sein. Wenn D,, und D, Nullmatrizen sind, also
kein zeitkorreliertes Rauschen vorliegt, gehen die[GI] bis (@.100) wieder in die klassischen [KE-
Gleichungen iiber. Neben dem klassischen [KH wird hier das [LKH verwendet, welches in
vorgestellt wird.

Betrachtet man die Herleitung des [KH im Detail [RAGO4], so lassen sich einige Eigenschaften
formulieren, die im Rahmen dieser Arbeit von grofer Bedeutung sind. Wie bereits erwihnt, stellt das
klassische [KH im BAYES’schen Sinne den optimalen [MMSFE} Schiitzer fiir ein System dar, das sich
durch lineare Zustandsiibergénge und eine lineare Messgleichung beschreiben lédsst. Es handelt sich
um einen wirksamen und erwartungstreuen Schitzer. Im Mittel stimmen die geschitzen Groflen mit
den tatsdchlichen Zustinden iiberein und es wird eine Schitzung mit einer moglichst geringen Vari-
anz gewonnen. Das Filter liefert allerdings nicht nur einen Punktschitzwert, sondern die komplette
a posteriori-Verteilung des Zustandes zu einem bestimmten Zeitpunkt gegeben alle bisherigen Beob-
achtungen. Wenn man das Filter fiir ¢ — oo beobachtet, so ist der notwendige Initialisierungsvektor
X, sowie die Matrix P, nicht mehr relevant fiir die Schitzung.

4.6.2 Fehlerfilter

In einem [Fehlerfilter (FF)| werden nicht physikalische GroBen direkt, sondern deren Fehler als Zu-
standsgroBen des Filters verwendet. Hier wird ein [FH auf Basis des [inearisierten KALMAN-Filters|
betrachtet. Die eigentlich interessierende zu schitzende Grofe liegt dabei auflerhalb des Fil-
ters und wird durch Riickfithrung des Filterausgangs auf diese GroBe korrigiert, weshalb man auch
von einer indirekten KALMAN-Filterung spricht (siehe [ABBJFA.3). Im Folgenden wird bei der zu in-
teressierenden Grofe auch vom ,,dufleren Systemzustand* gesprochen, wihrend der Ausgang Ax des

[LKH auch als ,,innerer Systemzustand* bezeichnet wird. Dieser kann (aber muss nicht) auch Schit-
zungen von Fehlern zur Korrektur der Stiitzsensormessungen enthalten.

Inertialsensormessungen Inertiale Korrigierte Navigationslosung
Navigationslosung ¥

Pradiktion der Messungen

von den Stiitzsensoren

Geschitzte Fehler
der IME-Messungen

o 7
KALMAN- -
Geschitzte Fehler v Ax Filter Beobachtbarer 4
der Stiitzsensormessungen ! Messfehler Az

Sensoren zur

Stiitzung (Korrigierte) Stiitzsensormessung z

Abbildung 4.5: Closed-loop-Fehlerfilter

Zuniichst wird die nichtlineare, zeitkontinuierliche Systembeschreibung in (4.74) betrachtet. Nach
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Entwicklung in eine Taylorreihe um die Linearisierungspunkte x () und u'(t), wobei nach dem
linearen Glied abgebrochen wird, lautet diese:

<0 1 (20l 0) 4 2O

Of(x(t), u(t))
ou(t)

: (x(t) X (t))

x(t)=x’(t)

: (u(t) —u (t)) +G(t)-nlt). @101

u(t)=u’(t)
Hierbei ist u(t) eine deterministische Eingangsgrofe. Berechnet man den bedingten Erwartungswert
x(t|t — 1) := E[%(t)|z(1),...,z(t — 1)] von[GL] @I, erhilt man:
te—1 zf( £, t) gax), b))
(il = 1)~ (X (0,0 0) + =g
Of(x(t), u(t))
ou(t)

: (fc(t]t 1) - x’(t))

x(t)=x"(t)

: <u(t) . (t)) . 4.102)

’

u(t)=u (t)
Nach Subtraktion beider Gleichungen erhilt man

_ 9f(x(t). u(r))

x(t) — x(t|t — 1) ox (D)

ooy O TR+ GE) 0. @109

Wird nun der Schitzwert fiir den Systemzustand x(¢|t — 1) selbst als Linearisierungspunkt gewéhlt,
so erhilt man mit Ax(t) := x(t) — x(¢|t — 1):

AX(t) + G(t) - n(t), (4.104)
x(t)=x(t|t—1)

F(t)

wobei die Ableitung am Linearisierungspunkt durch die JACOBI-Matrix F(¢) ausgedriickt werden
kann. Entsprechend erhilt man fiir die zeitdiskrete Variante von [GL] (£.104):

wobei ®, wie in[GL] @.78) gewihlt wird und fiir n, ~ A'(n,;05,,,Q) gilt.
Analog zu obigen Gleichungen geht man auch bei den Messgleichungen vor. Dazu betrachtet man
direkt die nichtlineare, jedoch zeitdiskrete Form von (.73

wobei w;, ~ N (W,; 0541, R). Diese wird ebenso in eine Taylorreihe um den Linearisierungspunkt

x;c mit Abbruch nach dem linearen Glied entwickelt:

/ 8h X /
2, ~ Iy (x}) + ak( ) (0= %) + My 4.107)
Xk xk:x;c
Durch die Erwartungswertbildung 2, := F [z,|z,,...,2z,_,| konnte fiir die geschitzte Messung
2, i= Ty, (Xyy,_, ) dann ebenfalls
N / oh, (x N /
z;, = hy(x;,) + 5( ) : (xk|k_1 - xk) (4.108)
Xk ’

Xk:Xk
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geschrieben werden. Wenn man nun @108) von @107 subtrahiert, erhiilt man mit dem
Entwicklungspunkt x;i, = fck| pg und Ax; = x; — fck| .1 die Messgleichung, die dem [FH zugrunde
liegt:

ohy(x;)
0%,

Azk = Zk‘ — Zk‘ = AXk; + Mk‘ . Wk. (4109)

klk—1

Xk:X

H,

Von besonderer Bedeutung ist dabei wieder der differenzielle Term, der fiir die Filterung durch die

JACOBI-Matrix H,, mit H,, := 240

ausgedriickt werden kann.
klk—1
Wie eingangs erwihnt, wird die eigentlich interessierende Grofe nicht innerhalb des Filters be-

Xk:X

stimmt, sondern durch Riickfithrung des geschitzten Fehlers zur Korrektur von diesem. Es tritt au-
genscheinlich also eine Schleife auf, weshalb das Filter auch als Closed-loop-Fehlerfilter bezeichnet
wird. Nach der Korrektur muss allerdings darauf geachtet werden, dass der Zustandsvektor des Fil-
ters, also der Fehler, jedes Mal, nachdem ein Messwert verarbeitet wurde, auf Null gesetzt wird, d. h.
Af(kl t—1 = Opy:. Die Propagation des Filterzustandes ist daher unnétig. Im Gegensatz dazu wird
aber die Schitzfehlerkovarianzmatrix P, mit Hilfe der JACOBI-Matrix F(t) bzw. der daraus resultie-
renden Transitionsmatrix ®, propagiert. Die geschitzte Messung 2, , die man fiir den Messeingang
Az, bendtigt, wird ebenso auBerhalb des Filters anhand der nichtlinearen Messgleichung bestimmt.
Die JAcoBI-Matrix H,, wird hier lediglich fiir die Berechnung des KALMAN-Gewinns (wird auch als
KALMAN-Gewichtungsmatrix bezeichnet) und die Aktualisierung der Kovarianzmatrix des Schétz-
fehlers benotigt. Die Berechnung des Terms der Innovationssequenz, der von dem propagierten Sys-
temzustand des Filters abhingt, kann hier ebenfalls entfallen, da dieser einem Nullvektor entspricht.
Die Innovationssequenz entspricht hier somit dem Messeingangsvektor Az, . Die Hauptaufgabe des
[FH liegt damit in der fortlaufenden Bestimmung der Schitzfehlerkovarianzmatrix und der Berech-
nung von Korrekturgrofen fiir eine ,,Zustandsgrofie* aulerhalb des Filters. Dies zeigt aber auch, dass
die Leistungsfihigkeit des [FFlim Wesentlichen von der Qualitit der Stiitzsensoren (AbbJ4.3) und der
Datenrate abhéngt, mit der diese die Stiitzinformationen bereitstellen kénnen.

Zusammenfassung

Zu Beginn dieses Kapitels wurden die Grundlagen der inertialen Navigation vorgestellt. Diese um-
fassen die Vorstellung der unterschiedlichen Koordinatensysteme, die bei den verschiedenen Berech-
nungsvorschriften eine wichtige Rolle spielen. Da die Filterung von Hoheninformationen im weiteren
Verlauf der Arbeit ndher betrachtet wird, wurden hier zunichst die unterschiedlichen Definitionen ge-
geben, die in diesem Kontext eine Rolle spielen. Die Sensorinformationen, die von verschiedenen
Quellen dem [[NS/GPSFilter zur Verfiigung stehen, miissen durch geeignete Transformationen zu-
sammengefiihrt werden. Daher wurden sowohl die Eulerwinkel- als auch die Quaternionenparametri-
sierung betrachtet. Die Strapdown-Berechnung ist der erste Schritt im Navigationsfilter, das in
vorgestellt wird. Die detaillierte Abfolge wurde daher in behandelt. Da das die Stiitz-
informationen fiir das System liefert, diese allerdings auch mit einigen Fehlern behaftet sind, wurde
darauf in Abschnitt[.4lausfiihrlich eingegangen. Von besonderer Bedeutung ist hier die Modellierung
von zeitkorrelierten Sensorfehlern, die in beschrieben sind. Die Grundlagen des [FE das im
Rahmen dieser Arbeit angewendet wird und das auf einer KALMAN-Filterung beruht, wurden zum
Abschluss des vorliegenden Kapitels behandelt.



60

Kapitel 4. Grundlagen der gekoppelten Navigation



Kapitel 5
Kombiniertes Navigationsfilter

Das Navigationsfilter bildet die zentrale Komponente des integrierten Navigationssystems, welches
die verschiedenen Sensorquellen zusammenfiihrt und Ausgangspunkt fiir die Parameterschitzung ist,
die in[Kap |l erértert wird. Bevor die Navigationsfiltergleichungen dazu im Detail hergeleitet werden,
sollen zunichst die Vorteile einer [[NS/GPSHntegration genannt werden. Es handelt sich dabei um
ein schwach gekoppeltes [KE Das Filter wurde bereits in eingefiihrt. Im Anschluss an die
Herleitung wird die Korrektur der Messgrofen erortert. AbschlieSend wird ein Verfahren angefiihrt,
welches die hier verwendete Filterstruktur so erginzt, dass Beobachtungen beriicksichtigt werden
konnen, die erst zeitlich verzogert zur Verfiigung stehen. Dieses ist bei [GPSFMessungen der Fall.

5.1 Systemiibersicht

In wurde gezeigt, dass inertiale Messwerte fehlerbehaftet sind und wie sich diese Fehler
modellieren lassen. Diese Fehler konnen dazu fiihren, dass man durch die ausschlieSliche Anwen-
dung des Verfahrens in[Kap]4.3 zu einer ebenso fehlerhaften Navigationslosung gelangt, denn durch
die zweifache Integration der Sensorwerte fiir eine Positionsschitzung akkumulieren sich auch die in
den Messwerten noch vorhandenen Fehler. Typischerweise sind mit kostengiinstigen [ME] Datenra-
ten zwischen 50 Hz und 200 Hz moglich. Die Losung eines ist aus diesem Grund nur kurzzeitig
stabil. Im Gegensatz dazu bietet das langzeitstabile Messungen. Die SchitzgréBen, die ein iibli-
cher [GPSIEmpfinger mit einer Datenrate bis zu mehreren Hertz liefert, sind Geschwindigkeits- und
Positionswerte, die bereits gefiltert sind. Aber auch diese Schitzwerte konnen trotz Vorfilterung im
Empfinger weiterhin fehlerbehaftet sein (siehe [Kap]E.4).

Mit Hilfe der [GPS-Messungen ist es moglich, die durch die [IME| anwachsenden Fehler so zu
korrigieren, dass sie sich nicht innerhalb der Navigationslosung akkumulieren. Da aber die
Messungen ebenso fehleranfillig und vorrangig fiir eine horizontale Positionsschidtzung ausgelegt
sind, wird in dieser Arbeit zusitzlich ein barometrisches Sensorelement eingesetzt, um die vertikale
Positionsschiitzung zu stiitzen. [AbbJB.1] zeigt das Filtersystem mit simtlichen Teilkomponenten, die
im Folgenden im Detail vorgestellt werden.’ Die Parameterschiitzung spielt in diesem Kapitel keine
Rolle und soll daher zunichst auBer Acht gelassen werden. Der Ausgang der [IME] d. h. die Messgro-
Ben nach [GI] @.61) und @63), sind zusammen mit den Messungen m" einer Magnetfeldsensortriade

: o \T 1~ T o\ T\T .

in dem Vektor zy,p 1= ((a?b) (wﬁo) (mb) ) zusammengefasst. Da die zur Stiitzung verwen-
deten[GPStDaten zeitlich verzogert auftreten, wird in[Kap][5.3.2leine Moglichkeit vorgestellt, wie die
Schitzungen des satellitengestiitzten Teilsystems weiterhin effektiv beriicksichtigt werden konnen.

>In der Abbildung ist der Zeitindex k der Einfachheit halber nicht aufgefiihrt. SchitzgroBen werden hier und im Fol-
genden durch () und Messgrofien durch (7) gekennzeichnet.
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i X X
. <K (e Xprp :
i _ R H
Inertiale ZIME i ‘ Strapdown- P
Mess. (IME) g Algorithmus ! Fehlerfilter Pa;e{meter-
: l_—: (FF) schitzung
m" : i

Satellitengest. Xaps QFF
Teil : 2
eilsystem | Xsp

Barometrisches hem
Teilsystem

Abbildung 5.1: Gesamtsystem mit Fehlerfilterung und Parameterschitzung

Bei dem eingesetzten [GPSFEmpfianger der Fa. Navilock konnte auf Basis von Langzeitmessungen
festgestellt werden, dass die durchschnittliche Verzogerungszeit der Daten bei 150 ms bis 250 ms
liegt und damit zusitzlich kompensiert werden muss.

Der Ausgang des Strapdown-Blocks, der auch gleichzeitig der Ausgang der Gesamtfilterstruk-
tur ist, sei nach [Kap]B.3] mit Xg, gekennzeichnet, wihrend die korrigierten Strapdown-GroBen im
Folgenden mit xy bezeichnet werden sollen. Das barometrische Teilsystem, das aus weiteren Teil-
komponenten besteht und in ausfiihrlich vorgestellt wird, liefert hier die vertikale Positions-
komponente EBM. Auf die entsprechende Schitzgrofle des satellitengestiitzen Teilsystems wird da-
her fiir die Fehlerfilterung verzichtet, in welche die verschiedenen Ausgangsgrofien einflieBen. Den-
noch werden sowohl die horizontalen als auch die vertikale Geschwindigkeitskomponente des
Teilsystems aufgrund ihrer Genauigkeit als StiitzgroBen X;pg verwendet. Die geschitzten Fehler in
Xpp Werden nach einer Riickkopplung zur Korrektur verwendet, so dass am Eingang jeweils die kor-
rigierten Positions-, Geschwindigkeits- und Lagekomponenten des vorherigen Zeitschritts anliegen.
Ein besonderer Algorithmus, der die Rauschkovarianzmatrix des zeitkorrelierten Sensorrauschens zur
Fehlerfilterung schitzen soll, wird im Rahmen dieses Kapitels nicht betrachtet, sondern erst in[Kap 7l
Dieser nutzt die Ausgangssignale des|Fehlerfilters (FF)l Zwei alternative Ansitze, die in [ZI eben-
falls vorgestellt werden, basieren direkt auf den Beobachtungen zp; (hier durch den gestrichelten
Pfeil dargestellt).

Das in[AbbJ5.T]aufgefiihrte satellitengestiitzte Teilsystem besteht im Wesentlichen aus einem [KH,
welches die Pseudorange- und Deltarange-Messungen als Messgroflien verwendet und mit Hilfe der
|Dilution of Precision (DOP)-Werte so filtert, dass absolute Positions- und Geschwindigkeitsschiit-
zungen zur Verfiigung stehen. Fiir Untersuchungen mit realen Messungen standen durch Verwen-
dung des [GPSFEmpfingers von Navilock mit ublox-Chipsatz bereits die notwendigen Groflen
in den PUBX-Datensitzen zur Verfiigung (siehe auch Anhang[A.2)). Dazu zéihlen auch die Standardab-
weichungen der Positionsfehler im n-Rahmen, die im Folgenden in der Messrauschkovarianzmatrix

R ps zusammengefasst werden. Auf eine genaue Betrachtung der internen Struktur des Teilsystems
wird hier verzichtet, da sie nicht Gegenstand der Untersuchungen war.
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5.2 Schwach gekoppelte Fehlerfilterung

Das Filter, das neben den Biasfehlern der Gyroskope und Beschleunigungssensoren auch die Fehler
in der Position, der Geschwindigkeit und der Lage der [IME] im Navigationsrahmen schitzt, ist ein

schwach gekoppeltes [FFnach 4,67

5.2.1 Filtergleichungen

Gegeniiber den iiblichen [KE Varianten wie z. B. einem [erweiterten KALMAN-Filter (EKF)| hat der
hier vorgestellte Ansatz einer Error-State-Space-Formulierung einige Vor- und Nachteile. Wie auch

bei einem [EKH basiert das verwendete [LKH als Realisierung eines [FH auf einer Linearisierung der
System- und Messgleichungen, so dass eine Zustandsiibergangsmatrix ®pg., und eine Messmatrix
Hgp, fiir die Berechnungen vorliegt. Allerdings wird nach jedem Aktualisierungsschritt der Sys-
temzustandsvektor auf einen Nullvektor gesetzt, da sich die eigentlich interessierende Grofle au3er-
halb des Filters befindet [May82]]. Dieses fiihrt in Kombination mit den Differenzen der korrigierten
Schitzungen des Strapdown-Algorithmus und des [GPS Filters als Messeingang zu einer robusten
Filterstruktur [TWO04], [Wen07]. Starke Nichtlinearititen, die beispielsweise mit einem[UKF oder [PH
beriicksichtigt werden konnen, sind mit einem [LKF nicht zu erfassen.

5.2.1.1 Systemmodell

Die Fehler, die das Filter schitzen soll, sind der Positionsfehler Apy, , der Geschwindigkeitsfehler
Av?,, der Fehler in der Orientierung AY sowie die Biasfehler der Beschleunigungs- und Dreh-
ratensensortriade Ab, und Ab,,. Der obere Index n zeigt an, dass es sich dabei um die Fehler im
Navigationskoordinatensystem handelt. Im Propagationsschritt werden die korrigierten Messwerte
der[IME zusiitzlich als deterministische GroBen behandelt. Dieses bringt kaum Nachteile, da beim [FH

der Propagationsschritt lediglich der Berechnung der Schitzfehlerkovarianzmatrix P dient.

FF;k|k—1
Die eigentliche Navigationsaufgabe obliegt dem Strapdown-Algorithmus. Die Navigationslosung ist

damit Teil von X, Fiir den Zustandsvektor des [FRmit xp € R gilt:

T
T T T T T
Apgb,n AU(Ielb,n Ad) Ab(z,x Abw,z
Aplelb7e AUgb,e Af Aba,y Abw’y
S Apgb,d Avgbjd A Abmz Abwyz
FF - N—_—— N—_— —— N e’
Positionsfehler ~ Geschwindigkeits- Lagefehler Biasfehler ( Aba)T Biasfehler ( Abw)T
(Aptc‘b)T fehler (AVEb)T (AT)T der Beschleunigungs- der Drehraten-
sensoren sensoren
(5.1)

Das Systemmodell beriicksichtigt demnach nicht nur die deterministischen Sensorfehler, sondern
auch die Auswirkung der Fehler auf die Navigationslosung, um anschlieBend die notwendige Kor-
rektur durchfiihren zu konnen. Die Differenzialgl. (£.33), (£.40) und @.46) bis (£.48)) zeigen, dass
Nichtlinearititen auftreten, die fiir das [FH linearisiert und anschlieBend zeitlich diskretisiert werden
miissen. Die vollstindige Herleitung der fiir das Systemodell bendtigten Matrizen ist in Anhang
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aufgefiihrt. Sie lauten mit Vernachlédssigung des Zeitindex ¢

n

Ueb n

0 0

(1,1) | () +h
: e € tan ()0 e €
Frr bR TR R ih (5.2)
0 0 0 PL=PSpien
Veb=VSDseb
FOY =1, (5.3)
Vg ob.c tan e Uoh n
b+dh —20sinp — Qﬁ b+h
tan tan
F}(;%’Q) = | 20 Slngo + et];%e fh P et}%n_:lh 2 + Re:jz 20 cos p + Reb e (5.4)
-9 eb+nh —2Q) cos © — 2 Ret—)f—eh 0 pr:?gD;eb
vgb:ng;eb
2,3
Fl(:F V= [CSD b albx} (5.5)
2.4
ﬂF%:—c%ﬁ (5.6)
Qsin(y) 0 Uoh.e
TR, +h R A2
3,1 ve n
PO = 0 0~ (5.7)
Q cos(p) Ugh.e 0 vé‘b . tan(p)
" R,+th  (R.+h)(R,,+h)cosZ(p) _W P&, =Pl
Veb=VSDieb
1
0 r+h
Fi2 = _E#E 0 0 (5.8)
t N
0 - ]31:&0}3 0 pgb:Ii’gD;eb
vgl):ng;eb
(3,3) ._
Fep™ o= — Wi X]lpe, =pgp.0n (5.9)
eb_VSD,eb
3,5 ~
Fio?) = —Clpy, (5.10)

und bilden unter Einbeziehung von (£.36)) und (#.39) das Differenzialgleichungssystem

Fl(:}a’l) FI(:lF’2) 0505 Osxs Osys 035 03.5 O3z 0sus
0ss FE? FEYD FEY o, ~Clpy  Oss Osy Oy
S = | P00 BEY FOY 0, BUY x| O Gl O Ou |mes
05,5 055 05,5 05,5 05,5 053 0553 Lz Oy
0505 0545 05,5 05,5 05,5 05,3 05,3 0505 Isys
Frp (€

(5.11)

T
wobei npp := (nT n’ ng n/ ) ist.% In[GI] (5.3) wurde davon ausgegangen, dass es sich bei a5,
um Messwerte handelt, bei denen bereits im Rahmen der Riickkopplung eine Biaskorrektur durch-
gefiihrt wurde. Die Bias werden mit Hilfe von (3.11)) nicht direkt bestimmt. Wie bei den anderen
Zustandsgroen werden hier lediglich deren Fehler beriicksichtigt, welche die Groe auBerhalb des

®Die Schreibweise [x x] in den (Z3) und (B9) bedeutet hier, dass es sich um eine schiefsymmetrische Matrix
handelt, die aus dem in den eckigen Klammern eingeschlossenen Vektor x gebildet wird (siehe auch Anhang [B.1)).
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Filters korrigieren. Geht man nun von der Differenzialgl. (3.11)) in eine zeitdiskrete, dquivalente Dar-
stellung tiber, so folgt
Xppp = Prrg Xepg—1 T Grrg Dpeg (5.12)
wobei D 1= et A & Lo+ Frpy At und Gy = 3 (Tioss + @y ) G At & G Al
mit At = ¢, —t,_, gilt (vereinfachte Annahme, dass Fy im Intervall [tk, tk:—l) zeitinvariant).
Bisher wurden beziiglich des Systemrauschvektors ngp keine weiteren Einschridnkungen getrof-
fen. Dieses ist jedoch fiir die spitere Parameterschitzung wichtig. In [Kap]@.6.1l wurden die Filter-
gleichungen so hergeleitet, dass ein zeitkorreliertes System- und Messrauschen angenommen werden

kann, ohne dass der Systemzustand um genau diese Komponenten erweitert werden muss. Vorausset-
zung dafiir ist daher eine entsprechende Gleichung fiir ngg. Diese wird hier zu

n, DFF;na 03,3 05,5 Osy3 n,
n, 03,5 DFF;nw 05,5 O35 n, 4T n (5 13)
n g g
FF;k FF; FF;k :
nba 03><3 O3><3 03><3 03><3 nba "
nbw k 0553 0553 05435 Osxs nbw k—1

angenommen, wobei I'rg, = Ii5.0o und g, ~ N(nFF;k:; 0101, QFF;k). In G.13) wird das
biastreibende Rauschen als zeitlich unkorreliert angenommen. Zur Bestimmung von Dgg,, und
Dy, mit Hilfe von [GLl @.73) sei erwihnt, dass bei Verwendung von Trainingsdaten die ,,Trajek-
toriendynamik* im Vorfeld nicht vollstidndig eliminiert werden kann (unter ,, Trajektoriendynamik*
werden hier die Positionen und Geschwindigkeiten bzw. Beschleunigungen und Winkelgeschwindig-
keiten zusammengefasst, die fiir die ideale Navigationslosung verantwortlich sind). Die Trainingsda-
ten sollten jedoch auch zeitlich korrelierte Messungen enthalten, weswegen vorrangig auf Messungen
einer ruhenden (mit Vibrationen durch einen Motor) IME zuriickgegriffen wurde. Die [ME] wird in
noch niher untersucht. Nach Auswertung der Daten folgte fiir die Zustandsiibergangsmatrix
die Approximation Dy, = Dgg,, ~ 0,7 - Ls.;. Aus dieser ergab sich mit fjyy = 100 Hz wieder-
um eine Korrelationszeit von ¢, ~ 2,8 - 10~2s. Auf diese Werte wurde auch bei der Generierung
der simulierten Inertialsensordaten zuriickgegriffen. Damit wird diese Zustandsiibergangsmatrix als
konstant fiir den Filterprozess angenommen, was aufgrund der Qualitéit der Sensordaten der [IME] ge-
rechtfertigt ist. Die Rauschdynamik, die sich durch Modellierungsungenauigkeiten, Vibrationen oder
das inhirente Rauschen erhoht oder verringert, soll der als zeitvariant modellierten Rauschkovarianz-
matix QFF; i zugeschrieben werden. Dennoch sei an dieser Stelle der Vollstdndigkeit halber darauf
hingewiesen, dass hier sowohl zeitvariante Zustandsiibergangsmatrizen als auch zeitkorrelierte Pro-
zesse hoherer Ordnung moglich wiren. Dies stand jedoch nicht im Fokus der vorliegenden Arbeit.

5.2.1.2 Messmodell

Der Zusammenhang zwischen den von einem [GPSFEmpfinger gelieferten Schitzwerten X;pg und
dem zu schitzenden Systemzustand xg in[AbbJ5.11 der die [NSH.6sung korrigiert, ist nichtlinear. Um
das in beschriebene Filter einsetzen zu konnen, muss auch die benétigte Messmatrix durch
Linearisierung gewonnen werden. Fiir die folgenden Herleitungen wird wieder auf eine Angabe des
Zeitindex t bzw. k verzichtet. Bei der Implementierung der folgenden Gleichungen miissen aufgrund
der unterschiedlichen Sensorabtastraten einige Details beachtet werden, die jedoch erst in
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diskutiert werden. Der Messvektor sei im Folgenden durch

T
—(,T T T
Zpp = (ZFF;p ZFF;w ZFF;m) (5.14)

gegeben, wobei zgg.,, Positionsmessungen, zgg.,, Geschwindigkeitsmessungen und zg.,,, Messungen
von Magnetometern enthilt.

Positionsmessung Am Ausgang des|GPS -Empfangers stehen Positionsschitzungen zur Verfiigung,

die als Breiten- und Lingengrad ¢pg. )\GPS sowie Hohe hGPs tiber dem Erdellipsoid angegeben sind.

Die Hohenmessung soll jedoch wahlweise auch durch die SchiitzgroBe /gy des in[Kap G beschriebe-

nen Teilsystems ersetzt werden konnen, so dass fiir die Differenzberechnung am Eingang des [FH der
. . \T . . .

Vektor (@GPS AGps hGB> mit hgg € {hBM, hGPS} zur Verfiigung steht. Aus numerischen Griin-

den wird der Differenzvektor zgp,, jedoch nicht im e-Rahmen angegeben, sondern im n-Rahmen:

(RH+BSD) (PGps — Psp)

zppp = | (Re + hgp) - CQS(@SDz (Agps — Asp) | — Laes: (5.15)
—(hgg — hsp)
wobei Qgpy, 5\SD und iLSD die korrigierten Strapdown-Positionskomponenten sind und
1GPS = CSD blGPS (5.16)

ist, wobei lgps der Richtungsvektor zwischen der [ME] und der [GPSl Antenne ist. Um den Zusam-
menhang zwischen dem Differenzvektor in [GLl (5.15) und dem Systemzustandsvektor X zu erhal-
ten, wird hier und bei den folgenden Betrachtungen angenommen, dass sich die idealen Positionen
von Barometer und[GPSI Antenne nicht unterscheiden und im n-Rahmen durch pgpg angegeben sind.
Zusitzlich sei p die Position der [MEl Ausgehend von dem Zusammenhang

PGps = P + Chldps (5.17)
lasst sich mit Hilfe von [GLl (B.27), (B:28) und (3.16)) die Gleichung

Plips = P + s — [lpsx| 1 (5.18)
herleiten, wobei hier der Zusammenhang \Iligps = — [igps x | X ausgenutzt wurde (siehe auch die
mathematischen Zusammenhiinge in Anhang [B.T)). Durch (. !I-LQI) wird deutlich, dass nun in

R R op2 op2 op2 opg opg
_ A n — GPS GPS GPS GPS GPS
Zre;p = PGps — Psbieb = ( oph. vt ox ob, ob, ) XrF T Mprp W, (5:19)

H

eb

FF;p

der Teil der gesamten JACOBI-Matrix Hpg, der mit der Positionsmessung zusammenhéngt (hier durch
Hypg,, gekennzeichnet), durch die jeweiligen Differenziationen gewonnen wird. Der Vektor wr., sei
hier der entsprechende Anteil des zeitkorrelierten Messrauschvektors wgg und Mg, := I3.5. Fir
Hp,, folgt

Hepy, = (I3x3 05,3 _[igpsx} 053 03><3)~ (5.20)

Bei den letzten Betrachtungen wurde davon ausgegangen, dass die Hohenmessungen eines barome-
trischen Sensors und des [GPSIFEmpfingers gleichzeitig vorliegen.
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Geschwindigkeitsmessung Da sich der [GPSFEmpfinger und die [ME] iiblicherweise nicht am sel-
ben Ort befinden, sondern mehrere Zentimeter voneinander entfernt sind, unterscheiden sich auch
die Geschwindigkeiten v, und vgpg geringfiigig voneinander. Mit der Annahme, dass die Erddreh-
rate im Vergleich zu den Drehbewegungen des Fahrzeugs vernachlissigbar klein ist, 1dsst sich die
Approximation

Veps ~ Vi, + Ch(wh, X ps) (5.21)
aufstellen. Als Differenzgeschwindigkeitsvektor ldsst sich daher
Zpp.y '= VGps — VSDieb = HprXpr T Mpp, W,y (5.22)
mit Mg, := I35 schreiben. Des Weiteren ist fiir (3.21) durch Verwendung von (B.27), (B.28) und
unter Beriicksichtigung von (£.37) mit wenigen Vereinfachungen die Niherung
VEo v+ CB @b xR 4 O [1b x]b —[An Qb 1b x]r (5.23)
GPs = Veb sD;b%ib X 1Gps sp;b |1Gps w SD;b* &ib1GPs .

moglich, die ebenso nach den einzelnen Komponentenvektoren in xpp differenziert werden muss, um
den Teil Hgg,, der JACOBI-Matrix zu erhalten, der von den Geschwindigkeitsmessungen abhdngt.
Dabei wurde auch Q})b = [G)R) ><] ausgenutzt. Fir Hgg., erhdlt man schlieBlich

H _ (9vgps  Ovaps  OVgps  Ovaps  9Vips
FFo — \ dp%, vy, oY ob, ob,,

= (03x3 Ly — [CED;bQ})bll()}PSX} 0353 CED;b [lgpsx])' (5.24)

Magnetfeldmessung Bei den bisherigen Betrachtungen zur JACOBI-Matrix, die durch
Hyp = (HgF;p HI?F;U) g gegeben ist, wenn lediglich [GPSHSchitzungen oder barometrische Hohenin-
formationen ohne explizite Richtungsinformationen vorliegen, fillt auf, dass eine Abhingigkeit zwi-
schen diesen und der Lage nur dann besteht, wenn IEPS =% 04, gilt. Ansonsten wiirden die Messun-
gen der Position auch nur auf die entsprechenden Komponenten des Systemzustandsvektors Einfluss
haben. Gleiches gilt fiir die Geschwindigkeit. In dem Fall wiirde die Lage nur durch den in[GT] G.11)
beschriebenen Zusammenhang indirekt beeinflusst werden.

Daher soll im Folgenden durch Verwendung von Erdmagnetfeldmessungen eine weitere Orien-
tierungsbestimmung betrachtet werden. Durch bauliche Einrichtungen wie z. B. Stahlbriicken kénnen
Magnetfeldmessungen zwar negativ beeinflusst werden [YFEO3]], die Auswirkungen auf die Naviga-
tionslosung hédngen allerdings auch von der Giite der Sensoren ab. Selbst wenn durch Stérungen ein
Gierwinkelfehler von bis zu 15° resultieren wiirde, so wiirde die Navigationslosung nur unwesent-
lich beeintrichtigt werden [WenOQ7]]. Alternativ wiire eine Gierwinkelberechnung auch auf Basis der
Geschwindigkeitsdaten des [GPSFEmpfingers moglich, jedoch muss dazu die Ausrichtung der IMEl
perfekt bekannt sein. Des Weiteren konnten die Unterschiede beim Vorwérts- und Riickwértsfahren
zu Ungenauigkeiten fithren.

Der allgemeine Zusammenhang zwischen dem lokalen Magnetfeld in Koordinaten des b-Rahmens
und dem Feld in Koordinaten des n-Rahmens ist durch

m” = (C}) ' m" (5.25)

gegeben (siehe auch (EI10)). Unter der Voraussetzung, dass die RKM] auf den Strapdown-Be-
rechnungen beruht, erhilt man durch Einsetzen von (B.27) bei vorhandenen Magnetfeldmessungen
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m" die Gleichung

_ b An \T.n_ (0mP OmP OmP omP omP
Zgp =M — (Cgpy,)” m" = (apgb ovn, @Y @b, b, Xgp + Mg Wegm- (5.26)
HFF;m

b ~
Wiihrend hier 88% =( §D;b)T [m" x| gilt, entsprechen die anderen Terme einer [3 x 3]-Nullmatrix.
AuBlerdem sei R, := F [WFF;lej;F;m] die Kovarianzmatrix des als mittelwertfrei angenommenen
weiBen GAUSs-verteilten Rauschvektors wg.,, und Mg, = Is.s.

Das vollstindige Messmodell lautet hier nun fiir den zeitdiskreten Fall zum Zeitpunkt k:

zpp., = Hppg, Xpp, + Mg Wep g, (5.27)
HFF;p,k MFF?P 055 053 WFF;p,k

wobei HFF;k = HFF;v,k , M = 0.5 MFF;U 05,5 und Wepk = | Weppk | ISE
HFF;m,k 035 03x5  Mpgg,, WEF;m, k

Die Matrix My sei also konstant.

Analog zum zeitkorrelierten Systemrauschen soll auch beim Modellieren des Messrauschens vor-
gegangen werden. Die Annahme zeitkorrelierten Messrauschens ist notwendig, da die [GPS}IDaten,
die zum Stiitzen des[FH verwendet werden, selbst aus einem [KF| stammen. Selbst bei dem im Rahmen
dieser Arbeit verwendeten ublox-Empfinger stehen aber lediglich Informationen iiber den Positions-
schitzfehler des Empfingers in Form von Standardabweichungen fiir die horizontale Ebene und die
vertikale Komponente zur Verfiigung. Deshalb miissen die iibrigen Parameter anhand von Trainings-
daten und den Angaben des Herstellers abgeschitzt werden [u-b09]. Das Modell fiir das zeitkorrelierte
Messrauschen sei hier zu

Wep, = Drrw Werk—1 + Drpw Vrrgk (5.28)

gewihlt, wobei Vg, ~ N (Vppy; Ooxr, Rpp) mit der Diagonalmatrix Ry und T'pg.,, = oy ist.
Im Rahmen von Ruhemessungen iiber einen Zeitraum von 60 h konnten die in [Tab]B5.1] angegebenen
Werte fiir die Standardabweichungen der Empfiangerdaten ermittelt werden. In der Annahme, dass

Ogps;p (berechnet) | ogpg., (gemittelte Empfangerausgabe) | ogps.,, (berechnet)

Horizontal 4,69 m 4,55 m 0,13™/s
Vertikal 7,34m 4,53 m 0,12m/s

Tabelle 5.1: Standardabweichungen von GPS-Messungen

diese Werte den Standardabweichungen von W, ;. bzw. Wep., . entsprechen und damit Elemente
der Matrix R;pg sind, lisst sich iiber die (I} Schitzung

R 06
Rpr = B [WFF;lez;F;k] ’ <ng9 - D%F;w) = <0GPS Pi d) ' <I9x9 o DgF;w) (5-29)
3x6 m

die Kovarianzmatrix des treibenden Rauschens in (5.28) bestimmen. Dazu muss jedoch Dy, be-
kannt sein. In [I'WO4] wird angegeben, dass die Korrelationszeit von Positionsmessungen eines
[GPSFEmpfingers bei ca. 10s, die von Geschwindigkeitsmessungen iiblicherweise bei ca. 1s liegt
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(siehe @.67)). Diese Werte sind auch in fiir den u-blox5-Chipsatz zu finden. Bei den
Magnetometermessungen wird hier von zeitlich unkorrelierten Daten ausgegangen. Die in [Tabl[5.1]
aufgefiihrten Standardabweichungen fiir die Positionsschitzungen liegen iiber den Angaben des Her-
stellers, dessen Wert fiir die horizontale Ebene nach [Tab]H.3] beispielsweise ca. 2m betriigt. Bei
anderen Empfingern mit geringerer Abtastrate treten durchaus hohere Standardabweichungen auf.

Ein Problem, das noch verbleibt, sind die unterschiedlichen Abtastraten der Messsysteme im Ver-
gleich zu der Rate, mit der das [FF arbeitet. Auch wenn keine Messung vorhanden ist, soll das Filter
aufgrund der spiteren Parameterschitzung zu diesen Zeitpunkten eine Pridiktion durchfiihren. Bei
Betrachtung von (.93)) in [Kap]@.6.1] fillt auf, dass die Berechnung von P k1 mit der Matrix
Dgg.,, unter der Voraussetzung gefiihrt wird, dass die Rate, mit der die [GPSIDaten eintreffen, mit der
Datenrate des Filters iibereinstimmt. Dies gilt hier nicht. Aus diesem Grund koénnen die (B.10)
bis (B.23)), die fiir das[FE bendtigt werden, nicht uneingeschriinkt verwendet werden. Die [ME}Daten
stehen mit 100 Hz zur Verfiigung, wihrend die [GPS}Signale mit 4 Hz und die barometrischen Sen-
sorsignale mit 10 Hz bereitgestellt werden. Wenn keine Stiitzung erfolgen kann, existiert also auch
keine Korrelation zwischen Xpp und wgg. Sowohl als auch diirfen daher nur bei
Verfiigung der entsprechenden Messwerte berechnet werden.

5.2.2 Korrektur des externen Systemzustandes

Sind gemil der vorigen Betrachtungen die Fehler in der Navigationslosung bestimmt worden, so
werden die Ausgangsgrofen des Strapdown-Algorithmus Xgp, mit Xpp zu xg korrigiert. Fiir die kor-
rigierte Position in erdfesten Koordinaten resultiert

. AP k
P = Pspge T (5.30)
Rn(‘PSD;k) + hgp.k
. ApY,
Ak = Aspge + 77— ek (5.31)
<Re(¢sp;k) + hsD;k:) COS(‘PSD;k)
by = iLSD;k — APeh,d k- (5.32)
Fiir die Korrektur der Position und der Geschwindigkeit im n-Rahmen folgt
PK.ebk = PSDieb & T ADeb k (5.33)
VKiebk = VSDiebk T AVep k- (5.34)

Aus den Orientierungsfehlern muss zunichst ein Korrekturquaternionenvektor ¥, wie in @.38)) er-
rechnet werden, allerdings mit Hilfe von AY, an Stelle von Ao, . Erst dann kann die Quaternionen-
multiplikation

Adk:bk = Tk © ASDb & (5.35)

durchgefiihrt werden. Die Berechnung in (5.33) ist dquivalent zu dem Zusammenhang in

(B.27), wenn diese entsprechend C}., = (I3 + ¥)C%p,,, umgestellt wird. Dabei wird die

Schitzung CISID.b mittels Is, 5 + W korrigiert. Das entsprechende Korrekturquaternion auf der rechten
Seite in (3.33)) ist aus diesem Grund vorangestellt und damit umgekehrt wie in (B.27). Damit die kor-
rigierten Terme im nédchsten Schritt der Strapdown-Berechnung zur Verfiigung stehen, miissen nach
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Anwendung von (3.30) — (5.33) die folgenden Zuweisungen erfolgen:

PSD:k < PK:k (5.36)

)\SD;k — AK;k (5.37)

hSD;k — hK;k (5.38)

PSDicb & < PKieb k (5.39)

VISID;eb,k: A Vlré;eb,k (540)

ASpib i < AKsb k- (5.41)

Die Korrektur der Inertialsensorbias durch

bK;a,k = bK;a,k—l + A]Sa,k (542)

bK;w,k = bK;w,kfl + ABw,k (543)

ist wichtig, um dem Strapdown-Algorithmus im nichsten Zeitschritt anndhernd biasfreie Messwerte
zur Verfligung stellen zu kénnen, so dass im Vorfeld der nichsten Strapdown-Berechnung die Zuwei-
sung é})b,kﬂ — é‘fbk“ — bK%k und JJR)JH_l — ‘:’Ra,kﬂ — bK;w,k vorgenommen werden kann. Auch
hier wurde der Einfachheit halber angenommen, dass eine Korrektur zu jedem Zeitpunkt k durch eine
vorhandene Stiitzung moglich ist. Dies hédngt jedoch von den Abtastraten der einzelnen Sensoren ab.

5.3 Implementierungsaspekte

5.3.1 Ablauf der Filterung

Aufgrund der unterschiedlichen Abtastraten miissen einige Details bei der Realisierung des Filteral-
gorithmus beachtet werden. Der grobe Ablauf der Filterung ist nochmals in skizziert. Da
die Sensoren zwar mit einer festen Abtastfrequenz, aber nicht vollstindig synchron arbeiten, kann
auch das barometrische Teilsystem nicht synchron zum restlichen System arbeiten: Das zeitliche In-
tervall zwischen barometrischen Messwerten und denen eines [GPSIEmpfingers variiert fortlaufend.
Aus diesem Grund wurde das Filtersystem so entworfen, dass der Strapdown-Algorithmus mit der
IME}Datenrate von fiz; = 100 Hz arbeitet. Das nachgeschaltete [FH arbeitet ebenso mit der IMEF
Datenrate, welches die maximale Datenrate in dem System ist. Sobald eine [GPSIMessung zur Stiit-
zung eintrifft, wird ein Priadiktions- sowie Messschritt durchgefiihrt. Andernfalls wird nur der Pradik-
tionsschritt des [FH durchgefiihrt. Die maximale Rate, mit der Messdaten verarbeitet werden, ist die
[GPSIDatenrate. Hier wird angenommen, dass fiyg = k; - fgm = Ko - fgps gilt, wobei &y, ky € N.
Dabei ist fgpg die Frequenz, mit der die [GPSHDaten vom Empfinger zur Verfiigung gestellt werden
und fy; die Abtastfrequenz eines barometrischen Sensors.

Nach den Strapdown-Berechnungen wird zuniéchst die Verfiigbarkeit der [GPSDaten iiberpriift.
AnschlieBend wird gepriift, ob barometrische Stiitzinformationen vorliegen. Das [FH verarbeitet die
vorhandenen Informationen und korrigiert damit die Berechnungen im Strapdown-Block sowie die
Inertialbias am Eingang. Liegen ausschlieBlich [GPSFDaten vor, so wird zusitzlich die letzte giilti-
ge Hohenschidtzung des barometrischen Teilsystems genutzt, damit weiterhin ohne Mo-
difikation verwendet werden kann. Eine alternative Stiitzung durch die Hoheninformation des
Empfingers wiirde ansonsten eine fortlaufende Anpassung der Messrauschkovarianzmatrix erfordern.
Da szM mit einer ausreichend hohen Datenrate zur Verfiigung steht, ist die genannte approximative
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Abbildung 5.2: Ablauf der Filterung im Navigationssystem

Losung hinreichend und es wurde auf weitere Modifikationen verzichtet. Die Magnetfeldsensorda-
ten werden ebenfalls nur dann verwendet, wenn [GPSFDaten zur Stiitzung vorliegen. Eine alleinige
Lagestiitzung ohne entsprechende Positions- und Geschwindigkeitsinformationen findet damit nicht
statt.

5.3.2 Zeitlich verzogerte Satellitenmessungen

Ein grundlegendes Problem, das auftritt, wenn reale [GPSFDaten verwendet werden, ist, dass der Zeit-
punkt, an dem die Daten dem Nutzer bzw. dem Navigationssystem zur Verfiigung stehen, und der
Zeitpunkt, zu dem die Positionsschitzung durchgefiihrt wurde, nicht iibereinstimmen (siche[AbbJ3.3)).
Diese Verzogerungen konnen wenige Nanosekunden bis zu mehrere Millisekunden betragen. Die
Dauer richtet sich im Wesentlichen nach den Fehlerquellen, die das[GPS}HSignal beeinflussen kénnen
und bereits in [Kap]@d.4l erortert wurden. Ist die Verzogerung sehr groB, kann das zu ungenauen Er-
gebnissen in der Filterung fithren, denn das [FH liefert ebenso fehlerhafte Schitzwerte fiir die Bias-,
Lage- und Positionskorrektur. Das Filter wiirde zeitlich nicht zueinander passende Inertialsensorda-
ten und [GPSIDaten verarbeiten. Die Kompensation der zeitlichen Differenz der Sensorsignale kann
durch Anpassung der KALMAN-Filtergleichungen durchgefiihrt werden. Eine Moglichkeit wire die
Erweiterung des Systemmodells, so dass eine Filtergleichung zwischen der aktuellen Messung und
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Abbildung 5.3: Verzogert verfiigbare GPS-Messungen

dem Systemzustand hergestellt werden kann. Dies hat allerdings den Nachteil, dass sich dadurch die
Dimension des Zustandsvektors erhoht, was einen erhohten Rechenaufwand bedeutet. Diese Losung
wird daher in der Praxis meist vermieden [WenO7]. Alternativ soll hier die Methode aus
eingesetzt werden, bei welcher der iibliche Ablauf der Filterung nicht verdndert werden muss. Es
konnen sogar wihrend des Verzogerungszeitraumes einer [GPSI-Messung weiterhin Prédiktions- und
Messschritte durchgefiihrt werden. Das Konzept zum Verfahren aus wird hier jedoch fiir
den Fall von zeitlich korreliertem Messrauschen erweitert. Die vollstindige Herleitung der bendtigten
Gleichungen kann dem Anhang [Clentnommen werden.

Das Konzept in basiert auf der Berechnung eines extrapolierten Messvektors

« . (, 0 T T \T* : ; * fiihrt:
zip = (2fpy Zir, Zip.m) - der zu einem Residuum e fiihrt:

* % 5
€k = Zrpk — HeppXppp)p—1- (5.44)

Dieses entspricht dem Vektor, der berechnet werden kdnnte, wenn die Messung zum Giiltigkeitszeit-
punkt hitte verarbeitet werden kénnen. Ist z{ﬁ;% der Messvektor, der zum Zeitpunkt k& — i’ giiltig war,
aber erst zum Zeitpunkt k verfiigbar ist, so fiihrt dieser jedoch zu einem Residuum

R .
€k—it = Zppg — HFRE— i XpR kit i’ —1- (5:45)
Dabei wird mit
Wepk—i¢ = DrrwWrER—i'—1 + DRRwVFEg—ir (5.46)
und Vg i ~ N (Vg5 Ooxr s Rpp) von dem Zusammenhang

k—i' _
Zrpy, = Hepg_ o Xppg—i + MEpWepg_i (5.47)

ausgegangen. Nach Gleichsetzen der Residuen (3.44) und (3.43) und einigen Umrechnungen (siehe
Anhang[C) stellt man fest, dass das Messrauschen wi. , des extrapolierten Messwertes

* *
zpp., = HpppXprg, + WErL (5.48)

mit den verzdgerten und nicht verzogerten Zustandsvektoren korreliert ist. Nach einigen Anpassun-
gen, die im Detail in Anhang [C| beschrieben werden, erhilt man fiir die modifizierten KALMAN-
Filtergleichungen

5 3 * k—i’ N
XEFk|k — XFRklk—1 T Kj (ZFF;k - HFF;k—i’XFF;k—i’\k—i’—1> (5.49)

o * T
Prer = Prrgp—1 — KeHere o PR p—irjo—1> (5.50)
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wobei

* T T T
Ky = Prrge i1 Hrpp— <HFF;k—i’PFF;k7i’|k7i’71HFF;k—i’ + Heg— i Prpgo p—irje—i—1 MFr
T T 7\ 7!
+ MepPrrgo o—iro—it—1 Hrpe—o + MFFPFF;ww,kfi’MFF) (5.51)

das modifizierte KALMAN-Gewicht ist. Die Gleichungen unterscheiden sich bisher nicht von denen
eines iiblichen [KH unter Beriicksichtigung zeitlich korrelierter Rauschprozesse. Der eigentliche Un-
terschied liegt in der Berechnung des Erwartungswertes des Produktes aus dem aktuell priadizierten
Fehler des Systemzustandes und der Pridiktion des Fehlers zum Zeitpunkt k& — 4/, d. h.

T
PFF;k,k—i’|k;—1 =F [(XFF;k - XFF;k\k—l) (XFF;kz—z” - xFF;k—i’|k—i’—1) ZFF;l:k:—l:| . (5.52)
Nach einigen Umrechnungen wird deutlich, dass zu jedem Zeitpunkt zwischen Giiltigkeit und Verfiig-
barkeit der jeweiligen Messungen bestimmte Matrizen der KALMAN-Filterung zwischengespeichert
werden miissen, damit diese zum Zeitpunkt k fiir die Berechnung von [GI] (3.33)) zur Verfiigung ste-
hen:

/

i
H <pFF;k—m’+1 (Il5><15 - Kk—m’HFF;k—m’)> PFF;k—i’\k—i’—l

m/=1

PFF;k,k—z”|k—1 - (

i'—1
T
- ( H q’FF;k—m’—&-l (Il5><15 - Kk—m’HFF;k—m’>> q)FF;k—i’—I—lKk:—i’MFF;k—i’PFF;zw,k—i’\k—i’—l'

m/=1

(5.53)

Da nicht beriicksichtigt werden kann, wie sich ein [GPSFMessvektor, wenn er auch zum Zeitpunkt
k — 4’ verfiigbar gewesen wire, auf die Kovarianzmatrix des Schitzfehlers zu eben diesem Zeitpunkt
auswirkt, handelt es sich hierbei um ein suboptimales Verfahren. Andernfalls hiitte dies zu einer An-
derung des KALMAN-Gewichts gefiihrt, die wiederum die nachfolgenden Berechnungen beeinflus-
sen wiirde. Da der Verzogerungszeitraum allerdings hier im ungiinstigsten Fall weniger als 250 ms
betrigt, wird dies vernachlissigt.

Zusammenfassung

In diesem Kapitel wurden die zentralen Filterkomponenten vorgestellt, die benotigt werden, um die
durch den Strapdown-Algorithmus berechnete Navigationslosung aufgrund der Sensorfehler korrigie-
ren zu konnen. Dazu wurden die Filtergleichungen auf Basis der bekannten Differenzialgleichungen
so hergeleitet, dass Daten eines[GPSFEmpfingers, eines Magnetfeldsensors und eines barometrischen
Sensors als MessgroBen fiir das [FH verwendet werden kénnen. Zum Abschluss wurde gezeigt, wie
der eigentliche Systemzustand (bestehend aus Position, Geschwindigkeit und Lage), der sich auf3er-
halb des Filters befindet, korrigiert wird und mogliche Verzégerungen im[GPS}Signal im Rahmen des
Filterprozesses beriicksichtigt werden.
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Kapitel 6
Barometrisches Hohenfilter und topografische Datenbank

In diesem Kapitel wird eine Hohenschitzung auf Basis barometrischer Daten und einer topografi-
schen Datenbank vorgestellt, die im Vergleich zu einer allein auf dem [GPS] basierenden Hohenschiit-
zung eine genauere Positionsbestimmung in vertikaler Richtung zulassen und eine genauere Bestim-
mung der Schwerebeschleunigung ermdglichen soll. Im Folgenden wird zunichst die Beschreibung
eines Systems zur Lokalisierung gegeben, wobei die Modellierung der bei barometrischen Messun-
gen typischen Fehler im Fokus steht. AnschlieBend wird ein Verfahren zum Abgleich der Messungen
mit einer topografischen Datenbank erldutert. Ausgehend von der barometrischen Hohenformel, de-
ren Herleitung in Anhang [D] zu finden ist, wird ein Fehlerfilter sowie die damit mogliche Korrektur
der Messgroflen betrachtet. Abgeschlossen wird das Kapitel mit Testergebnissen, die mit Hilfe von
kiinstlich generierten Sensordaten gewonnen wurden. Der hier prisentierte Ansatz wurde vom Autor
bereits im Rahmen eines internationalen Seminars verdffentlicht [BWPHUT0]|, wird in dieser Arbeit
dennoch im Detail hergeleitet und analysiert.

Zuverlissige Hoheninformationen konnen z. B. in neuartigen Verkehrsleitsystemen eine wichtige
Rolle spielen, wenn diese dazu eingesetzt werden sollen, Fahrzeuge zu einer freien Parkposition in
einem Parkhaus zu leiten. Wie ebenso noch gezeigt wird, kann sich eine verbesserte Hohenschitzung
auch positiv auf die Positionsschidtzung in der Ebene auswirken, da iiber die RKM] in
eine Kopplung zwischen den verschiedenen Komponenten besteht, sofern igps = 03,1, WOraus wie-
derum eine bessere Lageschitzung resultiert. AuBerdem wird das in[Kap]3.1langesprochene Problem
der SCHULER-Oszillationen reduziert [TWO04]. Obwohl aus einer Hohendifferenz von 20 m ledig-
lich eine Anderung von ca. 1,0 - 10~%™/s2 in der z-Komponente des Schwerebeschleunigungsvektors
g"(t) resultiert, sollen in dieser Arbeit die Auswirkungen einer falschen Hohenberechnung auf die
Gesamtlage- und Positionsschidtzung untersucht werden.

Bei barometrischen Sensoren besteht allerdings das Problem, dass sich bei der Berechnung die
damit verbundenen Fehler wie bei einer [ME] akkumulieren kénnen. Die Ursache liegt in der benotig-
ten Kenntnis von Referenzwerten fiir den Luftdruck und die Temperatur auf einer fest vorgegebenen
Referenzhohe hy. In der Literatur wird zur Vereinfachung hiufig angenommen, dass diese Referenz-
werte konstant sind [Tip99]. In einer realen Umgebung kénnen diese Werte (z. B. die Temperatur auf
[NNFNiveau, d. h. Meereshohe) jedoch variieren, was wiederum eine fehlerhafte Hohenberechnung zur
Folge hat. Daher sollten idealerweise auch die Anderungen dieser Referenzwerte in der Berechnung
beriicksichtigt werden. In den folgenden Abschnitten wird vorgestellt, wie die Fehler, die aus der H6-
henberechnung mit Hilfe eines barometrischen Sensors resultieren, durch ein[KE kompensiert werden
konnen. Dieses Verfahren ist dhnlich zu dem in [WROQ7], hier wird jedoch kein zweiter barometrischer
Sensor zur Fehlerkompensation eingesetzt. Im Rahmen dieser Arbeit wird zusitzlich ein topografi-
scher Kartenabgleich genutzt, wobei das Vorhandensein einer entsprechenden Datenbank vorausge-
setzt wird. Die Idee ist, dass an bestimmten Positionen eine Referenzhdhe aus einer topografischen

75
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Datenbank bekannt ist und diese genutzt wird, um die Abweichung zur momentan gemessenen baro-
metrischen Hohe zu bestimmen. Dies ist hilfreich, um wiederum die Sensorfehler zu berechnen und in
den aktuellen sowie den zukiinftigen Messungen zu beriicksichtigen, bei denen keine Referenzdaten
zur Verfligung stehen. Auf diese Weise steht eine zuverlidssige Schitzung der Fehler fiir die jewei-
lige Hohe zur Verfiigung, denn i.d.R. liefern topografische Karten bzw. Datenbanken sehr prizise
Hoheninformationen [Whi93]. Dies ist moglich, da diese meist durch hochgenaue Profilmodelle der
Erdoberfliache berechnet oder manuell mit Hilfe des |Differential Global Positioning System (DGPS)|
und Katasterkarten durch das Landesamt fiir Kartographie bestimmt werden. Hierdurch sind die Ho6-

henangaben auf bis zu 0,5 m genau.

Der Vorteil der hier vorgestellten barometrischen Hohenmessung mit Fehlerkompensation ist,
dass eine Kalibrierung des Sensors bzw. eine Temperaturkompensation wie es in der Geodésie oder
Luftfahrt hiufig notwendig ist, um z. B. Genauigkeiten im Dezimeterbereich zu erhalten, nicht mehr
vorgenommen werden muss. In der Luftfahrt muss ein Pilot vor dem Start fiir eine genaue Anzeige
der Flughohe seinen Hohenmesser manuell auf den aktuellen meteorologischen Luftdruck kalibrie-
ren bzw. die bekannte Hohe beriicksichtigen, auf der sich der Flughafen befindet. Betrachtet man die
Situation, in der sich ein [KEZ] auf offener Strae bewegt und sich der Umgebungsluftdruck nur auf-
grund der Hohe &dndert, so ist die barometrische Hohenberechnung ein duflerst zuverldssiges Mittel
zur vertikalen Positionsbestimmung. Allerdings kann sich die Situation z. B. bei der Einfahrt in ein
Parkhaus aufgrund der baulichen Gegebenheiten drastisch dndern, da die Luftdruckdnderung nicht
mehr ausschlieBlich auf die Hohendnderung zuriickzufiihren ist. Dies ist allerdings dann unproble-
matisch, wenn auch fiir diese Gegebenheiten Referenzwerte vorliegen. Solche Situationen bleiben im
Rahmen dieser Arbeit unberiicksichtigt. Der Vorteil eines Barometers ist, dass es in jeder Situation
Messwerte liefern kann, hingegen vergleichbare [GPSHMessungen gerade in geschlossenen Raumlich-
keiten meistens nicht verfiigbar sind.

Im Rahmen der Fahrzeugnavigation ist hdufig ein Kartenabgleich auf Basis der tiblicherweise ein-
gesetzten Navigationskarten ausreichend, die z. T. ebenfalls Hoheninformationen gespeichert haben.
Letztendlich spielt nicht unbedingt die Hohe eines Fahrzeugs iiber|[Normalnull (NN)|die entscheiden-
de Rolle, sondern lediglich die absolute Position des Fahrzeugs bezogen auf die eingesetzte Karte (es

handelt sich dabei nicht unbedingt um hochgenaue topografische Karten). Eine genaue Berechnung
der Schwerebeschleunigung im Rahmen einer Inertialnavigation mit sechs Freiheitsgraden — selbst
wenn dadurch nur eine geringfiigig hohere Genauigkeit zu erwarten ist — kann jedoch durch das hier
beschriebene Verfahren erreicht werden, da das Hohenniveau iiber[NN] explizit beriicksichtigt wird.

6.1 Systemiibersicht

In[ABbJE.T] wurde bereits das Gesamtsystem vorgestellt, das fiir die Schitzung der inertialen Sensor-
fehler verwendet wird. Das barometrische Teilsystem kann im Detail in [Abb. betrachtet werden.
Das dargestellte parometrische Fehlerfilter (BF)|ist kein Fehlerfilter wie es fiir die Filterung der in-

ertialen Sensorfehler verwendet wird. Fiir das barometrische Teilsystem wird stattdessen ein lineares
[KH eingesetzt. Hier wird jedoch die Linearisierung der Messgleichung nicht nur zur Berechnung
der Schitzfehlerkovarianzmatrix durchgefiihrt, sondern auch zur Zustandsschidtzung. Auf eine Be-
riicksichtigung zeitlicher Korrelationen des System- bzw. Messrauschens wird verzichtet. Das fiir die
Untersuchungen eingesetzte Barometer ist ein [USBFSensor der Fa. Toradex, der die Temperatur und
den Luftdruck misst.
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Abbildung 6.1: Systemiibersicht des Teilsystems mit Barometer

Die Funktionsweise des Teilsystems kann wie folgt zusammengefasst werden: Der barometri-
sche Sensor liefert Messwerte (Temperatur 7 und Luftdruck P), die fiir eine Hohenschiitzung BBM
vewendet werden konnen. Um die damit zusammenhéngenden Fehler zu kompensieren, werden die
aktuellen, bereits korrigierten horizontalen Positionsdaten in Xy, laufend mit Eintrigen einer Daten-
bank verglichen. Ist der euklidische Abstand zwischen den korrigierten horizontalen Positionsdaten

und denen in der Datenbank unterhalb eines bestimmten Schwellenwertes d so wird statt der

max?
barometrisch berechneten Hohe die Hohe aus der Datenbank als Hilfsgroe zur Fehlerfilterung ver-
wendet. Die im [BH geschitzten Fehler dienen im nachfolgenden Schritt lediglich der Korrektur der
Hohe BBM. Diese wird demnach auBerhalb des Filters durchgefiihrt. Die korrigierte barometrische

Hohe hgy; wird wiederum als Stiitzinformation fiir das Gesamtsystem in [Kap]5.1] verwendet.

6.1.1 Fehlermodellierung fiir barometrische Sensoren

In und weiterer einschlégiger Literatur wird die barometrische Hohenformel

£

P\ M T
hgm (P, Py, Ty) = hg + <PO> R 6.1)
Yo

als Mittel angegeben, um aus einem Luftdruck P auf eine Hohe hgy; (P, B, T},) iiber[NNlzu schlieBen,
die bei passendem Referenzdruck P, := P(h) der Hohe iiber dem Geoid entspricht. Die Konstan-
ten in (6.) sind in [Tabll6.J] zusammengefasst. Die detaillierte Herleitung von (6.1)) ist in Anhang

Bezeichnung Symbol | Wert

Molare Masse (Luft) M 2,896 44 - 1072 k8/mol
Universelle Gaskonstante nach l 8,314 32 N-m/(mel . K)
Temperaturgradient (negativ) Yo —6,5- 1073 K/m
Schwerebeschleunigung auf Referenzhohe (z. B. Meereshohe) | g, ~ 9,81 ™/s2

Tabelle 6.1: Konstanten und Variablen fiir die barometrische Hohenberechnung

zu finden. Zur Auswertung wird demnach auch eine Referenzhthe sowie eine Temperatur und ein



78 Kapitel 6. Barometrisches Hohenfilter und topografische Datenbank

Druck auf dieser Referenzhohe benétigt. Eine entsprechende Referenzhohe festzulegen ist unproble-
matisch, da sich diese i. d. R. nicht dndern wird. Allerdings konnen sich naturgegeben die Temperatur
T, := T'(hy) und der Druck P, fir diesen Ort mit der Zeit dndern, je nachdem, welche Tageszeit
oder welche Wetterumstidnde vorliegen. Ebenfalls dndert sich mit der Zeit der Momentandruck P am
Messort. Dies hat zum einen die selben Griinde wie bei F), liegt zum anderen aber auch an der Ortsab-
hiingigkeit, da sich das Fahrzeug bewegt. Die und[(b)| zeigen typische Verliufe iiber einen
Zeitraum von ca. 40 h fiir die zeitverdnderlichen Parameter an einer fest installierten Wetterstation.
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Abbildung 6.2: Messwerte fiir Temperatur und Druck

Eine zeitdiskrete Beschreibung der Referenzparameter wiirde mittels [RWP-Modellen wie folgt
lauten:

T(Lk = TO,k—l + AtBM . nTO’k (62)
POJC = PO,k‘—l + AtBM . nP(Vk’ (63)

~ 0. o2 0. o2 ; ; - 1
wobe.:l T,k ™ N(nka,O',JTO) und np 4~ N(npwk,(),apo) sefen. Dl.e Yarl.able étBM =7
bezeichnet hier das Abtastintervall des barometrischen Sensors. Die Multiplikation mit Atgy, fiihrt

dazu, dass die Verldufe fiir fest vorgegebene Varianzen unabhédngig vom Abtastintervall sind.

Fiir die Berechnung der notwendigen Standardabweichungen des jeweiligen treibenden Rau-
schens in (6.2)) und (6.3)) wurden neben den Messungen in auch Messungen an einem festen
Ort iiber einen Zeitraum von sieben Tagen durchgefiihrt, wobei innerhalb von zwolf Stunden Druck-
und Temperaturschwankungen von bis zu 12 hPa bzw. 17 K auftraten. Durch Auswertung der Daten
konnten die in [Tabl6.2] angegebenen Werte fiir die Standardabweichungen der treibenden Rausch-
prozesse niherungsweise ermittelt werden. Es wird davon ausgegangen, dass die Messungen an dem

Parameter Standardabweichung
T, 41077 K/\/5 (bei fgy = 10Hz) = 0pp = 1,265 - 107K/
F, 0,4Pa/\/s (bei fgy = 10Hz) — op, = 1,265 P2/s

Tabelle 6.2: Messtechnisch ermittelte Standardabweichungen fiir die Referenztemperatur 7, und den
Referenzluftdruck F,
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hier gewihlten Ort trotz der geringen Datenbasis auch auf andere Positionen iibertragbar sind und
mogliche Unterschiede ausreichend durch den jeweiligen [RWP] beriicksichtigt werden konnen.

Neben zeitvarianten Referenzwerten wird angenommen, dass die Messwerte von Druck und Tem-
peratur jeweils von GAUSS-verteiltem Rauschen, entsprechend [GL] (6.4) und (6.3)), iiberlagert sind:

Ty, = Ty + npy, (6.4)
B, =P+ npy,. (6.5)

Dabei ist ny ;. ~ N (ny 430, a?) mit T € {7, P} eine GAUSS-verteilte Zufallsvariable mit Mittelwert
Null und der Varianz a?.

6.1.2 Barometrische Hohenmessung

Wir betrachten nun wieder [GI] (6.1). An dieser Stelle sollen die Gleichungen hergeleitet werden, die
fiir die Bestimmung der barometrischen Fehler mit Hilfe des [BH benotigt werden. Der Zeitindex k
wird dabei zunédchst wieder auler Acht gelassen. Es sei noch darauf hingewiesen, dass die barome-
trische Hohenformel auch direkt als Messgleichung eines [KH eingesetzt werden kann. Allerdings soll
hier eine alternative Moglichkeit vorgestellt werden, die es dariiber hinaus erlaubt, externe Gréfen
aus einer Datenbank als zusitzliche Stiitzinformationen auszunutzen und damit die Sensorfehler zu
schitzen.

Es wird zunichst eine Taylorreihenentwicklung um die Entwicklungspunkte 7{, := T(; — AT, und

F, = P(; — AP, mit Abbruch nach dem linearen Glied vorgenommen, um die Auswirkungen der

Referenzwerte zu bestimmen:’

;o Ohpn (P, Py, T Ohpn (P, Py, T
hem(P, Ty, Fy) = hgm (P, Ty, Fy) + B = 0) , AT+ i . 0) , AR,
aTO Ty=Ty OF, 0 Ty=Ty
P)=P, P)=P,
(6.6)
Fiir die Ableitungen auf der rechten Seite von [GL (6.6) gilt dann:
’ / Rl
Ol (P, Py, T)) B < P, ) |1
ot T,=T, P Yo
Py=P,
_ h’BM(P7 PO’ TO) B hO (6 7)
T, '
und
/ ’ Rl £yg
OP, Té:TO YoMg, \ P 0
0=%0
el
_ Tt (B (6.8)
- MgyPy \ P ‘ '

"Im Vergleich zu friiher wird hier mit ( ' ) nicht der Linearisierungspunkt bezeichnet, sondern der Punkt, fiir den man
die Nichtlinearitit approximieren will.
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Fiir die erste Ableitung wurde wieder (6.1]) ausgenutzt. Setzt man (6.7) und (6.8) in (6.6) ein, so ergibt
sich:

Z'yO
;o AT, ¢ (AP P\ Mgg
hgm(P, Ty, Py) = hgy(P, Ty, Py) + (hgm(P, T, Fy) — hy) < 0) o ( 0> <0> :
1, ) "ng, B, )\ P
Sy bh
(6.9)

i
Mit der Annahme, dass L) M™% ~ 1 und den in (6.9) verwendeten Faktoren s 5, und b, kann
nun ein einfacher Ausdruck fiir ein Fehlermodell zur barometrischen Hohenberechnung angegeben
werden. Zusitzlich wird vorausgesetzt, dass hier hgy, (P, T}, P,) der korrekten Hohe % entspricht und

damit die fehlerhafte Hohe hgy, durch
iLBM:h+Sh'(h_hO)+bh (610)

ausgedriickt werden kann. Die Hohe BBM setzt sich demnach aus der korrekten Hohe, einem Bias
b, und einer durch einen Skalierungsfaktor s, beeinflussten Hohendifferenz aus korrekter Hohe und
Referenzhohe h, zusammen. Wihrend der Skalierungsfaktor von der Referenztemperaturinderung
ATy und der initialen Temperatur T}, auf Referenzhohe abhingt, ist das Bias eine Funktion des ent-
sprechenden Luftdrucks P, und der Druckénderung AF,,.

Der Skalierungsfaktor und das Bias sollen spiter fortlaufend mit Hilfe eines[KE geschitzt werden.
Mit der festgelegten Referenzhohe h, = Om lisst sich die benotigte Messgl. (6.10) unter Beriick-
sichtigung des Zeitindex k wie folgt ergédnzen:

hene = (1+ Spp) + g + Opy e + 10 4 (6.11)

wobei 7y, . ~ N(ny, ;;0,07) einen zusiitzlichen zufilligen Fehler in der Hohenberechnung be-
schreibt, der durch Sensorrauschen verursacht wird (siehe (€&4) und (&3)). Da die momentane
Temperatur T}, nicht in die barometrische Hohenformel (6.I) eingeht, ist auch die Standardabwei-
chung o, unabhingig von o.. Im Folgenden verwenden wir die Niherung o, = o - 0,1 ™/Pa. Diese
gibt an, dass eine Druckinderung von 1 Pa einer Hoheninderung von 0,1 m entspricht. Im Allgemei-
nen wird die Hohenédnderung, die aus einer Druckinderung von 1 hPa resultiert, als barometrische
Hohenstufe bezeichnet, welche etwa 10 m entspricht [Tip99].

6.2 Topografischer Kartenabgleich

Wie eingangs erwihnt, soll die Filterung durch Daten aus einer topografischen Datenbank unter-
stiitzt werden. Voraussetzung ist dabei, dass die in der Datenbank abgelegten Referenzhdhen hTopO
mit ausreichender Genauigkeit vorliegen. Die im Rahmen dieser Arbeit verwendeten Datenbank-
werte entstammen der [Deutschen Grundkarte (DGK)l welche die Hohe iiber angibt. Dieses ist
eine topografische Karte, die neben anderen Informationen auch Hohenlinien (auch Isohypsen ge-

nannt) enthélt und diese je nach Auflosung im Abstand von 0,5m bis 5 m darstellt. Ein Beispiel ist
in zu sehen. Die Erstellung solcher Karten basiert hdufig auf so genannten Flurplidnen. Dies
sind topografische Karten, die Positionsangaben in GAUSS-KRUGER-Koordinaten enthalten und auf
Vermessungen und orthographischen Fotos seitens der Landesdmter beruhen. Man kann daher davon
ausgehen, dass die Hoheninformationen — je nach verwendeter Karte und deren Abbildung in einer
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Abbildung 6.3: Topografische Karte von GARMIN (© GARMIN 2010, MAPSOURCE 2010, BKG
2010)

Datenbank — mit einer ausreichend hohen Auflosung zur Verfiigung stehen. Des Weiteren kann da-
von ausgegangen werden, dass die Angaben, auch wenn die Hohenlinien z. T. auf mathematischen
Interpolationen beruhen, im Vergleich zu einer[GPStbasierten Hohenschidtzung sehr genau sind.

Wir gehen im Folgenden dennoch davon aus, dass die entsprechenden topografischen Daten mit
einer geringen Auflosung zur Verfiigung stehen, denn Referenzmessungen von Hohen im Zentime-
terbereich, sind meist nur in unregelméfBigen Abstinden von bis zu mehreren Kilometern vorhanden.
Dieses konnen Messungen sein, die z. B. fiir BaumaBBnahmen, Bahnhofe oder andere 6ffentliche Ge-
bdude mit der entsprechenden Ausriistung vorgenommen wurden. Das hier vorgestellte Verfahren ist
allerdings so ausgelegt, dass eine Fehlerbestimmung im Abstand von mehreren Minuten kein Problem
darstellt.

Die Verwendung von topografischen Hohendaten an Stelle der [GPSIHo6he entspricht einem Kar-
tenabgleich. Dabei wird fortlaufend die Position in der horizontalen Ebene (Breitengrad ¢ und Lin-
gengrad ) mit den entsprechenden Daten aus der topografischen Datenbank verglichen. Befindet
sich der Nutzer, d. h. das Fahrzeug, innerhalb eines bestimmten vordefinierten Radius zu einem Da-
tenbankeintrag, so kann die zugehorige Referenzhohe zur Stiitzung des Filters genutzt werden. Um
festzustellen, ob ein passender Datenbankeintrag verwendet werden kann, sollen die folgenden Schrit-
te durchgefiihrt werden:

1. Zunichst muss der minimale euklidische Abstand zwischen der aktuellen horizontalen Positi-
on, bestehend aus Breiten- und Léngengrad, mit simtlichen zu den Referenzhohen korrespon-
dierenden Positionen aus der Datenbank verglichen werden. Die Abstandsbestimmung wird
analog zu (313 fiir jeden Zeitschritt & mit

-/

Ap&;%?k =Ry - (¢7$D;k - so({oﬁ,o) (6.12)

A = Ry - cos(sp) - (Aspi — Mige) (6.13)

durchgefiihrt, wobei R, ~ 6371 km der mittlere Erdradius (Kriimmungsradius) aus[TabJ{.2]ist
und Qg und Agp. ;. die Positionsschidtzungen am Ausgang des Strapdown-Algorithmus zum

() \@)

Zeitpunkt k sind. Diese werden demnach mit s@mtlichen Eintragen PTopo® Mopo

mit ¢’ € [1,1']
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einer Datenbank der Linge I’ verglichen. Dazu wird der minimale Abstand gemi

s = i (o () (0252 @19

berechnet.

2. Liegt dieser minimale Abstand unterhalb eines festgelegten Schwellenwertes, d.h. ist
Aiink < Amax> SO erfolgt die Zuweisung hTD B h"([b[))o’ wobei h(TOI))O die zu ap(TZO;O und )\(TZOI))O
korrespondierende Hohe ist. Ist diese Bedingung nicht erfiillt, wird keine Referenzhohe ﬁTD; i

verwendet. Hier wird der Schwellenwert d,,,

= Hm gewihlt.

Fiir die noch genauer zu definierende Fehlerfilterung wird angenommen, dass die topografischen Ho-
hen und damit Ay, duBerst genau sind. Es wird davon ausgegangen, dass die Referenzdaten ebenfalls
durch ein Modell entsprechend

BTD;k — h‘k + nTD;k (615)

mit 7y, ~ N (nTD; +; 0, 0% beschrieben werden kénnen, wobei oy, die Standardabweichung von
Np,, 18t und damit die Genauigkeit der Datenbankeintriige angibt. Zur Vereinfachung wird spiter
zwar o, = Om festgelegt (eine solche Annahme ist u. a. deshalb gerechtfertigt, weil der Abstand
zwischen wirklicher Hohe und der entsprechenden Hohe h(To;))o bei d,,«
werden kann), dennoch soll zunichst der allgemeine Fall mit oy 7# 0 m betrachtet werden.

= Hm i. Allg. vernachlissigt

6.3 Aufbau des barometrischen Fehlerfilters

6.3.1 Systemmodell

Der Skalierungsfaktor s, und das Bias b, hingen direkt von der Referenztemperatur- bzw. der Re-
ferenzdruckiinderung ab. Wie in (6.2) bzw. (&.3) sollen auch die Faktoren hier durch [RWP-Modelle
nachgebildet werden. Daher gilt

Shk = Snk—1 T Alem - 1, (6.16)
mitn, ~N (nsmk;O,agh) und
by = bpx—1 + Alem "M, k (6.17)

o 2 2
. . T, . .
mit ny, k ~N (nb i 05 ag ) wobei 02 = (%) und ag = (Mego O'P) ist. Dabei stellen 9p,

und o, die Standardabweichungen der Referenzwerte dar, und es w1rd fiir die Referenztemperatur
auf INNI T, ~ 270K angenommen. Die [G] und (6.17) bilden damit bereits das vollstindige
Systemmodell des [BFl

6.3.2 Messmodell

Das zugehorige Messmodell sei wie folgt definiert:

AR _ iLTD;k LY (sn (™A ) (6.18)
Zg 1 0 bh n,
/K k s/ k
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Um|[GL (6.18) herzuleiten, bilden wir zunichst die Differenz aus (6.11)) und der topografischen Refe-
renzhohe nach (6.19):

hemik = Pk = Spkhe + bk + 7k — Dy (6.19)

Lost man[GIL] (6.15) nach h,, auf und setzt dieses in (6.19) ein, so folgt:

hemke — P = SheProg + bn g + g — (14 8y, 1) n07p i
= Zank = Snrlrog + 0 T 70 ko (6.20)

- — ] _7 0. o2 :
wobei 2y, 1. := hgp — frp,, und Mok ™ N(nzAwk, 0, JZMJC) ist. Unter der Annahme, dass 1, ,
2
. . . . 2 '_ 2 2
und npp, . unkorreliert sind, sei hier aulerdem O k= Oh T (1 + 5y, k) oqp festgelegt.

Zusitzlich zur Referenzhohe aus der Datenbank kann die gemessene Temperatur zur Unterstiit-
zung des [BH verwendet werden. Dazu wird in die Temperaturmessgl. (6.4) zunichst (D.8) aus dem
Anhang eingesetzt, wobei h, = 0 m angenommen wird:

T, = Tor +7  hy +np (6.21)

Nun subtrahiert man von beiden Seiten in (6.21) den Term T} ;, und normiert anschlieBend, woraus
unter Verwendung von (6.15)

T, —Top _ Ty +7% Iy, — T n np

T T T
N Ty =% hrpg — Too _ Ty —Too  Npr =% Mok 6.22)
Ty Ty Ty
Zsp, ok Sh,k L

resultiert. Da die Addition von zwei mittelwertfreien GAUSS-verteilten Zufallsvariablen ebenfalls
o3 +78 0%
i
steht ein vollstdndiges Gleichungssystem zur Verfiigung, um aus Temperatur- und Druckmessungen
den Skalierungsfaktor und das Bias fiir eine barometrische Hohenschitzung bestimmen zu konnen.

mittelwertfrei und GAUSS-verteilt ist, gilt firn, , in (@22 n, , ~ N (nz i 05 . Somit

6.3.3 Korrektur der Hohenmessung

Sind alle Fehlerparameter bekannt, so kann fiir eine nach (6.1I)) berechnete Hohe EBM. 1» Welche aus-
schlieBlich auf barometrischen Messungen beruht, eine korrigierte Hohe angegeben werden. Dazu
wird [GI] (6.11) nach h, umgestellt. Fiir die korrigierte Hohe hy folgt dann:

7 iLBM'k o I;h k
homp = —————. 6.23
BM;k 145 hok ( )
Neben dem korrigierten Hohenwert wird fiir das [FH in [AbbJ[3.1] allerdings auch eine entsprechende
Schitzfehlervarianz bendtigt. Diese kann mit der hier beschriebenen Filterstruktur zur Bestimmung



84 Kapitel 6. Barometrisches Hohenfilter und topografische Datenbank

des Skalierungsfaktors und des Bias nicht berechnet, sondern muss gesondert betrachtet werden. Zu-
néchst wird dazu [GI] (6.11)) in (6.23) eingesetzt und die Differenz zu h,, berechnet:

(14 5hk) P+ b+ 7 = by

R U 143, — hy,
B hy, <5h,k - ‘§h,k) + (bh,k - bh,k) + N 6.24)
N L+35,, ' '

Setzt man As,, ; :=s;, ;. — 8, und Aby == b, — I;h in[GIl (6.24) ein, so folgt:

. hkAShk+Abhk+nhk
= 2
hgme — hi = T+ 5y — Aoy (6.25)

. . T
Wenn man nun den Erwartungswert E [(hk - hBM;k) (hk - hBM;k> ‘zAh, zsh] auf Basis von

berechnen mochte, so erkennt man nach einigen Schritten, dass es sich hierbei um eine
CAUCHY-Verteilung handelt, da ein Quotient aus zwei GAUSS-verteilten Zufallsvariablen vorliegt.
Eine CAUCHY-Verteilung besitzt nach [HUQ7] weder einen Mittelwert noch eine Varianz. Daher kann
auch in diesem Fall keine eindeutige Schitzfehlervarianz bestimmt werden. Zur Vereinfachung wird
daher im Folgenden angenommen, dass fiir den Nenner in (€.25) 1 + s, , — As;, ; ~ 1 gilt. Des Wei-
teren werden die Kreuzkorrelationen zwischen dem Skalierungsfehler und dem Bias vernachléssigt.
Aus diesen Annahmen folgt fiir die Schitzfehlervarianz:

ZAh7ZSh:| ~ B%M;k—l - FE |:(A3h,k)2i| + E [(Abh,k)2:| +Uf2L,k'
(6.26)

E [(hk ~ hnaae) (P ﬁBM;k)T

Hier wurde zusétzlich davon ausgegangen, dass die Hohenédnderung zweier aufeinanderfolgender Ho-
henschitzwerte relativ klein ist, so dass hk = hBM 1 gesetzt werden kann. Wie mit den anschlie-
Benden Untersuchungen gezeigt wird, hat diese Approximation keinen signifikanten Einfluss auf das
Schitzergebnis.

6.4 Ergebnisse

Um die Funktionsfihigkeit des Filters zu verdeutlichen, sollen im Folgenden einige Simulationser-
gebnisse auf Basis kiinstlich generierter Daten sowie realer Felddaten prisentiert werden. Die kiinst-
lichen Daten wurden dabei mit Hilfe der Matlab-Softwarepakete SarNav 3.0 und INS 3.0 generiert.
Eine detaillierte Beschreibung ist in Anhang[H zu finden.

Zunichst wird ein bekanntes reales Hohenprofil aus einem Datensatz verwendet, der bei einer
Testfahrt im Umkreis von Paderborn mit dem barometrischen [USBl-Sensor Toradex Pressure & Tem-
perature 1.2 aufgenommen wurde. Bei diesem Profil wird davon ausgegangen, dass es sich um unver-
filschte, hochgenaue Referenzhohen handelt, bei denen keine Messungenauigkeiten vorhanden sind.
Mit der Annahme geeigneter Referenzwerte P, T}, 0%0 und 01230 fiir die Hohe h), konnen nun Profile
fiir den Temperatur- und Luftdruckverlauf entsprechend der barometrischen Hohenformel berechnet
werden (siehe Anhang[F)). Die Messwerte fiir Temperatur und Druck wurden dabei nach den Werten
in erzeugt, wobei die Standardabweichungen jedoch um einen Faktor 10 erhoht wurden, so
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dass die Anderungen fiir die folgenden Untersuchungen sichtbarer sind. AuBerdem wurden fiir die
Standardabweichungen in[GI] (6.4) und (6.3) o = 0,1 K und 0, = 10 Pa gewihlt.

Die[ADbl6.4][(a)] zeigt das Referenzhdhenprofil (schwarz) und ein daraus generiertes verrauschtes

barometrisches Hohenprofil (griin). Zudem ist das durch das Filter korrigierte Profil (rot) zu sehen.
(")

Tlopo
fir i € [1,I'] den idealen Hohen in einem zeitlichen Abstand von 60s entsprechen. Es ist zu er-

Fiir das Kartenabgleichverfahren wurde eine Datenbank angelegt, wobei die Datenbankeintriage h.

kennen, dass die korrigierten Hohen nach der barometrischen Filterung nur unwesentlich von den
idealen Daten abweichen. Das BHist in der Lage, den Skalierungsfehler und das barometrische Bias
zu kompensieren, ohne ein Messrauschen explizit zu beriicksichtigen.

240 w w w w w 25

€ -
— "BM;h

GBM;h,k[m}

160t
140, 5 10 15 20 25 5 10 15 20 25
1y, [min] t;, [min]
(a) Hohenverlidufe (b) Absoluter Hohenfehler epyy.,

Abbildung 6.4: Hohenprofil nach barometrischer Hohenformel ohne und mit Korrektur

In [ADD) ist der Hohenfehler ¢ = ‘BBM —h

BMiA ideat| Ohne Korrektur (griin) bzw.
omih BBM — hideal‘ mit Korrektur (rot) abgebildet. Wird nicht alle 60s eine Korrektur durch-
gefiihrt, so ist deutlich zu erkennen, dass der Fehler mit fortlaufender Zeit aufgrund des zeitvarianten
Bias zunimmt und bei ca. 15 min die grofite Abweichung aufweist. Diese Abweichung wird nachfol-
gend zwar geringer, dennoch ist die Schitzfehlervarianz deutlich hoher. Durch die Korrektur an den
Referenzpunkten kann dieser Fehler deutlich reduziert werden, so dass ein mittlerer Hohenfehler von
ca. 3m verbleibt. Da iibliche [GPSIMessungen (bzw. -Schiitzungen) teilweise deutliche Unterschiede
zu den realen Hohen aufweisen konnen (bis zu 15 m) und hier des Weiteren relativ hohe Rauschvari-

anzen angenommen wurden, ist der hier ermittelte mittlere Fehler vergleichsweise gering.

Um die Zuverldssigkeit der Parameterschitzung zu bestitigen, sollen die und
betrachtet werden. Dabei konnen die theoretisch korrekten Werte mit den Filterausgangsgroflen des
[BH verglichen werden. Um die theoretischen Werte zu erhalten, wurden in[GLI (6.9) die Werte fiir s,
und b, mit Hilfe der generierten Referenzdaten fiir die Temperatur bzw. den Luftdruck ausgewertet.
Sowohl das Ergebnis fiir den Skalierungsfaktor als auch das fiir das Bias zeigt, dass die Abweichun-
gen zwischen den theoretischen Parameterwerten (schwarz) und den entsprechenden Schitzungen
(rot) gering sind. Es fillt zusitzlich auf, dass der Skalierungsfaktor nach einer Stunde maximal 2 %
betréigt. Die Rauschparameter des dafiir verantwortlichen [RWP sind in Anlehnung an reale Werte
gewihlt worden. Bei den im rechten Teilbild dargestellten Schitzwerten ergeben sich grofere Abwei-
chungen, die auf die Linearisierung zuriickzufiihren sind. Des Weiteren ist zu erkennen, dass zwischen
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Abbildung 6.5: Theoretischer und geschitzter Skalierungsfaktor sowie Bias

den Verfiigbarkeitszeitpunkten von Referenzhohen die Schitzwerte konstant sind. Da davon ausge-
gangen wird, dass die Referenzdaten in einem relativ geringen zeitlichen Abstand zur Verfiigung
stehen, hat dieses allerdings keinen signifikanten Einfluss auf das Schitzergebnis. Diese Annahme
ist auch deshalb erlaubt, da die Hohenschitzung weiterhin mit der Abtastfrequenz fg), des barome-
trischen Sensors aktualisiert und korrigiert wird. Im ungiinstigsten Fall wiirde lediglich eine geringe
konstante Abweichung aus der Schitzung resultieren, die allerdings im Fall einer unkorrigierten,
ungefilterten Messung auch vorhanden wire. In liegt aufgrund der nicht vorhandenen
Aktualisierung anhand von Messdaten die maximale Abweichung des geschiitzten Bias zum idealen
Wert bei ca. 8 m. Eine Pridiktion zwischen den Messwertaktualisierungen konnte den Fehler bei der
Berechnung durch das[BH verringern. Neben den genannten Griinden wird dieses jedoch vermieden,
um den Berechnungsaufwand gering zu halten. Wie bereits erwéhnt, wurden hier fiir die Parameter
aus zehnmal hohere Werte als angegeben gewihlt. Es kann daher davon ausgegangen werden,
dass in einem realen System geringere Abweichungen aus den Schitzergebnissen resultieren wiirden.

Zusammenfassung

Zu Beginn von wurden die Grundlagen der barometrischen Hohenmessung erlautert, gefolgt
von einer Systemiibersicht der Struktur des Teilsystems, das verwendet wird, um barometrische Daten
aufzubereiten. Als Teil des gesamten Navigationsfilters basiert dieses System auf einem [KEund einer
topografischen Datenbank. Das Filter wurde so entworfen, dass Skalierungsfehler und Bias der baro-
metrischen Sensormessungen mit Hilfe topografischer Daten geschitzt werden konnen. Des Weiteren
wurde beschrieben, wie die fehlerhaften Messungen korrigiert und dem zur Verfiigung gestellt
werden konnen. Zum Abschluss wurden Ergebnisse vorgestellt, die auf realen Hohenmessungen be-
ruhen und mit simulierten Daten aufbereitet und gefiltert wurden. Die Ergebnisse zeigten, dass bei
einer ausreichenden Anzahl topografischer Informationen die Fehler durch das [BH mit hoher Ge-
nauigkeit geschitzt werden konnen und dadurch auch die Hohenschitzungen nur noch eine geringe
Fehlervarianz aufweisen, wodurch unkorrigierte barometrische Messungen iibertroffen werden.



Kapitel 7
Sequenzielle Parameterschiatzung

In diesem Kapitel sollen die Verfahren zum Schitzen der statistischen Eigenschaften des Rauschens
hergeleitet werden, welches das zeitkorrelierte Sensorrauschen treibt (sieche [ABBJB.1). Dazu wird u. a.
ein in vorgestelltes und in [KM93]], sowie fiir die Sprachsignalverarbei-
tung weiterentwickeltes Verfahren zur Rauschparameterschitzung fiir den Einsatz im Rahmen einer
Fahrzeugortung modifiziert. Im Gegensatz zu und [WHUOQ9], wo die Rauschkovarianzma-
trix eines Messmodells geschitzt wird, soll hier die eines Systemmodells bestimmt werden. Um das
Verfahren in Kombination mit dem hier verwendeten [Fehlerfilter (FF)| einsetzen zu konnen, miissen
einige zusitzliche Filterschritte durchgefiihrt werden. Als Vergleichsansidtze werden auflerdem ein

Verfahren auf Basis von Messwertdifferenzen sowie eines zur rekursiven Schitzung des Mittelwertes
und der Varianz einer Verteilung vorgestellt.

7.1 Sequenzieller Expectation-Maximization-Algorithmus

Die gesuchten Rauschparameter befinden sich, wie in [Kap][5.2.1] bereits gezeigt wurde, auf der
Hautpdiagonalen der Systemrauschkovarianzmatrix Qg := £ [nFF; kngF; & | » die das inhédrente Mess-
rauschen der Inertialsensoren sowie das vibrationsinduzierte Rauschen nach @G13) treibt. Um die
Filterung mittels [FH durchfiihren zu kénnen, miissen séimtliche Parameter vollstindig bekannt sein
oder zumindest Schitzgrofen vorliegen. Systemtheoretisch ist die Schitzung der Modellparameter,

welche nicht Teil des Zustandsvektors xpp sind, mit Hilfe des so genannten|[Expectation-Maximization|
[(EM}Algorithmus méglich [Moo96]], [Bil98], [HLOS]. Im ersten Schritt berechnet dieser den Erwar-
tungswert der Zielfunktion, die im Falle der [MI}Schitzung die [Log-Likelihood Function (LLF)| der
kompletten Daten ist. Diese bestehen dabei aus einem beobachtbaren Anteil, den Messungen z, und

einem nicht-beobachtbaren Anteil, der im Folgenden durch den Zustandsvektor des [KF gegeben ist.
Im zweiten Schritt werden dann die Modellparameter so gewihlt, dass dieser Erwartungswert ma-
ximiert wird. In der Literatur wird der [EM}Algorithmus zu einer ,,blockorientierten® Verarbeitung
eingesetzt: Wenn eine ausreichende Anzahl an Beobachtungen z vorliegt (ein ,,Block*), dann wer-
den auf diesem Block iterativ die gesuchten Parameter geschitzt. Bei dieser Vorgehensweise wird
vorausgesetzt, dass sich die Parameter tiber die Dauer des Blocks nicht @ndern.

In wird der [EM}Algorithmus so hergeleitet, dass die Schétzung der Diagonalelemente
einer Messrauschkovarianzmatrix nicht mehr blockweise, sondern abtastwertweise erfolgen kann.
Hier soll das Verfahren in abgewandelter Form fiir das Navigationsfilter eingesetzt werden, wobei
jedoch die Kovarianzmatrix eines Rauschprozesses geschitzt werden soll, der Teil des Systemmodells
und nicht Teil des Messmodells ist.

87
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7.1.1 Herleitung der Gleichungen

In diesem Abschnitt soll zunichst allgemein die [MI}Schitzung einer als zeitvariant angenommenen
Kovarianzmatrix Qn, ;. des Vektors 7, € RP und M, ~ N(1;0p.,q, Qn,k) betrachtet werden, der
das zeitlich korrelierte Systemrauschen n;, € RP mit

n, =D, n,_,+T,-n (7.1)

treibt. Anstelle eines Fehlerzustandsvektors, wie er beim [FH vorhanden ist, wird hier zunichst ein
allgemeiner Zustandsvektor x; € R™ betrachtet, der dem Systemmodell

unterliegt.® Im Falle des blockweise arbeitenden [EM}Algorithmus lautet die [LLF] der kompletten
Daten log (p (X, 2.5 Q,)). wobei K die Linge des Intervalls mit der Beobachtungssequenz
Zy.x ‘= Zy, ..., 2y istund Q, innerhalb dieses Intervalls als konstant angenommen wird. Entspre-
chend ist x,. ;- eine Sequenz aus Zustandsvektoren. Die zwei Schritte des iterativen (blockweisen)
[EM}Algorithmus sind mit Z als Iterationsindex:

L (Q, Q1) = E [log (p (%150 2153 Q) | 21 QF | (B-Schrity  (7.3)

QT = nagmax {Tx (@, QF M)} M-sehrit). (7.4)

Statt das Problem (Z.3)), (Z.4) zu 16sen, gehen wir unmittelbar auf eine abtastwertweise Schitzung
iiber. Dies hat den Vorteil, dass keine Latenz aufgrund der blockweisen Verarbeitung entsteht und
dass sich der Schitzwert fiir Q, von Abtastwert zu Abtastwert éndern kann, so dass einer Zeitvarianz
von Q, besser Rechnung getragen werden kann (die Zeitvarianz von Q,, wird im Folgenden wieder
durch den zusitzlichen tiefgestellten Index k kenntlich gemacht, so dass Qn, i gilt).

Aufstellung der Zielfunktion Zunéchst wird eine neue Zielfunktion Ek analog zu der in (Z3)) de-
finiert, wobei z,.,. die Sequenz der Beobachtungsvektoren vom Zeitpunkt £ = 1 bis zum aktuellen
Zeitpunkt £ ist und Qn,lz 1 der Parameterschitzwert, basierend auf z,., ;. Da die Systemrauschko-
varianzmatrix Qn, ;. als Diagonalmatrix angenommen wird, kann der Berechnungsaufwand reduziert
werden. Daher betrachten wir nachfolgend den Vektor q,r € RP, fiir den diag (qn, k) =:Q ok gilt.

Hier bezeichnet diag (-) die Konvertierung eines Vektors in eine quadratische Diagonalmatrix, wobei
der Vektor deren Hauptdiagonale bildet. Fiir die neue Zielfunktion gilt nun:

L, (ay @y 1k-1) = E [log (p (X1 2145 9y) ) | 2005 Gy 1k - (71.5)

Vergleicht man[GIl([Z.3) mit (Z3)), so fillt auf, dass der Iterationsindex Z durch den Zeitindex k ersetzt
wurde. Die Funktion i <qn, éln 1 k_1> kann durch Anwendung von (EJ9) geschrieben werden als

8Neben D bezeichnet hier auch # eine allgemeine Dimension (hier die Dimension des Zustandsvektors x;,).
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k
Ly (4 Q1) = ¢+ Z E [log (p (%%, 1:9)) | 2143 Gy g1

K=2
k—1
~c+ Z E [IOg (p (XH‘XH,—I; q”])) ‘ Z1.ks éln,n—l]
K=2
+ E [log (p (x4/x4_1:9,))| 214 A1)
= Lk*l (qn7 qr],lzka) + Wk (qn7 (in,kfl) ) (76)

wobei Wk (qn, 617)7,671) =F [log (p (xk\xkil; qn)) ’ Zy.ps qnykfl} der Anteil der Zielfunktion ist,
der mit Hinzunahme der aktuellen Beobachtungen und des zum vorherigen Zeitpunkt geschitzten
Varianzvektors q, _; in Zk (qn, 4, 1. kfl) einflieBt. Hier wurde ausgenutzt, dass die Wahrschein-
lichkeitsdichten p (z,.;|x;,;,) und p (x;) unabhéngig von q, und deren Erwartungswerte daher kon-
stant gegeniiber dem gesuchten Parameter sind. Ihr Beitrag zur Zielfunktion ist in der Konstanten
¢ zusammengefasst (sieche auch Anhang [E.Tl). Die Approximation im zweiten Schritt von (Z.6)) liegt
darin, dass zur abtastwertweisen Verarbeitung der jeweilige bedingte Erwartungswert in der Sum-
me aus Kausalitdtsgriinden nur auf Basis der Beobachtungssequenz z,,,. und der Schitzung q, .4
berechnet werden kann (die Beobachtung z, kann zum Zeitpunkt k£ — 1 nicht vorhanden sein). Um
dem aktuellen Beitrag zur Zielfunktion hoheres Gewicht verleihen zu kénnen, wird ein zusétzlicher
heuristischer Faktor v mit 0 < v < 1 verwendet. Dieses fiihrt zu folgender Rekursionsgleichung:

L, (qméln,l:k—l) =5 Ly, (qm éln,lzk—Q) + Wk (quln,k—l) . (7.7)

Das sequenzielle Schitzproblem lautet nun

(A].n,k = argmax {Lk (q'rp Qn,l:kfl)} - argmin {_Lk (qnv (inylzk—l)} ) (78)
a, Ay
d.h. der Schitzwert fiir den Systemrauschvarianzvektor q, ergibt sich als derjenige Wert, der die
Zielfunktion Ek (qn, qm: k71> maximiert.
Als néchstes soll der aktuelle Beitrag Wk <qn, 61771 k;—l) zur Zielfunktion nédher betrachtet werden,

um schlieBlich eine rekursive Schitzvorschrift zu gewinnen. Wir kombinieren zunichst die beiden
Systemgleichungen (Z.I)) und (Z.2)), wodurch man

X =P x4 + GD, -y + G, -y, (7.9

Gyn,

erhilt. Wiirde man n,_ ; kennen, so wiirde an dieser Stelle

W, (ay, Ay p-1) = E [log (p (xglxp_1,1m_159y)) | 215 Gy 1] (7.10)
mit p (xk]xk_l, n,_i; qn) =N (xk; ®x._,+G,D,n, ,, G, diag (qn) I‘ZG%) gelten. Da
n, _; jedoch unbekannt ist, muss die Likelihood

P (Xelxp_130y) =N (x4 Bpxp_1, Uy, () (7.11)
mit
Uk (qn) = GkPnn,ng
=G, (D,P,, Dy +T,diag (q,) T}) G{ (7.12)
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undP, .
W, <qn, qnyk_l) durch

1 =F [nk_lng_l] berechnet werden. Mit der Abkiirzung Axk =X, — ®,.x,_, kann

Wk (qn, qn,kfl) =F [108? (p (Xk’Xk—l; qn)) |25 éln,k:fl]

= — %Iog (2m) — %bg (det {U,, (qn)})} .

A=A k-1
1 - .
—3 B Ax] (U, (ay) 1Axk‘ 21,03 G | (7.13)
ausgedriickt werden, wobei x;, € R* sei. Da mit[GI1 (E2)
AX (U (a,)) " A = spur{ (U (a,)) " Axaxd | (7.14)

gilt, kann (Z.13) zu

_ H 1
Wk (qn, qu_l) = - 5 10g (271') - 5 log (det {Uk’ (qﬁ)}) ‘qn:qn,k—l

— 5 sour{ (U, (a,)"!

=9, k1

- B [Ax,AXL | 24 qu_l]} (7.15)

vereinfacht werden. Damit eine iibersichtlichere Betrachtung der folgenden Gleichungen moglich

ist, werden wir im Folgenden die Abkiirzung E, = FE [Axk,Axﬂzl:k; qn s—1| verwenden. Zur
Maximierung von[GIL] (Z.7) soll nun das NEWTON-Verfahren verwendet werden [WHUQ9]:

. X X I
Apr = Ayp-1 — (Ve(@yr-1) — o - Ipep)  8p(Qy5-1); (7.16)

wobei der Gradientenvektor durch

8Wk (qn, éln,k—1>

S (A k1) = 94 (7.17)
7 N
q"]:qn,k—l
und die HESSE-Matrix durch
0°L, (q & )
. > HAnk—1
Vi(Qy 1) = (7.18)

9q,0qk

q7]:q174,k—1

gegeben sind. Bei der Anwendung des NEWTON-Verfahrens kann es zu numerischen Instabilitdten
kommen [KSDATQ]. Diese konnen auftreten, wenn die HESSE-Matrix annihernd singulér wird und
damit deren Inverse moglicherweise falsch berechnet wird. Um sicherzustellen, dass wei-
terhin zum lokalen Maximum konvergiert, muss die HESSE-Matrix negativ definit sein. Dieses wird
erreicht, indem eine mit dem Faktor «;, gewichtete Einheitsmatrix von der aktuellen HESSE-Matrix
subtrahiert wird, so dass negative Definitheit der zu invertierenden Matrix sichergestellt ist. Der Fak-
tor oy, wird dabei in Abhiingigkeit des maximalen Eigenwertes von V k(qm w_1) gewdhlt:

oy — max {eig (Vk(qn,kfl))} +1-107%, falls max {eig (Vk(flmk,l))} >0 (7.19)
0, sonst.
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Um auch die HESSE-Matrix mittels einer rekursiven Vorschrift berechnen zu konnen, wird die
zweite Ableitung von ([Z7) gebildet:

Vi@ k-1) =7 Vi1 (Qyp—2) + I3 1-1), (7.20)
wobei
2717 A
J ) o a Wk (qnﬂang_1> . ask(q,'%k_l) 7 21
k(qn,k—l) T aq aqT - 8qT - . ( . )
! ! qn:qn,kfl ! qTI:qn,k—l

Durch die Anwendung des NEWTON-Verfahrens ist jedoch noch nicht gewéhrleistet, dass die spa-
ter geschitzten Varianzen im Vektor q,, positiv sind. Des Weiteren konnen numerische Instabilitidten
bei der Berechnung der HESSE-Matrix auftreten. Aus diesem Grund werden die Berechnungen in
(Z.16) und Z.20) mit q,, := log (qn) durchgefiihrt [KSDATQ]. Nach der Schiitzung des Logarithmus

des gesuchten Varianzvektors wird eine Riicktransformation mit q,, = e vorgenommen. Fiir die
modifizierten Rekursionsgleichungen folgt dann mit Hinzunahme eines zeitvarianten Schrittweiten-

faktors =, :
2 2 2 -1 2
Ak = Ay k-1 — T (Vk (qn,k—l) -y IDXD) Sk (qn,k—l) (7.22)
Vi (éln,kq) =7 Vi, (filn,ka) +Ji (éln,kA) ; (7.23)
wobei
2 8Wk (qﬂ’ qﬁ:kfl)
Sk (qn,k—l) = BF (7.24)
I s
ap=e "
und
T (Qr) = MCLTE) ICHS) (7.25)
k qn,k—l T 8617]6(1%“ - 8(1;17“ ) : :

4 q
= s -
q,=e k-1 q,=e k-1

Wihrend o, vom maximalen Eigenwert von V, (8177 kfl) abhingt, wird eine effiziente Schrittweite
w anhand der ARMIJO-Regel gewihlt [Fro04]:

Wk:max{ﬁlfx‘ Wk (qn + 5lA dy, éln,k—l) = V[N/k (qnaéln,kfl) + UAﬁlAS;{ (éln,kA) dy, le No} )
(7.26)

A -1 A
wobei d , := (Vk (qn k_l) -y, - IDXp> S, ((:177 k—l) und B4, 0,4 € [0,1] ist. In der Literatur
werden diese Werte haufig zu ﬁfél =0,7,0, = 0,1 gewihlt, siche z. B. [BB10]. Dies fiihrt dazu, dass
die Konvergenzgeschwindigkeit bei Bedarf reduziert und damit das NEWTON-Verfahren stabilisiert
wird.

Wegen (Z12) und da fiir den Gradientenvektor s, € RP gilt, ist die totale Ableitung von
Wk <qn, 6117’ k;—l) beziiglich der j’-ten Komponente (j,(,] )= log (q,(7] /)> nach Anwendung der Ket-

tenregel u. a. abhiingig von der partiellen Ableitung der einzelnen Komponenten von U, (qn). Dabei
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sei U ,gm,’f ) (q,) die Komponente in der m’-ten Reihe und f’-ten Spalte von U, (q,,):

oW, (qn,qn,k 1) A2 6Wk (qn,an 1) ou" " (a,) agf"
S s TS ) )
m'=1f'>m’ /=1 a,) In In a,=e k-1

(7.27)

Hierbei fillt auf, dass die zweite Summe lediglich liber die Komponenten der oberen Dreiecksmatrix
von U, (q, ) angewendet wird. Man nutzt an dieser Stelle bereits die Symmetrie der Matrix U (q,,)
aus [PP0O8]). Allerdings muss die Symmetrie von U k(qn) auch bei den partiellen Ableitungen beriick-
sichtigt werden, wie die folgenden Gleichungen zeigen. Die dritte Summe in[GLI(Z.27) kann entfallen,

)
Mit (Z.13)) lautet der erste Term auf der rechten Seite von (Z.27)

('
da gq” # 0 lediglich fiir ¢ = j' ist. Auch dieses wird im Folgenden néher erldutert.

8Wk (qn, qn,kﬂ) o lﬁlog (det {U, (qn) } B lﬁspur{(Uk (qn))il Ek}

U™ (ay) 2o @,) 2 ™,

qn:eq"lyk'*l

(7.28)

Da neben U, (qn) auch E, eine symmetrische Matrix ist, gilt mit (E.4) bis (E.6) nach :
0log (det { U, (ay)})
oui™ ) (q,)

ospur { (U (a,)) " E, |
ou™ " (q,)

= (2 — 5m/f/) a%/ (Uk (qn))_l af/ (729)

= — (2 - 5m/f/) ag;/ (Uk‘ (qn))_l Ek‘ (Uk‘ (qn))_l af/, (730)

wobeia , = (0...010... O)T einen Vektor darstellt, der aus Nullen besteht, bis auf die m/-te
Stelle, an der eine Eins steht. Der Term (5m, % ist hier das so genannte KRONECKER-Delta, wobei
Oy pr = 1 fiir m' = f"und sonst 9, , = 0 gilt. Damit konnen jetzt die[GI](Z.29) und in (Z.28)
eingesetzt werden:

8Wk‘ <q7776177 k—l) 1 1
m! f! : :_7(2 — O ’) a%’ (Uk (q ))_ a
ou{™ " (q,) 2 ! ' f

+5(2 = byl (U (a,) " B (U (a,)) " ay

qn:eq’ﬂ’kfl

22 dp) Al (U (4) (U (a)-B)(U (@) o

qn:eq"vk*l

(731)
Der zweite Ausdruck auf der rechten Seite in (Z.27)) ist mit j = ¢’ wie folgt gegeben:
aU(m/mf/) aU(flvm/) - N~ 7 1
(a,) (a,) _ Gl G, (7.32)

8(](] ) - 8(]7(7 7’)
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wobei G( 7) in der Matrix Gk = G, - T, das Element in der m/-ten Reihe und j'-ten Spalte ist.
Fiir den letzten Ausdruck gilt:

8~(3) =e =g’ (7.33)

Mit (Z.31)) bis (Z.33) resultiert nun fiir die j'-te Komponente von s, (an k71>:

sl(cj’) (an,k—1) _ oW, <§;(7jin,k—1)

n qn:eq’mkfl

D5 S @) GG AL, (U, (a,)

/ 1f/>m

- (Up (ay) — E) (U (qn))_laf’

qn:eqﬁkal

— -5 1S S Al (U, () (U (ay) — B) (U (a) ay A
m/=1 f'=1 qn:eqn,k’—l
(7.34)

Zur Bestimmung der HESSE-Matrix wird auch noch die zweite Ableitung von Wk (qn, qn k,_1>

bendtigt. Fiir die einzelnen Eintridge des aktuellen Anteils J (éln k_1> an der HESSE-Matrix erhilt

gl ’)
man unter Verwendung der Produktregel und q =0firj # ' mitr' =1,...,D:
qn

i (4,0,

2/ (r T
oa o (") | s,
n
L~ S i ()T day) 1
=5 > > G | S (U (a,) " = (U (ay) " By (U (ay) )
m/'=1 f'=1 D
1 1 1
0 (U () = (g (ay)) By (Ug (ay)) )
—I-q,(7] ) o ap
8% q :eé‘n,k—l
n
— _1 ( )5 i ié(mlvj/)é(flvj/) T (U ( -1 U —E 18] -1
- Qqn g'r! k k Ay Mk qn)) ( k(qn) k)( k(qn)) agp
m'=1f'=1

Mo H a( U, (a,) = (U, (a,) " E, (U, (qn))fl)

Lyt v G G T
2(]7) Z Z k Z Z aU]Eo’,s’)<qn)

m/=1 f'=1 o'=1s">0

‘ aU(O/,s/) (qn) aq(’/‘ )

: (72 (7.35)
oaf) 03"

/

qn:eq%k—l
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Um|[GI] (Z33)) zu 16sen, wird wieder die Produktregel angewendet:

9 (Uk (qn))_l Ek (Uk (qn))_l . 9 (Uk (qn))_l —
8U’go’,8’)(qn) o 8U’io’,$’)(qn) Ej (Uk (qn))

(7.36)

In (Z.36)) sowie in dem verbleibenden Term in (Z.33]) wird schlieBlich noch der Zusammenhang

(U (a,))”
oU* ) (a,)

1

1

=—(2- 50’5’) (Uk (qn))_l aO’aZ: (Uk (qn))_ (7.37)

bendtigt. Mit einigen Vereinfachungen und der Tatsache, dass die erste Zeile von (Z33) dem Gradi-
enten s,(j ) (én k_1> fiir 5/ = r’ entspricht, erhalten wir letztlich

i) (2 BNE i’ / L 7-[~m"’~"’~o7"’~sr
7 (i) = (i) - 00 32 3 3 St

~a%/ (Uk (qn))_l(ao,ag (Uk (qn))_l E,+E;, (Uk (qn))_l ao’azj - aolag)

-1
. (Uk‘ (qn)) af/ qn:ean,k—l . (738)
Neben den bereits genannten Modifikationen sollen abschlieend noch durch
éln,k‘ < min {maX {ar],kv an,k—l - ﬂ} )ayl’k_l + /6} (739)

die Anderungen der Varianzen in einem Aktualisierungsintervall begrenzt werden, um weitere Sta-
bilitdt bei der Berechnung zu gewihrleisten. Dabei ist 5 ein heuristischer Faktor, der im Rahmen
dieser Arbeit zu = 0,01 gewihlt ist. Dieser fiihrt dazu, dass die Schitzungen um hochstens 1 % von
Iteration zu Iteration schwanken.

Erwartungswertberechnung Bei den bisherigen Berechnungsschritten wurde die Matrix E,; nicht
niher betrachtet. Da Ax, = x,, — ®,x,; _, gilt, erhilt man

E,=F [AxkAxﬂzl:k; Q1] = E [AXkAXZ;| ]
=E[xpxt|...] = B [x4_1xp|...] — B [xpxi_q|...] 8L + @, B [x,_1x]_4]...] ®].

(7.40)
In Anhang [E. Tl wird gezeigt, dass
B o] ] = (B[] )" = Skl yy + P (7.43)
XpXp—1l--- Xp—1Xk |- - - K| kX k—1|k kk—1|k .
gilt. Die in (Z.43) aufgefiihrte Matrix
~ . ~ T .
Proop =F [(Xk - Xk|k> <Xk—1 - Xk—1|k) Zy.k; qn,k—l] (7.44)
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wird auch als Lag-One-Kovarianzmatrix des Schitzfehlers bezeichnet, in welcher die Korrelationen
zwischen x, und x,_, beriicksichtigt werden. Die Berechnung von (Z.41) bis (7.44) ist moglich,
indem man die Systemgleichung und die Messgleichung erweitert. Die Kovarianzmatrizen P e

P k1] und P kok—1]k sind dabei Teil der Schitzfehlerkovarianzmatrix, die sich aus der Filterung er-
gibt. Dies fiihrt allerdings zu einigen Besonderheiten, die nachfolgend niher erldutert werden.

7.1.2 Details zur Umsetzung

Vereinfachte Berechnung von Gradientenvektor und HESSE-Matrix Die Umsetzung der se-
quenziellen Parameterschitzung nach den[GI] (Z.34) und (Z.38)) ist aufgrund der Summanden duBerst
rechenintensiv. Da nach [PPOS]| fiir (Z27) auch

— — T
-7) - oU, (q,) -(7) '
6qn k\dy aqTi

4
qn:e n,k—1

geschrieben werden kann, lédsst sich die Berechnung des Gradientenvektors und die des aktuellen
Anteils an der HESSE-Matrix vereinfachen. Mit (Z.43) wiirde nach einigen Umrechnungen fiir die
j'-te Komponente des Gradientenvektors

-/ 2 ]. -/ = - - - e
7 (@y0m1) = = 50 ab G (U (a,) ™ (Us (a,) B (Ui a,) ") Gay

qn:eq%k—l

(7.46)
und damit fiir den gesamten Gradientenvektor
2 1 .. /= _
Sk <qn,k—1) ~ 79 diag ! (G;'cp ((Uk (qn>) '
—1 1\ =
— (Ue(a,) B (Uea) ) G e e, 04D

folgen, wobei ® hier eine elementweise Multiplikation darstellt und diag ™" (...) die Konvertierung
der Diagonalelemente einer Matrix in einen Spaltenvektor beschreibt. Entsprechend erhilt man durch
Umformung von (Z.38)) fiir den Anteil der HESSE-Matrix, der zum Zeitpunkt &£ hinzukommt:

2 1 . 2
J. (qn’k_l) =5 ©, + diag (sk <qn’k_1)> , (7.48)
wobei der letzte Summand eine Diagonalmatrix ist, die aus den Elementen des Gradientenvektors
gebildet wird. AuBerdem ist die j'-te Zeile der Matrix ©,, € RP*P mit j' € [1, D] und der Abkiirzung
G G,a,, durch
i’ 1:D . = —1( A (LH, ) [ ~(LH, T —1A(LH, ") (A (LHg! T
o™= ding (GE(U a,)) (G167 Bu(U (a)) G (67

~ (1. -/ ~(1: T — -1 i’
—G,il'H’J ) <G](€1.'H,J )) (Uk (qn)) 1 Ek) (Uk (qn)) 1 G, q7(7J ) & q7T,

(7.49)

gegeben. diag™7 (...) bezeichnet dabei die Konvertierung der Diagonalelemente einer Matrix in
einen Zeilenvektor.
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Iterativer sequenzieller Expectation-Maximization-Algorithmus In Anlehnung an die Z3)
und (Z.4) ldsst sich, dhnlich wie in [DDAO3||, auch hier die Leistungsfihigkeit durch zusitzliches
Iterieren innerhalb eines Zeitschrittes erhdhen, weil dadurch eine schnellere Konvergenz zum lokalen

Maximum erreicht werden kann. In [Algorithmus (Alg.)| [l sind nochmals, unter Beriicksichtigung

eines zusitzlichen Iterationsindex, die notwendigen Schritte des Verfahrens zusammengefasst. Dabei
sei Z,,,, die maximale Iterationsanzahl und ¢ eine vorab definierte Schranke.

Algorithmus 1: Verarbeitungsschritte des sequenziellen EM-Algorithmus

1 wiederhole

2 wenn 7 — 1 dann
a a {Zmax}
= 'A“{Imax}

5 sonst

{7}

6 q, < d, x
2 2{Z—-1}

7 q, < q, x

8 | Berechnung von U, (g, ) mit[GL(Z12)
9 Berechnung von E; mit[GI](Z.40) unter Verwendung von g,

~

10 Berechnung des Gradientenvektors S]{CI} (qn) anhand von (Z.47)
1 Berechnung von J ,EI} (éin) unter Verwendung von [GI] (Z.48))
12 | Berechnung der HESSE-Matrix V,EI} (?1,7) mit (Z.23)

13 Bestimmung der optimalen Schrittweite co anhand der ARMIJO-Regel (Z.26))

A A A -1 A
14 Berechnung von (];{fk} =q, — w, (Vl{f} <61,7 —ay - IDX9>) s,{;} (€1,7> mit (Z.22))
15 Minimierung von starken Schwankungen in der Varianzschitzung mittels (Z.39))

16 wennZ < 7.

max dann

17 wenn élquk} ‘ / ‘cilflzk_l}’ > ( dann
18 T+ 71+1
19 sonst
2{T 24T
20 qqg’lénax} % q1{7’k}
21 k+k+1
22 7Z<+1

23 bis Abbruchbedingung erfiillt

7.1.3 Erweitertes Zustandsmodell

Wihrend in [Kap][Z.1.1l und [Z.1.2] zum besseren Verstindnis von einem allgemeinen Zustandsmo-
dell (ZI) und ([Z.2) ausgegangen wurde, wird jetzt das komplexere [Fehlerfilter (FF) betrachtet, in
das der sequenzielle Schitzalgorithmus eingebettet werden soll. Die vorangegangenen Gleichun-

gen lassen sich relativ einfach auf das [FH tiberfithren, wobei u.a. an Stelle von qd, der Vektor

App.p = diag™? (QFF~I<:) verwendet werden muss. Allerdings miissen zunichst weitere Aspekte
beriicksichtigt werden.
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Wird der Systemzustandsvektor des[FH so erweitert, dass die Erwartungswerte in (Z.4Q) berechnet
werden konnen, d. h. wird die Systemgleichung

XERk _ (I)FF;k 015515 | XFrE—1 n GFF;kz 0151 . Depk (7.50)
XFF;kfl Il5><15 015><15 XFF;k‘72 015><12 015><12 012><1

eines vektorautoregressiven Prozesses verwendet, so wird deutlich, dass daraus ein erhohter Rechen-
aufwand resultiert, denn die Schitzfehlerkovarianzmatrix

[
|

P P

FF;k|k FF;k,k—1|k

we=pr 4 | (7.51)
FF;k,k—1|k FF;k—1|k

sowie die Systemmatrix haben durch die Erweiterung die Dimension [30 x 30]. Dies soll hier mog-
lichst vermieden werden.

Es kann noch ein weiteres Problem bei der Berechnung von (Z.40) im Rahmen des hier vorgestell-
ten [sequenziellen Expectation-Maximization-Algorithmus (SEM)| auftreten. Betrachtet man die Nor-

malverteilung N <XFF, o PrpeXprp_1> Up (qFF, k,)), so wird deutlich, dass durch die Nullzeile in
Gpp, gemiB (3I1) eine singulire Kovarianzmatrix U, (qFF, k;) resultiert, d.h.

det {Uk (qFF;k>} = 0 ist. Eine Berechnung des Gradientenvektors sowie der HESSE-Matrix wi-
re damit alternativ zwar iiber die MOORE-PENROSE-Pseudoinverse moglich (z. B. zur Berechnung
von ([Z.29) oder ([Z3D)), die Losung wire jedoch nicht optimal und kdnnte somit zu einer
Divergenz bei der KALMAN-Filterung fiihren.

Alternativ dazu konnte statt des NEWTON- Verfahrens das GAUSS-NEWTON-Verfahren eingesetzt
werden. Dieses ist ein numerisches Verfahren zur Losung nichtlinearer Optimierungsprobleme, wel-
ches die zu minimierende oder maximierende Funktion durch eine quadratische Néherung ersetzt
[DeuO4]. Hierbei kann zwar auf die Berechnung einer HESSE-Matrix und damit auf die Berechnung
der zweiten Ableitung der Zielfunktion verzichtet werden, dennoch ist die CHOLESKY-Zerlegung
einer JACOBI-Matrix notwendig. Zudem werden i. d. R. mehr Iterationsschritte zur Losung des Pro-
blems benétigt als mit dem hier eingesetzten NEWTON-Verfahren. Dieser Ansatz wurde in dieser

Arbeit jedoch nicht untersucht, sondern stattdessen ein [Sekundirfilter (SF) mit reduziertem System-
zustandsvektor verwendet.

AbschlieBend sei noch erwihnt, dass wir hier ausschlieBlich an den Rauschvarianzen interessiert
sind, die mit dem zeitlich korrelierten Systemrauschen zusammenhingen und als zeitvariant ange-
nommen werden. Dies schlieBt lediglich einen Teilvektor von qgp.;. €in.

7.1.4 Sekundirfilterung

Es soll daher gemaB [Abb][Z.1] ein zusitzliches Filter eingesetzt werden, das zum einen das Ergeb-
nis des [FH nutzt, zum anderen aber auch einen im Vergleich zum [FH reduzierten Zustandsvektor
enthilt. Dies hiingt jedoch von Steuereingangsgrofen ab, die in dem Vektor ugr zusammengefasst
sind. Der Zustandsvektor dieses Filters wird im Folgenden mit x¢ bezeichnet. Das[EHkann in seiner
urspriinglichen Form eingesetzt werden. Die Hauptaufgabe des ist es, die Erwartungswerte ge-
mif (Z.40Q) zu berechnen. Singulidre Kovarianzmatrizen werden so vermieden. Die fiir das Filter
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Teilsystem zur Parameterschitzung
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Abbildung 7.1: Sekundirfilterung mit sequenziellem EM-Algorithmus
benotigte Differenzialgleichung lautet (ohne Beriicksichtigung des Zeitindex t):
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Da fiir die folgenden Betrachtungen lediglich die zeitlich korrelierten Rauschkomponenten von In-
teresse sind, bilden nur n, und n, den Vektor ngg. Die Matrix Gy enthilt die entsprechenden Vor-
faktoren der Matrix G aus [GL] (3.11) in [Kap]B.2.1.11 Ebenso wurde By aus den zugehorigen
Teilmatrizen von Fpp in (3.10)) gebildet. Auf Basis dieser Gleichung wird nach der Diskretisierung
eine Erweiterung des Zustandsmodells wie in vorgenommen. Trotz der doppelten Filterung des
Geschwindigkeits- und Lagefehlers und der dennoch notwendigen Zustandsvektorerweiterung, resul-
tiert durch die Verwendung dieses zusitzlichen Filters eine Reduzierung des Berechnungsaufwandes,
da keine [30 x 30]-Matrix invertiert werden muss, sondern eine [12 X 12]-Matrix. Zudem werden
singuldre Matrizen vermieden. Des Weiteren konnte durch Vergleich der Schitzfehlerkovarianzmatri-
zen des [FH und des [SH in informellen Untersuchungen festgestellt werden, dass diese lediglich eine
relative Abweichung von weniger als 1,4 % voneinander aufweisen.

Die Messgleichung des[SHist analog zu der des[FFaufgebaut. Da hier die[GPSFGeschwindigkeits-
messungen den signifikanten Beitrag zur Geschwindigkeitsfehlerschitzung liefern und die Magneto-
metermessungen den grofiten Einfluss auf die Lagefehlerschitzung haben, die wiederum direkt mit
n, bzw. n , zusammenhéngen, wird nur ein Teil des Messvektors zp bendtigt. Dabei stellt der Dif-
ferenzmessvektor aus [GI] (5.22)) auch den Messvektor des[SHdar. Die Komponenten in (3.23)), die in
direktem Zusammenhang mit dem Drehratenbiasfehler Ab,, und dem Lagefehler AY stehen, bilden
mit der vorangestellten Matrix g wiederum den deterministischen Eingangsvektor. So lisst sich

. 1,3 A ~ 1,5 An 1,3 An n
mit HI(FF;v) = CSD;bﬂﬁjlgPSX]’ HI(FF;U) = Cpyp, [18ps <] und Han)q = (Cgpy,) " (m"x] aus G24)
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und (3.26) die Matrix
13><3 H(173)
Hgp, = (0 H(Ff},ﬁ”“ (7.53)
3x3 FF;m,k,‘
und schlieBlich
(1,5)
Rk | (H 0 ) XSFik Osxs Osxs g,
’, - -k 6X6 : ? + yUy u e +MS W "
(ZFFW”LJC) o XSF;lcfl 03><3 03><3 03><3 SE; F SF;
(7.54)
ZsE;k S

aufstellen, wobei W, := Wpp.,. das zeitlich korrelierte Messrauschen darstellt. Durch diese Mal-
nahme #ndert sich die Berechnung der Pridiktion des Systemzustandes nach #90) sowie die
Innovation nach [GI] (¢.97):

XSFik|k—1 — ‘I’SF;k "XSEk—1k—1 T BSF;k " Ugk: (7.55)

Esrk *= Zskk — Hspk - Xsprjk—1 — 2sFk * UsFk- (7.56)

Dabei sind ®gp ;. ~ Lo + Fgp(t),) At und By, ~ Bgp(t;,) At. Der Steuereingangsvektor in (Z.55)
und (Z.56) beeinflusst ebenso die [LLF] die wiederum von der Verteilung

p <XSF;k|XSF;k—1; Q#F) =N (XSF;k% Pk 1Xskp—1 + Bspr—1Usp—15 Ug (q#F;k>> (7.57)

T
abhingt. Fiir die Matrix U, (q#F,k> mit qﬁ;, PSS (ng, ok ng,w k) , wobei qgp., . und qgp. ;. die

ersten sechs Diagonalelemente der Matrix Qpp.;. enthalten (siehe auch[GLI (5.13)), gilt dabei:
U, (‘ﬂi;k) = Ggpy, (DSF;nPSF;nn,k—ngF;n + FSF;ndiag(q#F;k)rgF;n) Ggp;k- (7.58)

Die Matrizen Dgp.,, und I, sind hier die zu Dgg.,, und I'gg.,, korrespondierenden Matrizen, die im
Rahmen des[SH verwendet werden. Die obigen Gleichungen fithren dazu, dass der Erwartungswert in
(Z.40) auch von dem Steuereingangsvektor abhingt:

E,=F [(XSF;k - (I)SF;kXSF;kfl - BSF;kuSF;k)

T
) (XSF;k - (I)SF;kXSF;k—l - BSF;kuSF;k)

Zsk 1 U | - (7.59)

Neben den Komponenten in (Z.41)) bis (Z.43) mit Verwendung von Xgp, und Pgp, miissen nach
Auflssung von [GI] (Z39) noch weitere additive Terme aufgrund des Steuereingangsvektors ugp.,. in
der Matrix E, beriicksichtigt werden. Diese lauten wie folgt:

T L AF T T AP T
Bgp,, - £ [uSF;kuSF;k| ZSF;l:k’qFF;k—l] “Bgp, — F [XSF;kuSF;k’ ZSF;lzkquF;k—l} - Bspi

T 5 T
Usk; i UsF; k XSF;k |k USF; k

T LA T LA T
- BSF;k B [uSF;kXSF;k‘ ZgF;1:k> qFF;k,l} + ‘I’SF;k B [XSF;kAUSF;k‘ Z3F;1:k> qFF;ka : BSF;k

T . T
Usk: k XSF; k| k XSF;k— 1]k USF;k

T A T
+ Bggy - B [uSF;kXSF;k—l‘ ZSF;I:k;q#F;k—l} " Pgrp (7.60)

oT
Usk; kb XSFk— 1|k
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: &7 — % &7 — %
wobei £ [XSF;I@’ Zgp. 1.k Appsh—1 | = Xspppe W L | Xopp 1| Zsp App—1 | = Xgppo1 ), VEIWen-
det wurden. Da mit dieser Sekundirfilterung neben den genannten Schitzgroflen ebenfalls noch nicht
PSF;k,k71|k
zesses erweitert werden, wie es in [Kap][Z.13] beschrieben wurde. Da hier xg € RO gilt, ist diese
Erweiterung mit einem vergleichsweise geringen rechnerischen Mehraufwand verbunden als die in

berechnet werden kann, muss das Filter ebenso mittels eines vektorautoregressiven Pro-

[Z13]beschriebene Variante. AuBerdem liegen hier regulidre Matrizen vor.

Durch das Zuriicksetzen des Zustandsvektors ist dieser im Gegensatz zur Schitzfehlerkovarianz-
matrix des [FH ungeglittet. In [RAG04] wird zur Glittung eine zeitlich inverse Filterung vorgeschla-
gen. Da dies ein nichtkausaler Vorgang ist, wird hier eine Alternative angewendet. Man separiert E,

in zwei Funktionen { E, (XSF; k> XsFo—1]k USF; k), die vom System- sowie Steuereingangsvektor ab-

hingt, und f E, (PSF; ok PSF; f—1 [k PSF; eo—1[k ), die ausschlieRlich von den Schitzfehlerkovarianz-

matrizen abhingt. Der Erwartungswert in lasst sich somit zusétzlich glétten, indem stattdessen

Ej, =fpi +1p, <PSF;k|k7 Popr 1 PSF;k,k71|k> (7.6
verwendet wird. Dabei wird f}, , mittels

frp=(0—Cp) fpp +Cp fp, (iSF;k\Iw XSFik—1]k> uSF;k) (7.62)

bestimmt, wobei 0 < (5 < 1 ein heuristischer Faktor ist. Auf eine geeignete Wahl von (, wird in
noch niher eingegangen.

7.2 Empirische Parameterschitzung

In wurde zur echtzeitfihigen Schéitzung von Rauschparametern im Rahmen einer aktiven
Schalldimpfung in Rohrensystemen das so genannte [Kovarianzmanagement (KM)| vorgestellt. Die-
se Methode soll hier ndher betrachtet und spiter mit dem verglichen werden. Das basiert
auf einer rekursiven Berechnung des empirischen Mittelwertes sowie der Varianz einer ergodischen

GroBle. Weitere Varianten dieser rekursiven Berechnungsvorschrift werden zusitzlich im Anhang be-
trachtet. Da sich die Ausgangsbasis der [KMFMethode von der der sequenziellen Parameterschitzung
in[Kap][Z T unterscheidet, soll nach der Herleitung der Gleichungen das Verfahren hinsichtlich seiner
Féhigkeiten diskutiert und so modifiziert werden, dass es auch fiir das hier vorliegende Schétzproblem
zufrieden stellende Ergebnisse liefert.

7.2.1 Ausgangsbasis

Bevor der in behandelte Schitzalgorithmus betrachtet wird, soll gezeigt werden, wie die ge-
suchten Parameter bestimmt werden konnen, wenn diese zeitinvariant sind, d. h. wenn die Messdaten
einer ruhenden zum Teil oder vollstindig vorliegen. Die hier vorgestellten Gleichungen dienen
anschlieBend als Grundlage fiir das[KMl

Wir gehen zunichst davon aus, dass das Sensorsignal eines ruhenden Sensors der Linge
K =Ty - fiyg vorliegt, wobei fiy die Abtastfrequenz des Sensors und 7' die Gesamtdauer des
Signals ist. Teilt man nun 7' in L gleich lange Signalausschnitte auf, dann lésst sich die Zeitachse
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durchk =1-AK +p'mitl =0,...,L—1,1l € Nundp' = 0,...,AK — 1, p’ € N definie-
ren, wobei A K die Anzahl der Abtastwerte in einem Signalausschnitt der Linge ﬁ ist. Ist AT die
Signalausschnittsldnge in [s], resultiert daraus zudem AK = AT - fi\g. Wiahrend hier [ die Signal-
ausschnitte zéhlt, werden mit p’ die Werte innerhalb eines Ausschnittes gezihlt. Geht man davon aus,
dass der Nullpunktfehler vorab eliminiert werden konnte bzw. dieser als Teil des initialen Bias b,
aufgefasst werden kann, so folgt entsprechend fiir das Ausgangssignal am Beispiel einer

Drehratensensortriade mitn, ;, ~ N(n, ;05,1 diag(q,,)):
@f = by 1 (7.63)

Hierbei wird davon ausgegangen, dass das Auflosungsvermogen des Sensors zu gering ist, um die
Erddrehung zu erfassen. Auerdem wurden keine Skalierungs- sowie Orthogonalititsfehler aufge-
fiihrt, da angenommen wird, dass sie bereits im Vorfeld eliminiert wurden. Neben dem sensorinhé-
renten Rauschen weist das Ausgangssignal also lediglich eine unbekannte Biaskomponente auf, die
sich zeitlich langsam verédndert und somit eine niederfrequente Storung darstellt.

Aufgrund der Voraussetzung, dass die Biasdrift b, , sich nur langsam mit der Zeit éndert, kann
auch angenommen werden, dass diese innerhalb eines hinreichend kurzen Signalausschnitts
l € [0,L — 1] konstant ist, d.h. b, = konst. fir k¥ € [[AK, (I +1) AK — 1]. Somit kann die
Biasdrift fiir den jeweiligen Signalausschnitt durch den Scharmittelwert angenéhert werden:

(IH+1)AK-1

. 1
b, ~— b I L—1]. 7.64
w,l AK k_%A:K wlb,k? € [0, ] ( 6 )

Setzt man Bw = f)wl fir k € [IAK,(l+1)AK — 1] und subtrahiert die berechnete Biasdrift
anschliefend von (:JR) » 80 kann man das als mittelwertfrei angenommene inhérente Rauschen fiir
jeden Ausschnitt [ abschitzen:

R, =@p g — by (7.65)

Die Varianz des ergodischen Rauschprozesses lisst sich dann iiber die erwartungstreue Schitzung

| K
U =77 ; g, (7.66)

approximieren. Mit ARW = ,/ﬁ erhédlt man auch eine Schitzung der [Angle Random Walk|
[(ARW )} Parameter fiir die Komponenten der Sensortriade.

Die Biasdrift selbst wird hier gemifl (4.62) durch einen zeitdiskreten modelliert, der von
einem [AWGRIn, , getrieben wird. Da hier pro Signalausschnitt nur eine Schitzung fiir das Bias

vorliegt, kann somit auch nur fiir jedes [ ein Wert fiir n, , abgeschitzt werden:

A~ A~

b.,..—b
ﬁbwl:%, lef0,L—2. (7.67)
l

Dessen Varianz kann ebenso wie in (Z.66)) iiber die erwartungstreue Stichprobe ermittelt werden:

G, =75 2By (7.68)
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Es muss beachtet werden, dass die beiden letzten Gleichungen hier eigentlich nur eine sehr approxi-
mative und ungenaue Losung darstellen, die lediglich fiir sehr kurze Signalausschnitte gilt, denn hier
wird angenommen, dass sich b, von Signalausschnitt zu Signalausschnitt dndert, jedoch innerhalb
eines Signalausschnitts konstant ist. Dieses ist gerade bei sich langsam verinderlichen Prozessen wie
bei einem Bias problematisch. Es sollte daher versucht werden, AT, moglichst gering zu halten, so
dass % ~ 1, wenn At = ﬁ Dieses wiirde jedoch der Annahme widersprechen, die fiir (Z.64) ge-
troffen wurde. Zur Berechnung der statistischen Eigenschaften des Bias bieten sich daher alternative
Varianten an, die in erortert werden.

Ahnlich der Vorgehensweise bei den Drehratensensoren kann man auch bei den Beschleunigungs-
messern einer [ME] vorgehen. Bei den Beschleunigungssensoren ist allerdings zu beachten, dass diese
in vertikaler Richtung zusétzlich noch die Erdbeschleunigung messen. Die im Rahmen dieser Arbeit
verwendeten Messeinheiten haben Beschleunigungssensoren eingebaut, die ein hoheres Auflosungs-
vermogen aufweisen als die Drehratensensoren. Erfahrt der Sensor keine duflere Beschleunigung, so
lasst sich mit @.63) und @.I) die folgende Gleichung aufstellen:

ahp =8h+ by + 10, (7.69)

7.2.2 Kovarianzmanagement

Das kann im Prinzip als sequenzielle Variante des Verfahrens aus dem vorangegangenen Ab-
schnitt angesehen werden, wobei hier fiir den Vektor CANS {éﬁ), GJR)} gelten soll. Fiir die Filterung in
wurde von mittelwertfreien, weillen Rauschprozessen ausgegangen, die ein zeitlich korrelier-
tes Rauschen treiben. Wie im Folgenden deutlich wird, lassen sich diese Korrelationen mit dem [KM]
nicht schitzen. Daher gehen wir nun von zeitlich unkorreliertem Rauschen aus, bei dem wir im We-
sentlichen nur an den zugehdrigen Varianzen interessiert sind. Im Zuge der Varianzschitzung miissen
dabei auch die Mittelwerte geschétzt werden.

Es sei nun z; die Realisierung eines reellen, mehrdimensionalen Zufallsprozesses, dessen Mit-
telwert und Varianz bestimmt werden sollen. Nach und sei der zugrunde liegende
Prozess (z.B. nach [GIL] (Z.63))) ergodisch und der Mittelwert konstant in einem begrenzten Intervall.
Fiir den Mittelwert p¢, und die korrespondierende Kovarianzmatrix QJr = diag(qT), wobei T € {w, a}

sei, gilt nach den[GI] (EI7) bis (E24) in Anhang[E.2}

1 1
“T’k = <1 — k‘> “T,k*l + % ZTJ{. (770)

In (Z.70) werden bereits simtliche Vektoren Zi ..., Z; ) berlicksichtigt. Um eine rekursive Form
fiir die Berechnung der Kovarianzmatrix zu erhalten, kann nun (E.24) in[GLl(E.23)) eingesetzt werden:

1 1\ 1 9
apr = (1= ) aper+ (1= ) (e = pye1) (7.71)

wobei Mg = ﬁ Z’;;i x, gilt. Man muss allerdings bedenken, dass die letzte Gleichung nur
verwendet werden kann, wenn die Approximationen in (E.I7) — giiltig sind. Dieses ist jedoch
nur dann der Fall, wenn das Beobachtungsintervall sehr grof ist, so dass der Erwartungswert durch
den empirischen Mittelwert ersetzt werden kann. Hier nehmen wir des Weiteren an, dass der initiale
Varianzvektor ein Nullvektor ist, d. h. dio = Ops gilt. Ist die Schitzung jedoch lediglich unterbro-
chen, z. B. durch eine Standphase des Fahrzeugs, so existieren nach dieser Phase initiale Werte fiir
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Mittelwerte oder Varianzen auf Basis der letzten Werte in der Phase, bevor das Fahrzeug stand. Es
liegt demnach a priori-Wissen vor, das beriicksichtigt werden muss.

Auf dhnliche Weise lassen sich auch zwei weitere Varianten zur rekursiven Parameterschitzung
mit individuellen Vor- und Nachteilen aufstellen, die allerdings hier nicht weiter beachtet werden
sollen. Diese entstammen und [Oth03] und sind in Anhang [E2] aufgefiihrt.

7.2.3 Modifiziertes Kovarianzmanagement

Bei der Verwendung des [KM| muss beachtet werden, dass in den Signalen sowohl Bias als auch Tra-
jektoriendynamik auftauchen. Diese konnen das Ergebnis verfilschen. Die Trajektoriendynamik ist
in einem niederfrequenten Bereich zu finden, wie in noch gezeigt wird. Neben Bias und Be-
wegungstrajektorie sind in dem Sensorsignalvektor é]fb bzw. G;ﬁ‘o noch die inhdrenten und zeitlich
korrelierten Rauschanteile zu finden. Diese seien dem Rauschen n, bzw. n, zugeordnet. Da ohne
eine explizite Filterung, z. B. durch das[FH die Biasdrift und die Trajektoriendynamik nicht vonein-
ander separiert werden, sollen beide Komponenten zusammen durch eine dynamische Schitzung des
Mittelwertes ps. . beriicksichtigt werden. Obwohl die Herleitung auf der Annahme eines konstanten
Mittelwertes beruht, ist im Folgenden der Mittelwert also eine zeitvariante GroBe.

Mit ¢ := m, wobei p’ wieder der Laufindex ist und durch pj, € R hier die ,,Zeitverinderlich-
keit* eingestellt werden kann, folgt fiir [GL] (E:224):

Big = (1= Q) B o1+ C 2 g (7.72)

Durch die Wahl p’ > 0 wird die Mittelwertschiitzung zu Beginn eines Ausschnittes [ so beeinflusst,
dass der Mittelwert aus dem Ausschnitt [ — 1, d.h. das a priori-Wissen durch p; ., wenig, und die
aktuelle Messung Zi stirker gewichtet ist. Je groBer dann noch pj, gewihlt wird, desto triger ist
der Verlauf von i i und desto mehr Gewicht erhilt das a priori-Wissen des vorherigen Signalaus-
schnitts. Hier wurde pj, = 20 gewihlt, da sich dieser Wert in informellen Tests als guter Kompromiss
herausgestellt hat.

Wir gehen nun wieder davon aus, dass ein Sensorsignal der Linge K mit K = T - fig vorliegt.
Fiir das Ausgangssignal wiirde am Beispiel einer Drehratensensortriade die [GL] (£.62) gelten. Um al-
lerdings die zeitvarianten Varianzen des zeitkorrelierten Rauschprozesses abschitzen zu konnen, muss
die Dynamik in die Mittelwertschédtzung einflieBen. Dieses kann einerseits durch den heuristischen
Faktor ¢ in (Z12), andererseits durch eine geringe Fensterbreite AT, erreicht werden. Da aber
auch die Varianzen eine Zeitverdnderlichkeit als Folge der nicht modellierten zeitlichen Korrelationen
aufweisen, muss diese auch bei deren Schitzung beriicksichtigt werden. Die Dynamik sollte jedoch
geringer sein als bei der Mittelwertschitzung, um eine zu starke Streuung der Werte zu vermeiden.
Daher soll die abgewandelte Berechnungsvorschrift von (Z.ZI) fiir eine rekursive Varianzschitzung
bei vorhandener Fahrdynamik

ape = (1) e + C (zps — i)’ (1.73)

lauten, wobei { =

A = +—— mit 5}, € Nund p > pj gilt. Das Verfahren ist vollstindig in
P'+Py Z+p07p0
[Alg |2 zusammengefasst. Die Fensterlinge wurde hier zu AT, = 0,25s und der zusitzliche Faktor
zu pj = 500 gewihlt. Auch diese Werte stellten sich anhand informeller Tests als optimal heraus. Es
fillt auf, dass bei dem modifizierten Verfahren zur rekursiven Berechnung eines empirischen Mittel-

wertes und einer empirischen Varianz ein Fenster iiber die letzten Beobachtungen gelegt wird und die
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Algorithmus 2: Algorithmus zur echtzeitfahigen Schitzung der Rauschparameter mit modifi-
ziertem Kovarianzmanagement bei vorhandener Trajektoriendynamik

1 wiederhole

2 Berechnung des Mittelwertvektors p. ;.. T € {w, a} mit (Z.72)

3 Berechnung des Rauschvarianzvektors q ., T € {w, a} nach @ 73)
4 wenn k = [ - AK dann

5 L l+—1+1

k<—k+1

7 bis Abbruchbedingung erfiillt

gefensterten Daten mit einer Exponentialfunktion gewichtet werden, um die Dynamik in den gesuch-
ten Parametern zu beriicksichtigen. Die [ABbJ[7.2] verdeutlicht, wie das modifizierte [KM] im Rahmen
der Filterung nach eingesetzt wird. Hierbei gilt Q; , := diag (%,k) mit T € {w,a}, wobei

Xpp
........ >
Fehlerfilter
........ > (FF)

3

>
€
ISa=a

Parameter- a,,
schitzer (KM)

Qa! Qw .
Xsp

Abbildung 7.2: Parameterschitzung durch modifiziertes Kovarianzmanagement

nun nicht mehr von einem zeitlich korrelierten Rauschprozess wie in[GI] (3.13) ausgegangen, sondern
jeweils ng ; ~ N(ny ;;05.:,Q; ;) angenommen wird.

Die [Z3l[(@)] und zeigen die geschitzten Mittelwerte und Standardabweichungen des
Rauschprozesses fiir die 2-Achse der im Rahmen dieser Arbeit eingesetzten[MTiHnertialsensoreinheit.
Dabei wurden wihrend einer Stadtfahrt einerseits verschiedene Stralenbelédge befahren (Bewegungs-
phasen ]53), andererseits traten auch Standphasen mit laufendem Motor auf (Phase pM), wobei die
Abbildungen Ausschnitte von einigen dieser Phasen zeigen. In ist zu sehen, dass die
Mittelwertschitzung /i a,z,; der Fahrdynamik der Messung dibb7 « i gut folgen kann, was Grundvoraus-
setzung fiir eine zuverldssige Parameterschiitzung ist. Es fillt auf, dass das Befahren einer gepflaster-
ten Strale im Vergleich zu einer asphaltierten Straf3e von einer besonders hohen Bewegungsdynamik
gekennzeichnet ist. Dies wirkt sich entsprechend auf die Schitzwerte der Rauschprozessparameter
aus, die ebenfalls ansteigen. Die [Tabl[Z.1][(2)] und [(D)] zeigen abschlieBend die ungefihren Wertebe-
reiche fiir die drei Achsen der [MTiSensoreinheit, in denen sich die Schitzungen der Standardab-

weichungen fiir die verschiedenen Bewegungsphasen bewegen. Hierbei gilt 02 th = E {ni i k] und

Ufzﬂr, = F [niT k} mit T € {z,y, z}. In der Literatur wird die Standardabweichung auch hiufig in
der Einheit [/(s? - VHz)] bzw. [/(s- vHz)] angegeben. Diese ist auch in den nachfolgenden Kapiteln
von Bedeutung. Dabei handelt es sich um die Wurzel der Rauschleistungsdichte des entsprechenden
zeitkontinuierlichen Rauschprozesses, die abtastzeitunabhiingig ist. Sie wird durch die Skalierung

€r varianz o ZW. O aurl die tastfrequenz gewonnen und als|Velocity Random Wa
der Varianz o  bzw. o7, . auf die Abtastfrequenz g d als[Velocity Random Walk (V RW)
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Abbildung 7.3: Empirische Mittelwertschdtzung und Parameterschitzung mit Kovarianzmanagement
auf Basis ungefilterter Inertialsensordaten

bzw.|Angle Random Walk (ARW )iParameter bezeichnet:

VRW; ["/(s? - VHz)| := M (7.74)
% [C/51]

ARW, [t Vi) i= | =p

(7.75)

Der Vorteil liegt darin, dass eine explizite Angabe der Abtastrate (in dieser Arbeit ist das % mit
IME

fime = 100 Hz, sofern nicht anders angegeben) nicht mehr erfolgen muss. ?

Die Wertebereiche, in denen sich die Schitzungen &, bewegen, sind bei den drei Sensorachsen re-
lativ dhnlich. Lediglich in der z-Komponente steigen sie etwas an. Dieses ist auf die nicht vollstandig
mogliche Dampfung des Fahrzeugs zuriickzufiihren. Bei den Parametern der Drehratensensortriade
hingegen wird deutlich, dass sich die Wertebereiche der einzelnen Phasen zum Teil deutlich iiberlap-
pen. In der z-Komponente sind zwischen Phase ]5M und Phase ]53 im Falle einer asphaltierten Stralie
kaum Unterschiede zu erkennen.

7.3 Parameterschitzung durch Auswertung von Messwertdifferenzen

Eine weitere Methode ist die Parameterschiatzung mit Hilfe von Messwertdifferenzen wie sie im De-
tail in Anhang [E3]aufgefiihrt ist und aus [WenQ7] stammt. Dieses wird im Folgenden als [Messwert]
[differenzen-Vertahren (MD)|bezeichnet. Dabei werden auf Basis der Differenz aufeinanderfolgender

.. ~b ~b . o . (")
Messwerte z; , (z.B. der skalaren GroBe wy, | - oder a3, , ;) die zeitlichen Korrelationen 7 An, An,

rekursiv berechnet, wobei T € {w,a} ist. Der Abgriff der Sensormessdaten erfolgt wie in [Abbl[7.2]
wobei der[KMI-Block durch einen Block mit dem [MDl ersetzt werden muss.

"Wiihrend es iiblich ist, die RWP}Parameter eines zeitlich nicht korrelierten Rauschprozesses mit V RW bzw. ARW
anzugeben, wird i. d. R. bei einem zeitlich korrelierten Rauschen darauf verzichtet.
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(a) Geschitzte Standardabweichungen &,

&a [m/sz] / VRW [1 . 1071 m/(s2 . \/E)]

Py (Asphalt)

7,0-1073...3,8-1072
3,0-1072...8,5-1072

7,2-1073...8,0-1072
50-1072...1,2-107!

Phase \ Achse x Y z

Py, 24-1072...55-1072 | 24-1072...5,5-1072 | 2,4-1072...5,5- 1072
Py (Asphalt) | 5,5-1072...7,5-107" | 55-1072...7,5-107! 5,7-1072...1,0
Py (Pflaster) 75-1071...1,9 7,5-1071...1,9 1,0...22

(b) Geschitzte Standardabweichungen &,
G, [/s] | ARW [1-107"/(s- Vi)

Phase \ Achse x Y z

Py, 40-1073...70-1073 | 45-1073...7,0-1073 | 4,0-1073...6,0- 1073

45-1073...4,2-1072
3,8-1072...8,0-1072

]53 (Pflaster)

Tabelle 7.1: Wertebereiche der mittels KM geschitzten Rauschprozessparameter ungefilterter In-
ertialsensorsignale

Hier wird ein autoregressiver Prozess erster Ordnung betrachtet. Fiir die Korrelationen gilt
(E33). Sie lautet:

@ — (1=¢) Y " Angy Ang 7.76

TAn An k= C ) Tan,an k-1t Angp Ang g (7.76)

Dabei stellt AnT fmir = Mg = M iy mit ¢/ € {0,1} die zeitliche Differenz des zeitlich

korrelierten Rauschens dar, das bei einem sich langsam &dndernden Bias und einer geringen Trajekto-

riendynamik anndhernd der Differenz der Messwerte entspricht. ¢ ' ist ein heuristischer Parameter mit

0 < ¢ < 1, der hier zu ¢’ = 0,01 gewihlt ist. Je kleiner ¢’ gewiihlt wird, desto weniger schwanken
die geschitzten Korrelationen . Durch Verwendung der Gleichung

n.‘.7k = dnntk_l + 77-i-7k (777)

an Stelle von (E31)), wobei hier Mg ~ N (nT 5 0, 07271> mittelwertfreies, weiBes GAUSS-verteiltes

2

Rauschen mit der Varianz am

ist, und anschlieBender Schitzung der Erwartungswerte

E [AnT’kAnm_i,‘ zm:k} fiir i/ € {0,1} und einer gegebenen Sequenz aus Beobachtungen Z4 10k
resultieren nach einigen Umrechnungen die [GL (E47) und (E.48):

(0) (1
TAnTAnT,k +2 TAnTAnT,k

dy, = KO (7.78)
AnTAnT,k
2 (0) 1)
In = TAn Angk + "an,An ke (7.79)

2
n

chungen also auch eine sequenzielle Berechnung der Varianz des treibenden Rauschens zu. Ein Cha-

Durch die Annahme zeitvarianter Prozessparameter (d,, — d,, ;. und o R 072” 1) lassen diese Glei-
rakteristikum dieses Verfahrens ist, dass neben der Erfassung der Vibrationen des Fahrzeugs auch die
Trajektoriendynamik mit beriicksichtigt wird, denn diese wird durch die Berechnung der Differenz
zeitlich aufeinanderfolgender Messungen nicht vollstindig eliminiert. Dieses muss allerdings nicht
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zwangsldufig ein Nachteil sein, da Modellungenauigkeiten aufgrund einer vereinfachten Zustands-
libergangsmatrix wie hier, dem Rauschen zugeordnet werden konnen. Ein besonderer Vorteil liegt
hier allerdings in der Unabhéngigkeit von weiteren Filtergrolen und der Mdoglichkeit, die Parameter
mit der [ME}Datenrate zu schitzen.

Ausgehend von (Z.77) lisst sich nun die Varianz a% pi=E {nT kn?k‘ 2t 1, k} iiber

2 771— ’
of g = (7.80)
noiea,
berechnen. Es muss in diesem Fall jedoch beriicksichtigt werden, dass die Bedingung d, ,. < 1 erfiillt
bleibt, damit keine Singularititen in [GL] (Z.80) auftreten. Andernfalls wire UJ? x — 00 bzw. J% <0

die Folge.

Zusammenfassung

In diesem Kapitel wurden drei Verfahren vorgestellt, um die als zeitvariant angenommenen Varian-
zen bzw. Kovarianzmatrizen eines Rauschprozesses zu schitzen. Wihrend das Kovarianzmanage-
ment aus lediglich eingesetzt werden kann, um die Systemrauschkovarianzmatrix eines zeit-
lich unkorrelierten Rauschprozesses zu schitzen, ldsst sich das auf Basis von Messwertdifferenzen
aus und das hier im Detail hergeleitete sequenzielle Schitzverfahren unter Verwendung des
[EM}Algorithmus und dem NEWTON-Verfahren fiir ein zeitlich korreliertes Systemrauschen anwen-
den. Beim [SEMI werden einige spezielle Eigenschaften der HESSE-Matrix und der Kovarianzmatrix
ausgenutzt, um moglichst robuste und zuverlédssigere Parameterschitzungen zu erhalten. Die Ergeb-
nisse, die in Verbindung mit den hier vorgestellten Schitzverfahren gewonnen wurden, werden in

vorgestellt.
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Kapitel 8
Analyse der inertialen Sensoreinheit

Im Rahmen des vorliegenden Kapitels sollen Ergebnisse zu Voruntersuchungen der verwendeten
IME] der [MTilSensoreinheit der Fa. Xsens Technologies B. V., Niederlande, prisentiert werden. Fiir
einige Analysen befand sich die [MElin einem ruhenden Zustand ]50, wihrend fiir andere Analysen
Felddaten aufgezeichnet wurden, bei denen unterschiedliche Fahrsituationen, wie z. B. Kurvenfahr-
ten, und damit eine Bewegungsdynamik vorlag. Zunichst wird ein Verfahren vorgestellt, mit dem die
typischen und hier wichtigen Sensorparameter abgeschitzt werden konnen. Im Anschluss daran wird
die verwendete [ME] auf ihre sensorspezifischen Eigenschaften hin untersucht, um u. a. die in den Da-
tenblittern angegeben Werte zu bestitigen und die zu erwartenden Rauschvarianzschitzungen beim
Einsatz der [MElin einem Fahrzeug besser einschitzen zu konnen.

8.1 ALLAN-Varianz

Die Berechnung der ALLAN-Varianz ist, neben der in Anhang |G| beschriebenen Moglichkeit, eine
Methode, um Sensorsignale im Zeitbereich niher analysieren zu kénnen [WooQ7]. Es handelt sich
dabei um eine Varianz, die aus der Mittelung liber mehrere Signalausschnitte resultiert. Sie wurde
urspriinglich entwickelt, um die Frequenzstabilitit von Oszillatoren untersuchen zu kdnnen.

An dieser Stelle wird angenommen, dass sich der Sensor in einem Ruhezustand befindet und somit
kein ,,duBerer Einfluss“ durch eine Bewegungsdynamik vorhanden ist, siehe [GL] (Z.63)) und (Z.69):

@ =by,+n,, (8.1)

aj,x = 8k + bag + g (8.2)

Demnach wird ein [RWP von einem weilen Zufallsprozess iiberlagert (in [GIL] (8.2) tritt zusitzlich ein
deterministischer Anteil in Form des Schwerebeschleunigungsvektors auf). Fiir die Berechnung wird
wie folgt vorgegangen:

1. Aufteilung einer moglichst langen  Sequenz ~ von  Sensorsignalen 1z,  mit
T, € {&})b’%k, LA L &)}{%Z’k} in L gleich lange, nicht iiberlappende Si-
gnalausschnitte der Lange AT; (es sollten ausreichend Daten fiir mindestens L = 9 Signalaus-
schnitte vorhanden sein [Woo07]).

2. Mittelung der Daten in den jeweiligen Signalausschnitten fiir verschiedene Ausschnittsldngen
AT, = ?—K (siehe [Kap|[Z.2.1lbzgl. der Einteilung der Zeitachse):
IME

AK-1

1
NN > Tjagyy, firl=0,...,L—1 und AK > 10, (8.3)
p'=0

109
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sodass mit f1g.; | Ap = Mo AK> s M AKs -+ -5 Hp_1 ax €10€ Sequenz gemittelter Daten fiir
verschiedene AK vorliegt.

. Berechnung der ALLAN-Varianz anhand

L-1
1 2
UiD;AK N Y L—1) 2 (lak — M 1aK) - (8.4)
Erlduterung: Eine mathematisch korrekt definierte Varianz erfordert unendlich viele Stichpro-
ben bzw. die Mittelung iiber eine unendlich lange Ausschnittslinge (A7, — oc). Um hier der
realen Messsituation Rechnung zu tragen, wird auf eine Varianz zuriickgegriffen, die auf zwei

Stichproben beruht:
2
1 2 1 & 1 9
Elo— D | sk - 2 Y Hwax =5E {(,UQ,AK — I AK) ] : (8.5)
n/=1 m/=1

Aufgrund der Begrenzung der Mittelung auf L Werte ist es wichtig, wiederum die endliche
Anzahl von Messpunkten zu beriicksichtigen, weshalb (&3 durch (84) angenihert
wird.

Aus der ALLAN-Varianz (84) kann schlieBlich mit

OAD;AK = 4/ UiD;AK (8.6)

die ALLAN-Standardabweichung bestimmt werden, die auch héufig als logarithmische Funktion {iber
AT, dargestellt wird. In dieser Darstellung (z. B. zeigt die [Abb) die berechneten Werte der
ALLAN-Standardabweichungen der Drehratensensortriade der [MTi) lassen sich relativ einfach die

verschiedenen Rauschprozesse, die auf das jeweilige Signal einwirken, identifizieren und deren cha-

rakteristische Parameter bestimmen. Die in dieser Arbeit wichtigen Parameter sind wie folgt ablesbar
IEEOQ3]:

e Weilles GAUSSs-verteiltes Rauschen erscheint in der Darstellung als Gefille mit einer Steigung

von —0,5. Die Parameter des zugehorigen RWP konnen bestimmt werden, indem eine Gerade
durch das Gefille gelegt und der Wert bei AT, = 1s abgelesen wird. Fiir einen Drehratensensor
wiirde daraus der [ARW] Parameter, fiir einen Beschleunigungssensor der [ EZWW1Parameter
resultieren (allerdings jeweils bezogen auf /,/s), denn in [Sei04] wird gezeigt, dass die ALLAN-
Varianz durch

RW?

2
TADAK = AT +b2;ln(2)+f(ATl,...) (8.7)
l

angendhert werden kann, wobei hier b das Bias und RW den [RWPKoeffizienten (ARW oder
V RW) darstellen. Die Funktion f(AT),...) beschreibt weitere Abhingigkeiten von Rausch-
prozessen, die im Rahmen dieser Arbeit nicht beriicksichtigt werden (z. B. Quantisierungsrau-
schen). Aus (877 resultieren die charakteristischen Parameter wie die RWPFKoeffizienten oder
die so genannte Biasstabilitit.

Des Weiteren gilt: Je kleiner AT, desto eher stimmen die empirisch bestimmten Mittelwerte
zweier aufeinanderfolgender Signalabschnitte fiir einen [RWP iiberein. Fiir die x-Komponente
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von b, gilt dann z. B. :

AK-1 AK-1

Z ba,m,(l—l)AK—l—p’ ~ Z ba,amlAK—&—p" (8.8)
l:D /:0

Der empirisch berechnete Mittelwert nédhert sich allerdings erst mit steigender Intervalllinge
dem Erwartungswert des weillen Rauschprozesses an. Der Einfluss des weillen Rauschpro-
zesses auf die ALLAN-Varianz tiberwiegt demnach bei kleinen Intervalllingen. Aufgrund der
Tatsache, dass ein [RWP ein instationdrer Prozess ist, gilt fiir ansteigende Ausschnittsldngen
AT, die Approximation in[GL] (8.8) nicht mehr. Der Einfluss des RWPnimmt zu.

e Die so genannte Biasstabilitit 0, A bzw. 7, A, d.h. der zugehorige numerische Wert, kann
im absoluten Minimum abgelesen werden. Dabei handelt es sich um die Anderung des Bias im

Zeitraum AT, wobei AT, . das AT, ist, fiir welches die ALLAN-Varianz minimal ist.

,min’® ,min

Weitere Details zu den Parametern, die mit Hilfe der ALLAN-Varianz bestimmt werden konnen, sind
in [IEEQ3] aufgefiihrt und werden an dieser Stelle nicht niher erdrtert.

8.2 Miniature Tracking inertial-Sensoreinheit

Wie iibliche IME] besteht auch die [MTZSensoreinheit aus einer Kombination mehrerer Sensorele-
mente in [MEMSITechnologie: Drehratensensoren, Beschleunigungssensoren sowie Magnetfeldsen-
soren fiir drei Raumrichtungen. Dabei kann die Ausgabe der raumlichen Orientierung mit Hilfe eines

[digitalen Signalprozessors (DSP)| wahlweise mit oder ohne direkte Unterstiitzung durch Magneto-

meterdaten erfolgen. Durch eine integrierte Vorfilterung wird die Biasdrift reduziert, wodurch eine
Nachfilterung weniger aufwindig ist. AuBerdem kann die [MTi-Sensoreinheit durch einen zusitzli-
chen Sensor die Temperatur messen. Das Datenblatt der [M7i}Sensoreinheit [B.V09al] gibt die Para-
meter der Einheit mit ARW = 5-1072/(s- viiz) und VRW = 2 - 1073 ™/(s2 . \/Iiz) an. Des Weiteren
betriigt die Biasstabilitit 1°7/s bzw. 2 - 1072 ™/s2, Die Magnetfeldsensoren haben eine Biasstabilitit von
0,1 mG und weisen ein Messrauschen von 0,5 mG auf. Die Skalenfaktorstabilitit betrdgt hingegen
0,03 % fiir die Beschleunigungssensortriade bzw. 0,5 % fiir die Magnetfeldsensoren. Entsprechende
Daten fiir die Drehratensensortriade sind nicht verfiigbar. Die maximale Abtastfrequenz des Sensors
betrdgt zwar 120 Hz, im Folgenden wurde jedoch f;z; = 100 Hz gewdhlt.

Ein ausgeprigter Biasverlauf, d. h. eine niederfrequente Storung, ist durch die interne Vorfilterung
der [MT7-Sensoreinheit nur geringfiigig vorhanden, wie zeigt. Hierzu wurde eine Lang-
zeitmessung der Dauer von 60 h mit annidhernd konstanter Raumtemperatur durchgefiihrt, wobei die
ruhte. Auftretende ,,Rest-Bias* sind daher nur unwesentlich von der Temperatur abhéngig. In
der Abbildung sind die Periodogramme der Signale von den Sensorkomponenten zu sehen, welche
die Drehraten in der [MTiSensoreinheit messen. Fiir diese gilt hier:

2
27rfk, o

Rw (fk" n'€ fIME (89)

Dazu wurde eine N’ = 48k{Schnelle FOURIER-Transformation (FFT) angewendet. Das inhérente
Rauschen erstreckt sich von Natur aus gleichmiBig iiber den gesamten Frequenzbereich. Lediglich

im unteren Bereich bis zu einer Frequenz von ca. f = 25-10% Hz ist ein ausgeprigtes Grund-
rauschen zu finden. Nach ist dort das zeitlich (anndhernd) konstante Bias zu finden. In
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(a) Periodogramme der Drehratensensorsignale einer (b) Spektrogramm des Signals des in z-Richtung aus-
ruhenden MTi-Sensoreinheit gerichteten Drehratensensors einer ruhenden MN-
Sensoreinheit

Abbildung 8.1: Leistungsdichtespektrum und Spektrogramm der Signale einer ruhenden Drehraten-
sensortriade

den hoheren Frequenzbereichen sind keine Auffilligkeiten auszumachen, weshalb hier nur Frequen-
zen bis 0,05 Hz aufgefiihrt sind. Im Gegensatz zur [MTi-Sensoreinheit weist die [MotionNode (MN )}
Sensoreinheit der Fa. GLI Interactive LLC, USA, eine [ME] die hier zu Vergleichszwecken herange-
fuhrt wurde LLCO8], unerwiinschte Effekte im Ruhesignal auf, wie
[AbbIBII[(®)] zeigt. Es ist im unteren Frequenzbereich des Spektrogramms ein Grundrauschen zu
erkennen, das bis zu einer Grenzfrequenz von ca. 0,2 Hz reicht. Dieses ist in der Abbildung nochmals
vergroBert dargestellt. Da kein duBerer Einfluss bei der Messung vorhanden war, handelt es sich nach
([Z.63) bei den Signalanteilen, die zwischen 0 Hz und 0,2 Hz liegen, um ein Bias. Es zeigt sich
aber auch in anderen Frequenzbereichen ein zeitvariantes Rauschen. Bei ca. 10 Hz und bei 20 Hz ist

zu erkennen, dass Rauschanteile auftreten, die sich mit der Zeit geringfiigig dndern. Dies kann auf
thermisches oder bauteilabhingiges Sensorrauschen zuriickgefiihrt werden.'”

Im Folgenden sollen die logarithmischen Verldufe der ALLAN-Standardabweichungen fiir die
Drehraten- und Beschleunigungssensortriade in den und [(b)] betrachtet werden. Anhand
der dargestellten Verldufe konnen fiir die angenommenen [RWP] zunichst die Werte in [Tab][B.1] ab-
gelesen werden. Im rechten Teilbild fallt auf, dass sich die Minima der einzelnen Sensorachsen in
unterschiedlichen Bereichen befinden. Der Grund dafiir ist zum einen eine nicht vollstidndig orthogo-
nale Anordnung der Beschleunigungssensoren sowie ihre unterschiedliche Giite, zum anderen aber
auch ein nicht ausreichend langes Beobachtungsintervall. Die [ EWI und [ARW]Parameter sind ver-
gleichbar mit den Ergebnissen, die mit dem in Anhang [Gl aufgefiihrten Verfahren gewonnen wurden.
Die Werte fiir die Biasstabilitidt sind dagegen deutlich geringer als die im Datenblatt angegebenen
Werte [B.V09al]. Dies ist auf die Tatsache zuriickzufiihren, dass in Datenblittern hiufig die maxi-
malen Werte angegeben sind, die sich aus Untersuchungen mehrerer Sensorklassen ergeben haben,
wobei die Ergebnisse gemittelt wurden. Auch die Umgebungstemperatur spielt hierbei eine wich-
tige Rolle. Die Temperaturbereiche, in denen die [M7iSensoreinheit vom Hersteller getestet wurde
[B.V(9al, wurden bei den Untersuchungen im Rahmen dieser Arbeit nicht durchlaufen.

'Da die [MN}Sensoreinheit, mit Ausnahme der internen Biaskompensation, in der gleichen Kategorie wie die
Sensoreinheit einzuordnen ist, wurde im Rahmen dieser Arbeit auf weitere Untersuchungen unter Verwendung der [M/V}
Sensoreinheit verzichtet.
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(a) ALLAN-Standardabweichungen der MTi-Dreh- (b) ALLAN-Standardabweichungen der MTi-Be-
ratensensortriade schleunigungssensortriade
Abbildung 8.2: ALLAN-Standardabweichungen der MTi-Sensoreinheit
Achse ARW [/(s- vHz)| 3% Ak [/8] AT yin [8]
a-Achse | y-Achse [ 3,5-1072 [ 3,9-1072 [ 7,2-107% [ 591073 | 205,3 | 294,1
z-Achse 2,9-1072 51-1073 274,4
VRW [m/(32 ’ HZ)] 3—ba,AK [m/s2] ATl,min [S]
a-Achse | y-Achse | 8,5-107% [ 8,9-10* [ 35-107* [ 24-107* | 142 | 66,0
z-Achse 9,0-1074 3,1-107* 732,6

Tabelle 8.1: Anhand der ALLAN-Standardabweichung ermittelte Parameter fiir sensorinhédrentes Rau-
schen und Biasstabilitit der MTi-Sensoreinheit

Vergleicht man z. B. die geschitzten [EWIParameter der ruhenden [MTiSensoreinheit mit den
Werten, die in aus einer empirischen Berechnung resultierten, so fillt auf, dass die VEW}
Schitzungen hier hohere Werte aufweisen als die minimalen Werte in der Phase ]5M, die im Rahmen
des [KM] gemessen wurden. Dieses ist auf die Tatsache zuriickzufiihren, dass das Rauschen, das in
[7.2.3] mittels [KM] geschiitzt wird, nicht ausschlieBlich dem inhérenten Rauschen entspricht, sondern
von Vibrationen und der Trajektoriendynamik iiberlagert wurde. Dieses ist bei den hier verwendeten
Daten nicht der Fall. Aulerdem wird in Iml die Varianz einer Variablen berechnet, die laufend
um einen zeitvarianten Mittelwert bereinigt wird.

Auf Basis der Ergebnisse zur Biasstabilitét in [Tabl81] und unter Beriicksichtigung von @4

Tty hzw, —le
\/ATZ ,min \/ATl ,min

schens in ermittelt. Dabei sei angemerkt, dass sich in beiden Tabellen die Werte auf v/ Hz be-

wurden auflerdem iiber die Standardabweichungen des biastreibenden Rau-

Achse oy, [/(s2- Vi) oy [M/(s® - VHz)]
z-Achse | y-Achse | 51-107* [ 35-107% [ 9,2-107° [ 2,9 107°
z-Achse 3,1-1074 1,1-107°

Tabelle 8.2: Anhand der Biasstabilitit geschitzte Standardabweichungen des biastreibenden Rau-
schens der MTi-Sensoreinheit
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ziehen. Fiir die Komponente der z-Achse wiirde daher beispielhaft 7, = 9,2 1075 ™/(s3 . VHz) —
Gy, o = 9.2 107478 (bei fipy = 100 Hz) gelten. ’

Zur Erzeugung der simulierten Daten nach Anhang [E1lwurden die Werte in [Tabl8.Tlund [TablR.2]
gemittelt, so dass fiir die Standardabweichungen des Biasrauschens die Werte in[Tabl[E1l resultierten.
Obwohl hier nur die [ARW} und [VRW}Parameter bestimmt wurden, werden diese Werte aufgrund
der relativ geringen Korrelationszeit ¢y, auch fir die Standardabweichungen bzw. Varianzen ver-

wendet, die das simulierte zeitkorrelierte Inertialsensorrauschen treiben. In wird gezeigt,
2

2 \2
dass zwischen diesen lediglich ein Faktor von jeweils <1 — e JveTvEe > ~ 1,4 liegt.

8.3 Einfluss von Trajektoriendynamik

Bei den bisherigen Untersuchungen wurde die [MTilSensoreinheit im ruhenden Zustand betrachtet.
Das inhédrente Rauschen konnte dabei als annidhernd zeitinvariant angenommen werden, da Effekte
wie z. B. Vibrationen nicht auftraten. Lediglich die Bias wurden als zeitvariant angenommen. In die-
sem Abschnitt soll eine Messfahrt (Fahrt durch die Innenstadt von Paderborn) dazu genutzt werden,
um zu bestitigen, dass die iibrigen Sensorparameter bei vorhandener Trajektoriendynamik ebenfalls
als zeitvariant modelliert werden konnen. Wéhrend der Fahrt wurden verschiedene Stralenbelédge be-
fahren sowie starke Abbrems- und Beschleunigungsvorgénge vorgenommen. Des Weiteren sind in
dem Datensatz Standphasen P,, an Ampeln vorhanden. [ABbIB3[@) zeigt die Ausgangssignale der
[MTi Beschleunigungssensoren, die in den ersten 10 min der Messfahrt aufgenommen wurden. Durch
eine nicht vollstindig waagerechte Anfangsausrichtung tritt eine deutliche Nullpunktabweichung der
z-Komponente auf. Dadurch wird die Schwerebeschleunigung nicht nur von der Sensorkomponente
in z-Richtung, sondern auch von der in z-Richtung gemessen. Unter der Annahme einer konstanten
Schwerebeschleunigung ldsst dieses auf einen initialen Nickwinkel von ca. 15° gegeniiber der Fahr-
zeuglingsachse schlieBen (siehe auch [Wen07]]). Ebenso wird auch die Fahrzeugbewegung in Lings-
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(a) Ausgangssignale der Beschleunigungssensor- (b) Spektrogramm der z-Komponente der Be-
triade schleunigungssensortriade

Abbildung 8.3: Ausgangssignale und Spektrum der Beschleunigungssensoren der MTi-Sensoreinheit

richtung von den Sensorelementen der z- und z-Achse erfasst. Durch eine manuelle Kalibrierung wird
die initiale Lage des Sensors jedoch nachfolgend kompensiert, so dass sich diese in den anschlieen-
den Filterschritten nicht bemerkbar macht. Wihrend zwischen der Phase PO und der Standphase mit
laufendem Motor PM kaum ein Unterschied bei den Beschleunigungssensorsignalen zu erkennen ist,
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wird in der Bewegungsphase PB die Trajektorie sehr deutlich von vibrationsinduziertem Rauschen
iberlagert. Ein Riickschluss auf die vorhandene Trajektoriendynamik scheint nur schwer moglich.

In wurde gezeigt, dass die Leistungsdichte fiir hohere Frequenzen annihernd konstant
ist, wie es fiir eine ruhende Sensoreinheit zu erwarten ist. Die Vibrationen, die allerdings in der Phase
einer Bewegung (z. B. aufgrund der StraBenverhéltnisse oder an einer Ampel durch den Motor) zu-
sdtzlich in den Sensordaten auftreten, sind im Spektrogramm in zu erkennen. Wihrend
der Fahrtdauer von ca. 40 min wurden verschiedene Straflenbelidge wie Pflaster und Teer befahren.
In der Ruhephase 150 sind, auBBer einem Ausrichtungsfehler, keine storenden Rauschanteile zu beob-
achten. In der Phase ]5M, in der lediglich der Motor lduft, werden die Frequenzen 13 Hz, 28 Hz und
45 Hz beeinflusst. Dies weist auf Eigenfrequenzen hin, die zu Vibrationen der Karosserie durch den
Motor fithren und damit direkt auf die wirken. Auch bei 10 Hz ist eine erhdhte Leistungsdichte
zu erkennen. In der Bewegungsphase F’B fillt auf, dass neben der Trajektoriendynamik zusétzliche
Vibrationen hervorgerufen werden, die sich iiber den gesamten Frequenzbereich erstrecken.

Die [ABb][8.4] zeigt ergiinzend die Periodogramme der Beschleunigungssensortriade fiir die in
[ABBIB3[(a) dargestellte Phase Py. Es wird deutlich, dass die z- und z-Komponenten bei ca. 40 Hz
eine etwas hohere Leistungsdichte aufweisen als die y-Signalkomponente. Das Rauschen lésst sich
also nicht mehr iiber einen weilen, mittelwertfreien Rauschprozess beschreiben. Im vorliegenden
Fall unterscheidet sich der Verlauf des der y-Komponente etwas von den Verldufen des
der anderen Komponenten. Dies ist darauf zuriickzufiihren, dass sich z. B. durch die Fliehkrifte die
Fahrdynamik bei Kurvenfahrten hauptsichlich auf die y-Achse der Sensortriade auswirkt, wihrend
sich lineare Beschleunigungsvorginge und stidrkere Vibrationen eher in der z- und z-Komponente
bemerkbar machen.
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Abbildung 8.4: Periodogramme der Beschleunigungssensortriade der M7i-Sensoreinheit

Diese Ergebnisse zeigen, dass der gesamte Spektralbereich beeinflusst wird. Durch einen
[GAUSS-MARKOV-Prozess (GMP)[lassen sich diese Effekte bereits sehr gut approximieren. Sehr star-
ke hochfrequente Storungen (z.B. durch Schlaglocher verursacht) werden durch einen zwar

nicht vollstiandig beriicksichtigt, allerdings treten diese i. Allg. auch nur sporadisch auf und kénnten
durch eine entsprechende Tiefpassfilterung eliminiert werden (in wird erldutert, dass sich
die Trajektoriendynamik bei normaler Fahrweise hauptsichlich in einem Frequenzbereich unterhalb
von ca. 5 Hz — 10 Hz befindet). Allerdings muss man bei einer Tiefpassfilterung bedenken, dass zu-
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sétzliche Korrelationen auftreten kénnen. Durch diese verdndern sich die statistischen Eigenschaften
des zeitlich korrelierten Rauschprozesses, was in Kombination mit einem Filteransatz wie hier in
geeigneter Form beriicksichtigt werden sollte.

Auf eine Tiefpassfilterung wird aber in Verbindung mit einem [[NS/GPSHNavigationsfilter auch
aus anderen Griinden hiufig verzichtet. In [TabOS8|] wird erldutert, dass vor allem die niederfrequen-
ten Storungen im Rahmen der Strapdown-Berechnungen fiir die Positions- und Geschwindigkeitsab-
weichungen verantwortlich sind, da diese die Trajektorie liberlagern. Hochfrequente, mittelwertfreie
Storungen treten zwar als kurzfristige Storungen in der Navigationslosung auf, mitteln sich durch das
Aufintegrieren jedoch langfristig heraus. Fiir die Langzeitstabilitit der Navigationslésung spielen sie
daher eine untergeordnete Rolle. Zudem beruht die Herleitung der Strapdown-Gleichungen (vor al-
lem die Lageberechnung) auf Approximationen, die nur giiltig sind, wenn die [MEHnformationsrate
hoch ist [Wen07]]. Drehungen sind nicht kommutativ (siche [Kap]d). Liegen tiefpassgefilterte und da-
mit geglittete Drehraten GJRL & vor, so konnten daraus andere Lageberechnungen resultieren als es bei
nicht tiefpassgefilterten Daten der Fall ist. Die daraus ggf. resultierenden Fehler konnen sich binnen
kurzer Zeit akkumulieren und letztendlich die gesamte Navigationslosung negativ beeinflussen.

In diesem Zusammenhang muss aber auch die Navigationsfilterstruktur selbst nochmals betrach-
tet werden. Bei einem schwach gekoppelten [[NS/GPSl-System ist die Eliminierung kurzzeitiger Sto-
rungen im Rahmen der Fehlerfilterung generell nur in begrenztem Umfang moglich [SBS99]]. Wie
in erldutert wurde, liegt am Messeingang des eingesetzten [LKH effektiv nur dann ein Signal
an, wenn entsprechende Stiitzgrofen vorhanden sind (es handelt sich dabei also um ein unterabge-
tastetes Signal). Die Korrektur der Groen des dufleren Systemzustandes erfolgt daher ebenso nur
mit einer entsprechenden Datenrate. Die Bandbreite der Stdrungen, die vom Navigationsfilter direkt
beobachtbar und korrigierbar sind, hiingt ohne Tiefpassfilterung somit von den Stiitzsensoren ab, die
eingesetzt werden. Es handelt sich dabei also groftenteils um Storungen, die langfristig und in dem
Frequenzbereich auftreten, in dem auch die eigentliche Trajektoriendynamik (die Bewegungsinfor-
mation) liegt. Dies konnen aber auch Ungenauigkeiten sein, die auf Approximationen bei der Be-
wegungsmodellierung zuriickzufiihren sind, Skalierungsfehler, die sich langfristig einstellen wiirden
(z. B. durch Temperaturinderungen) oder hochfrequente Anregungen, die durch Aliaseffekte als vi-
brationsinduziertes Rauschen im Frequenzbereich der Trajektoriendynamik wiederzufinden sind. Die
Navigationslosung am Strapdown-Ausgang kann zwar nicht abtastwertweise korrigiert werden, diese
Unsicherheiten kdnnen jedoch durch eine zeitvariante Systemrauschkovarianzmatrix und einem Para-
meterschiitzverfahren wie dem[SEM]beriicksichtigt werden. Dies ist sinnvoll, da sich Fehler zwischen
zwei Messwertaktualisierungen eines [CKFH trotzdem akkumulieren konnen. Dies wird im folgenden
Kapitel zusammen mit den Untersuchungsergebnissen ausfiihrlich erliutert.

Zusammenfassung

Mit Hilfe der ALLAN-Varianz war es moglich, die [MT#Sensoreinheit auf Basis von Ruhe- und Feld-
messungen, bei denen die [IME] einer Trajektoriendynamik unterlag, zu untersuchen und die Rausch-
prozessparameter zu ermitteln, die fiir das Systemmodell des Fehlerfilters benétigt werden. Es wurden
ebenfalls die Varianzen des biastreibenden Rauschens bestimmt. Des Weiteren wurde erldutert, dass
sich bei dem hier betrachteten Szenario die fahrdynamischen Signalanteile in einem niedrigen Fre-
quenzbereich befinden, wihrend sich die vibrationsinduzierten und inhirenten Storungen iiber den
gesamten Frequenzbereich des Sensorsignals erstrecken. In diesem Zusammenhang wurde jedoch
ebenso erortert, dass nicht simtliche Fehler im Rahmen eines schwach gekoppelten Navigations-
systems gefiltert und korrigiert werden konnen.



Kapitel 9
Untersuchungsergebnisse

Die nachfolgenden Abschnitte beinhalten Untersuchungsergebnisse, die sich auf das in vor-
gestellte inertiale Navigationsfilter und das in behandelte barometrische Teilsystem beziehen.
Auf eine sequenzielle Parameterschitzung mittels [KIM] oder [SEM] wird dabei zunichst verzich-
tet. Zum einen wird auf kiinstlich generierte inertiale Sensor- und Stiitzdaten zuriickgegriffen, zum
anderen werden auch Daten eingesetzt, die im Rahmen von Messfahrten aufgenommen wurden. Im
zweiten Teil dieses Kapitels werden dann die Parameterschitzverfahren miteinander verglichen, wo-
bei die vollstidndige Filterstruktur einschlieBlich der sequenziellen Parameterschitzung zum Einsatz
kommt.

9.1 Kombination des barometrischen Teilsystems und des Fehlerfilters

In diesem Abschnitt sollen die Auswertungen zur Gesamtfilterstruktur inklusive des barometrischen
Teilsystems vorgestellt werden, wie es in [ABb][O.1] dargestellt ist. Ein Verfahren zur sequenziellen

SD+BM

SD-BM XK Xrr
Fehlerfilter

Inertiale ZIME _ Strapdown-
Mess. (IME) - Algorithmus
(FF)
GPS
Satellitengest. XGps H
Teilsystem : o
I

v

2
o

BM=K

Barometrisches hem

Teilsystem

Abbildung 9.1: Filterstruktur ohne Magnetsensormessungen zur Untersuchung des barometrischen
Teilsystems und des inertialen Fehlerfilters unter der Annahme einer zeitinvarianten
Systemrauschkovarianzmatrix (verschiedene, farblich markierte Teilkonfigurationen
sind eingegrenzt)

Parameterschitzung wird hier nicht eingesetzt. Stattdessen werden konstante Rauschvarianzen ange-
nommen, die den entsprechenden Datenblittern der [ME]entnommen werden konnten . Von
einer Zeitvarianz der Kovarianzmatrix, die das zeitlich korrelierte Rauschen im Systemmodell des

117
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[EB treibt, wird daher nicht ausgegangen. Die verschiedenen Teilkonfigurationen, die hier untersucht
werden sollen, sind in vorstehender Abbildung farblich eingegrenz:t.

9.1.1 Simulationsergebnisse

Die folgenden Ergebnisse beziehen sich vorerst ausschlieBlich auf kiinstliche Daten, die anhand des
in Anhang [H vorgestellten Systems generiert wurden. Hierbei wurden die in [Tab][EI] angegebenen
Parameter verwendet. Es wurden verschiedene Trajektorien mit unterschiedlicher Bewegungsdyna-
mik, aber gleichen Rauschparametern erstellt. Da es sich um kiinstliche Daten handelt, musste bei
den[GPSIMessungen keine verzogerte Verfiigbarkeit nach beriicksichtigt werden.

9.1.1.1 Vergleich der Hohenschéitzungen

In [ADBB] ist der Betrag der Hohenfehler fiir einen typischen Trajektorienausschnitt der Linge
5 min dargestellt, der aus der Verwendung der verschiedenen Teilkomponenten bzw. deren Kombina-
tion resultiert. Der Betrag ist hier durch

€konfigsh k = P = Pidear 1| .1

definiert, wobei ﬂk, die auszuwertende Schitzgrofe darstellt. Nach stellt die Abkiirzung
€GPS:h (Konfiguration GPS) den absoluten (betragsmiiBigen) Hohenfehler der[GPSFHohenkomponente
dar, wihrend g, gyp.j, die betragsmiflige Abweichung der Ausgangshthe ilSD des Strapdown-Al-
gorithmus ist, wenn das inertiale [Fehlerfilter (FF) nicht durch eine barometrische Hohenmessung ge-
stiitzt wird, sondern ausschlieBlich durch die Schitzungen im Vektor Xpg. Dieses schliet auch die
[GPSHHohe h;pg ein. Die MablO.1] veranschaulicht, welche Teilkomponenten bei den verschiedenen
Konfigurationen verwendet wurden. Fiir egy; ., und egyy, ., wurde lediglich das barometrische Teil-

Systemkomponenten Auszu-
Konfiguration | Satellitengestiitzes | Barometrisches | Strapdown-Berechnung | wertende

Teilsystem Teilsystem mit Fehlerfilterung Grofie
GPS X haps
BM-K X hem
BM+K hpm
SD-BM x hsp
SD+BM X X X hsp

Tabelle 9.1: Testkonfigurationen (Erlduterung: GPS (Satellitenbasierte Stiitzung), BM (Barometri-
sche Stiitzung), SD (Strapdown), K (Korrektur))

system betrachtet, wobei entweder die nicht korrigierte Hohe hgy,, die auf Basis der barometrischen
Hohenformel (6.1) berechnet wurde, oder die biasfreie und um den Skalierungsfehler korrigierte Hohe
iLBM ausgewertet wurde. Schlieflich wurde zur Bestimmung von ey, +BM;p, das gesamte Navigations-
filtersystem inklusive des barometrischen Teilsystems eingesetzt, das zusammen mit den horizontalen
[GPSPositions- sowie den [GPSGeschwindigkeitskomponenten das [FH stiitzt. Auch hier ist die aus-
gewertete GroBe hgp, die ein Element des Ausgangsvektors X, ist, der wiederum nach [Abb]O.1]
durch die Riickkopplung des Fehlervektors X auf korrigierten inertialen Messungen beruht.

In [ADD) ist zu erkennen, dass die betragsmiBige Abweichung egpy o\, bei der Konfigu-
ration SD-BM im Vergleich zum Fehler €gpg., (BGPS ist die Hohe, die in dem satellitengestiitzten
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Abbildung 9.2: Mittlere betragsmifBige Hohenfehler tiber die Zeit fiir verschiedene Testkonfiguratio-
nen

Teilsystem berechnet wird), trotz der ausschlieBlichen Stiitzung anhand von [GPSHDaten geringer ist.
Dies kann damit begriindet werden, dass die eigentliche Hoheninformation durch die IME] geliefert
wird, die eine hohere Datenrate erlaubt. Des Weiteren besteht durch die SCHULER-Kompensation
und die Lagekopplung ein enger Zusammenhang zwischen den horizontalen Positionskomponenten
und der Hohe HSD, die vom[INS/GPSNavigationssystem berechnet wird. Dies fiihrt zu einer besseren
Kompensation der Hohenfehler.

In der Abbildung zeigt sich auerdem die vergleichsweise hohe Streuung der simulierten [GPS}
Hohe hGPS, die wiederum zu starken Schwankungen der Werte von hSD und damit der hohen be-
tragsmidBigen Abweichung egp, g\, fiihrt. Die nach [GI] (6.1) berechnete Hohe hBM weist bereits zu
Beginn des Datensignals (hier nicht dargestellt) ein deutliches zeitvariantes Bias auf. Dieser Effekt
ist auf die Anderung der Referenzwerte Tj , und F ; bei der Datengenerierung sowie auf das iiber-
lagerte Messrauschen np in[GI] (6.3) zuriickzufiihren. Diese z. T. ausgeprigten Abweichungen wer-
den durch die Schitzung von s; und b, und die anschlieBende Korrektur in der Ausgangshthe BBM
jedoch deutlich verringert, wie egyy, i, zeigt. Da im Korrekturblock in die Bias- und Ska-
lierungsfaktorkorrektur durchgefiihrt wird, verbleibt nur noch ein Restfehler in der Groenordnung
der Standardabweichung o;, = op - 0,1™/Pa = 1 m, der jedoch im Verhiltnis zur Hohe als gering zu
bewerten ist, wie die nachfolgenden Ergebnisse zeigen. Die Streuung ist in der [AbblO.2][(a)] deutlich
zu erkennen. AbschlieBend zeigt egpy, p\y.p,» dass die Stiitzung des [EE durch die korrigierte Hohe ﬁBM
in Kombination mit den iibrigen [GPSFDaten das beste Resultat liefert. Der mittlere betragsméBige
Hohenfehler von BSD liegt weit unterhalb von 1 m.

Die [Abb) fiihrt zusitzlich die kumulative (empirische) Verteilung der Hohenfehler fiir die
oben beschriebenen Varianten auf.'! Fiir die Verteilungs-/Summenhiufigkeitsfunktion gilt hierbei:

|M(e;,)|

mit  M(ep,) = {epp] enp <& ke{l,...,K}}, 9.2)

wobei K die Anzahl der Messwerte ist. Diese Verteilung gibt demnach an, wieviel Prozent der vor-
liegenden Stichprobe unterhalb einer vorgegebenen Fehlerschranke €, liegen. Je ,,weiter links* eine

""Die kumulative Verteilungsfunktion entspricht hier einer durch Stichproben gewonnenen empirischen Verteilungsfunk-
tion, die auch als (relative) Summenhéufigkeitsverteilungsfunktion bezeichnet wird [PKBOS].
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Summenhédufigkeitsfunktion in der Abbildung liegt, desto geringer ist der Positionsfehler und umso
besser damit die vertikale Positionsschétzung. Hierbei fillt zunéchst auf, dass lediglich ca. 20 % der
nicht korrigierten, auf der barometrischen Hohenformel (6.1)) beruhenden Hohe BBM eine geringere
Abweichung als 10 m aufweisen, wie die griine Kurve belegt. Des Weiteren wird der Unterschied
zwischen den Verfahren deutlich, bei denen der Ausgang BSD des Strapdown-Algorithmus entschei-
dend ist, die jedoch auf unterschiedlichen Stiitzgroen beruhen: Bei €sp-pM;;, Welsen ca. 80 % der
Schitzungen einen um etwa 3 m geringeren betragsmifigen Hohenfehler auf als es bei €gps;, der
Fall ist. Eine noch deutlichere Verbesserung ist jedoch zu beobachten, wenn die [GPSFHohe }AzGPS im
Vektor zgp durch iLBM ersetzt wird. Der Betrag des Hohenfehlers reduziert sich mit Betrachtung von
€SD+BM:h dabei im Wesentlichen auf Werte unter 2 m, was aus der vorangegangenen Korrektur von
hpy Tesultiert.

In[Tab]0.2]sind als weitere Referenz die mittleren betragsméBigen Hohenfehler e, » die Mediane
der betragsmifBigen Hohenfehler §€h sowie die Standardabweichungen e, der Hohenschétzfehler fiir
die verschiedenen Testvarianten angegeben. Dabei muss zwischen den Verfahren unterschieden wer-
den, bei denen im [FH beriicksichtigt wird, dass es sich um zeitlich korrelierte [GPS}Signale handelt,
und solchen, bei denen diese Korrelationen im Filter nicht beriicksichtigt werden. Im ersten Fall gilt

gemiB [GI] (3.28)
Wegk = Depw Wrek—1 + Trrw Vergs 9.3)

wobei Vg ~ N (Vg 0.1, Rpp). Fiir den zweiten Fall wurde Dy, = 0o, gewihlt, wodurch
von einem mittelwertfreien, weiffen GAUSS-verteilten Messrauschen Wy, ausgegangen wird. Die
Auswirkungen dieser (falschen) Annahme bei einem zugrunde liegenden zeitlich korrelierten Rausch-
prozess sollen im Folgenden am Beispiel der Konfiguration SD-BM analysiert werden.

Der mittlere betragsméfige Schitzfehler He,» der Median des betragsmifBigen Schitzfehlers £ET
und die Standardabweichung des Schitzfehlers T, sind hier gemiB [HUOS] fiir die einzelnen Po-
sitions- und Geschwindigkeitskomponenten mit { € {p,n ; p,e; h; v,e; v,n; v,d} wie folgt

definiert:
1 & 1 &,
He, = K Z €k = K Z Th — Tideal;k‘ 9.4
k=1 k=1
1
561 zlnf{VETykeRP(ET)22,]{36{1,,K}} (95)
1 &, 1, ’
Ue]L = K—1 Z ((Tk - Jrideal;k) - (K Z J[k - Tideal;k)) : (9.6)
k=1 k=1

Im Rahmen dieser Arbeit wird neben dem mittleren betragsmifBigen Schitzfehler auch die Wurzel des

mittleren quadratischen Schitzfehlers (engl. |[Root Mean Square Error (RMSE)) als Fehlermal3 ver-
wendet. Diese entspricht der Standardabweichung des Schitzfehlers, wenn der Mittelwert in[GL] (9.6)
Null ist. Bei der Korrektur der auf der barometrischen Hohenformel basierenden Hohenschitzung

durch die topografischen Referenzhthen sei an dieser Stelle noch darauf hingewiesen, dass ein Da-
tenbankeintrag nicht nur dann verwendet wird, wenn der horizontale Abstand zwischen der aktuell
geschitzten Position f)gb, i nach der Korrektur und einem Datenbankeintrag minimal ist, sondern im-
mer dann, wenn die euklidische Distanz geringer als d,,,,, = 5 m ist. Dies kann aufgrund der Datenrate
von 100 /s, mit der die korrigierten Daten der [ME] zur Verfiigung stehen und auf dessen Basis die



9.1. Kombination des barometrischen Teilsystems und des Fehlerfilters 121

Differenzberechnung zu den Datenbankeintrigen durchgefiihrt wird, mehrmals hintereinander auf-
erfiillt ist

treten. Da man jedoch davon ausgehen kann, dass in dem Zeitraum, in dem d_;,.,. < d .«

(siehe [Kap J6.2), sich die Hohe nur unwesentlich éndert, ist dieser Aspekt unerheblich.

Beriicksichtigung der Keine Beriicksichtigung der
zeitlichen Korrelationen in den zeitlichen Korrelationen in den
[GPSIDaten im Messmodell des [FF] [GPSFDaten im Messmodell des [FH
BGPS ilSD-BM hgm BBM }ALSD+BM BSD—BM
fhe, [m] | 14,154 | 12,409 | 10,753 | 0,776 | 0,378 14,165
§€h [m] | 11,931 | 10,604 | 8,755 | 0,647 | 0,269 11,926
e, [m] | 17,544 | 15,468 | 0,954 | 0,92 0,386 17,545

Tabelle 9.2: Mittlere betragsmifige Hohenschitzfehler, Mediane der betragsmifBigen Hohenschitz-
fehler und Standardabweichungen der Hohenschitzfehler fiir kiinstliche Daten mit und
ohne Beriicksichtigung der zeitlichen Korrelationen in den GPS-Daten im Messmodell
des Fehlerfilters

Betrachtet man zunichst die Ergebnisse auf der linken Seite, bei denen die zeitlichen Korrelatio-
nen im[FHberiicksichtigt wurden, so féllt auf, dass das barometrische Teilsystem unter den gegebenen
Voraussetzungen gegeniiber den nicht korrigierten Werten fiir eine hohere mittlere Genauigkeit von
ca. 10 m verantwortlich ist. Mit besserer Stiitzung des[FHsteigt auch die Genauigkeit der Hohenschiit-
zung im Rahmen der Strapdown-Berechnung. Der Median, der den mittleren Wert einer geordneten
Stichprobe angibt und damit robuster gegeniiber Ausrei3ern ist, liefert geringere Werte. Ein Vergleich
der Werte der individuellen Testvarianten zeigt jedoch die gleichen Abstinde zueinander auf wie bei
der mittleren betragsmifBigen Abweichung. Die Standardabweichung des Schétzfehlers sinkt eben-
falls mit besserer Stiitzung und liegt, mit Hinzunahme des barometrischen Teilsystems, bei 0,386 m.

Die rechte Spalte der [Tabl[0.2] zeigt am Beispiel der Konfiguration SD-BM die Auswirkungen
auf die Hohenschitzung des Gesamtsystems, fiir den Fall, dass die zeitlichen Korrelationen in den
[GPSDaten bei der Nachfilterung im [EH nicht beriicksichtigt werden. Durch die fehlerhafte Stiitzung
fiihrt die gesamte Navigationsfilterung ohne barometrisches Teilsystem, im Vergleich zu fLGPS, zu
keiner hoheren Genauigkeit in der Positionsschétzung. Die Werte entsprechen hier im Wesentlichen
denen, die auf Basis des satellitengestiitzten Teilsystems allein berechnet werden konnten. Die Mess-
rauschkovarianzmatrix wird hier zu klein angenommen, wodurch die KALMAN-Gewichtungsmatrix
ebenfalls falsch berechnet wird.

9.1.1.2 Gesamtnavigationslosung

Als néchstes sollen die Folgen der Hohenstiitzung auf die gesamte Navigationslosung untersucht wer-
den. Neben den mittleren betragsmifigen Positionsabweichungen und den Standardabweichungen
der zugehorigen Schitzfehler sind in[Tabl©.3]die entsprechenden Werte fiir die einzelnen Geschwin-
digkeitskomponenten aufgefiihrt. Diese beruhen auf Auswertungen der unterschiedlichen Trajektori-
en. Die Gesamtfehler sind hervorgehoben, wobei sich der Betrag des Fehlers zu einem bestimmten
Zeitpunkt am Beispiel des Strapdown-Ausgangs zu

2 o 2 ~
n n n
+ ‘TSD;eb,e,k - TSD;eb,e,k‘ + ‘TISID;eb,d,k - TSD;eb,d,kz (97)

€T,k’ = \/‘Tlle;eb,n,k - TISlD;eb,n,k:
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mit T € {p, v} berechnet. Dabei stellen He, und 4z, - den mittleren betragsmiBigen Gesamtpositions-
und den Gesamtgeschwindigkeitsfehler dar (Berechnung mittels [GI] (9.4), ©.7)). Zusiitzlich sind die
Mediane der betragsmifligen Positions- und Geschwindigkeitsschitzfehler fﬁp und &, aufgefiihrt.

Fiir die Auswertung der Standardabweichungen o, und o, wurde statt (. .. )% in[GI] @6) die eukli-
dische Norm des jeweiligen Vektors berechnet. Nach der Tabelle ist eine verbesserte Positionsschit-

Beriicksichtigung der Keine Beriicksichtigung der zeit-
zeitlichen Korrelationen in den lichen Korrelationen in den [GPS}H
[GPSIDaten im Messmodell des [FH Daten im Messmodell des [FH

GPS SD-BM SD+BM SD-BM

. fe, [m] | 20,532 | 17,868 10,965 20,551
é‘) fe, ., [m] 7,86 6,846 6,841 7,862
=§ . fe, . [m] 7,987 6,845 6,801 8,011
D=y, (m] | 14,154 | 12,400 0,378 14,165
E ?g He, [™/s] 1,094 | 0,481 0,46 1,733
g é fre, . [™/s] | 0,399 0,3 0,298 0,506
fé He, . [™/s] | 0,389 0,29 0,285 0,489
[e, [™/s] | 0,799 0,092 0,018 1,429

, 2 £ Im] | 19,074 | 16,252 10,368 19,112
=5 ¢ [7s] | 1,020 | 0,452 0,429 1,547

i o, [m] | 22,477 | 19,651 12,147 22,488
é’o . Te, [m] 9,963 8,624 8,612 9,959
% E Te,. [m] 9,91 8,557 8,519 9,936
'a;> S g, [m] 17,544 | 15,468 0,386 17,545
§ g o, [%s] | 1,212 | 0,534 0,515 1,582
_CS; g o [™/s] | 0,502 0,373 0,37 0,643
§ o [™/s] | 0,485 0,364 0,358 0,623
i e, [™/s] | 0,991 0,113 0,023 1,305

Tabelle 9.3: Mittlere betragsmiBige Positions- und Geschwindigkeitsschitzfehler, Mediane der be-
tragsméfBigen Positions- und Geschwindigkeitsschitzfehler und Standardabweichungen
der Positions- und Geschwindigkeitsschitzfehler fiir kiinstliche Daten mit und ohne Be-
riicksichtigung der zeitlichen Korrelationen bei GPS-Daten im Messmodell des Fehler-
filters

zung nicht ausschlieBlich in der vertikalen Komponente zu beobachten, sondern geringfiigig auch
in den horizontalen Komponenten, wenn man beispielsweise die Werte fiir He, , = 6,846 m (SD-
BM) und Me,, = 6,841 m (SD+BM) miteinander vergleicht. Auch die entsprechenden Medianwerte
und Standardabweichungen der Schitzfehler belegen dies. Gegeniiber der[GPSHPosition ist die Schiit-
zung der horizontalen Positionskomponenten am Strapdown-Ausgang um ca. 1 m genauer. Insgesamt
fiihrt dies bei der Konfiguration SD-BM zu einer Verbesserung von fast 3 m. Die vertikale Kompo-
nente BBM ist gegeniiber den [GPSFMessungen allerdings in erster Linie fiir den um 10 m geringeren
mittleren betragsmifBigen Schitzfehler bei der Konfiguration SD+BM verantwortlich. Bei den Me-
dianwerten ist dies dhnlich. Die Schwerebeschleunigung spielt hier ebenfalls eine Rolle. Sie macht
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sich zum einen bei der Berechnung der Transportrate nach[GIL] 4.37) und der Geschwindigkeit VSDieb
(duBerer Systemzustand) bemerkbar. Die Transportrate beeinflusst wiederum die Schitzung der Lage
und damit auch die nachfolgend berechneten absoluten GréBen (Geschwindigkeit und Position). Zum
anderen sei aber auch auf verwiesen. Diese beweist die Abhéngigkeit aller Positionsfehler-
komponenten des inneren Systemzustandes von der Hohenschitzung BSD (4uBerer Systemzustand).
Im Hinblick auf den SCHULER-Effekt, der in beschrieben wird, zeigt zudem [GL] #.40), dass
durch das Kreuzprodukt ein enger Zusammenhang zwischen der Beschleunigung des Fahrzeugs in
z-Richtung und den Geschwindigkeitskomponenten in v, besteht. Dies wirkt sich durch Integration
der Geschwindigkeiten auf samtliche nachfolgende Schitzungen aus.

Werden die zeitlichen Korrelationen nicht im Filter beriicksichtigt, ist bei ausschlieBlicher Stiit-
zung des[FH durch einen [GPSFEmpfinger (hier wieder am Beispiel der Konfiguration SD-BM) kaum
ein Unterschied zu den [GPSlDaten in der linken Spalte zu beobachten. Das Messrauschmodell, das
im KALMAN-Filter verwendet wird, stimmt nicht mit dem wahren Rauschprozess iiberein. Es wird
zuviel Gewicht auf die kiinstlich erzeugten [GPSIBeobachtungen gelegt. Die Singuldrwerte der KAL-
MAN-Gewichtungsmatrix K, werden grofer, wodurch sie einen groeren Einfluss auf den Aktuali-
sierungsschritt nimmt. Auch die Lageschitzung spielt eine Rolle. Sie beruht, ohne die Verwendung
der Magnetfeldsensormessungen, bei Betrachtung der Gleichungen in Abschnitt[3.2.1] vorrangig auf
den Geschwindigkeitsmessungen. Eine fehlerhafte Korrektur der Strapdown-GroBen ist die Folge.

9.1.2 Ergebnisse unter Verwendung von Felddaten

Nachdem die einzelnen Komponenten und die gesamte Filterstruktur anhand von kiinstlich erstellten
Inertial- und Satellitendaten untersucht wurden, sollen in diesem Abschnitt Feldmessungen als Da-
tenbasis dienen. In der Karte in[AbbJO.3]ist die vollstindige Trajektorie mit Anfangs- und Endpunkt
einer Messdatenaufnahme eingezeichnet. Neben einigen Ausfillen des[GPSI-Signals sind diese Daten

Peepborn
Sudstadt
GPS-Ausfall

Abbildung 9.3: Messfahrt in der Innenstadt von Paderborn (Daten von OpenStreetMap, verotfentlicht
unter Lizenz CC-BY-SA 2.0)

dadurch gekennzeichnet, dass wihrend der Messfahrt auch verschiedene Stralenbeléige befahren wur-
den. AuBlerdem weist die Teststrecke ausgeprigte Hohenunterschiede und Kurvenfahrten auf. Sie ent-
hilt durch Wartezeiten an Ampeln ebenfalls Standphasen PM- Die relative Lage des[GPSFEmpfingers
zur [MTi-Sensoreinheit betrug II(D}PS = (0m,0m,0,7m)”. Zur Aufzeichnung der Daten wurde ein ei-
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gens entwickeltes Softwarewerkzeug verwendet, das die Daten der unterschiedlichen Sensoren auf
wenige Millisekunden synchron zueinander aufzeichnet. Dies war notig, um die zeitlichen Abwei-
chungen der Sensorsignale zueinander und die Komplexitit des nachgeschalteten Filters so gering
wie moglich zu halten. Auf eine aufwindige, hardwarebasierte Losung oder eine komplexe Multira-
tenfilterstruktur wurde dabei verzichtet. Die Daten der Magnetfeldsensortriade wurden bei den Unter-
suchungen in diesem Abschnitt nicht verwendet. Die Hohen sowie die horizontalen Referenzpunkte
zum Aufbau der topografischen Datenbank wurden der DGKl entnommen [Timl]. Die Aufzeichnung
der [ME}Daten wurde mit 100 /s vorgenommen, die des barometrischen Sensors mit 10 /s und die
[GPSDaten mit 4 !/s. Die initialen Rauschparameter entsprachen dabei denen in[TabJET]l Fiir die Kor-
relationszeiten der [GPSIFEmpfingersignale wurde tpsicy = 18 bZW. Lgpg.., = 10s angenommen,
wiihrend fiir die der[MEl ;.. = 2,8 - 1072 s eingesetzt wurde.

9.1.2.1 Hohenprofil

Die Zeigt einen Ausschnitt aus dem Hohenprofil der Teststrecke. Es ist zu beachten, dass hier
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Abbildung 9.4: Hohenschitzung des kombinierten Navigationssystems SD+BM im Vergleich zu den
Schitzungen der einzelnen Teilsysteme

die Hohe iiber dem Ellipsoid abgebildet ist, wobei der Unterschied zwischen dieser und [Normalnulll
konstant 45,5 m betrigt. Die schwarzen Punkte markieren die Stiitzstellen, an denen topo-
grafische Referenzpunkte vorliegen und d,;,, < 5m ist. Da ein ideales Hohenprofil fiir diese
Daten nicht vorliegt, konnen allerdings die topografischen Stiitzstellen als Vergleichsbasis dienen,
um die einzelnen Schitzverfahren bewerten zu konnen. Es ist zu erkennen, dass BBM von szM ab-
weicht. Dies ist durch die geédnderten Referenzparameter 7}, und P, zu erkldren, die sich durch das

|parometrische Fehlerfilter (BF)| einstellen. Das barometrische Teilsystem ist demnach in der Lage,

die daraus resultierenden Fehler ausreichend zu kompensieren. Beide Schitzungen weisen jedoch
vergleichsweise hohe Streuungen auf (aus Griinden der Ubersichtlichkeit wurde fiir EBM und ﬁBM
eine Darstellungsform mit nicht verbundenen Datenpunkten gewihlt. Dies hingt mit der Abtastrate
und den relativ hohen Standardabweichungen zusammen).

Es ist auBerdem ein signifikanter Unterschied zwischen den Konfigurationen zu erkennen, die
sich auf die barometrischen Hoheninformationen stiitzen und denen, die ausschlieBlich [GPSIDaten
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verwenden. Da die [GPSFHo6henschitzung eine hohe Fehlervarianz aufweist, ist auch die Stiitzung bei
der Konfiguration SD-BM von vergleichsweise geringem Nutzen. Dennoch liegt hgp gy im Mittel
1m bis 2 m unterhalb von BGPS'

Der Unterschied zum Gesamtsystem, das mit korrigierten barometrischen Hohen gestiitzt wird
(SD+BM), liegt hier bei bis zu 10 m. Ohne Beweis sei der Vollstdndigkeit halber erwihnt, dass die
Schitzungen von b, hier zwischen £2 m variieren. Diese Schwankungen sind auf die Referenzho-
hen in der dafiir angelegten Datenbank zuriickzufiihren, die aufgrund von d,,,, = 5m und den nicht
vollstindig unterdriickten Synchronisationsfehlern bei den Sensorsignalen mehrmals hintereinander
zur Stiitzung eingesetzt wurden. Die Hohenwerte iLSD LM Weisen zudem geringere Schwankungen
auf als es z. B. bei der Konfiguration SD-BM der Fall ist. Die Differenz zu BSD_BM liegt zu Beginn
des Ausschnitts bei bis zu 14 m. Orientiert man sich an den topografischen Stiitzstellen, so weist zu-
sammenfassend ﬁSD .M die besten Hohenschitzwerte auf. Auch in den Zeitrdumen, in denen keine
Stiitzstellen vorhanden sind, zeigt das Verfahren eine relativ geringe Dynamik in den Schitzwerten.
Schnelle Anderungen in den Schitzwerten in einem vergleichweise kurzen Zeitraum (wie es bei-
spielsweise bei ESD_BM der Fall ist) erscheinen unrealistisch.

9.1.2.2 GPS-Signalabbriiche

Ein Hauptziel beim Einsatz einer [MElist die Uberbriickung moglicher Ausfille des [GPSlSatelliten-
signals iiber kiirzere oder ldngere Perioden. Es soll daher im Folgenden untersucht werden, ob sich
die hier vorgestellte Kombination aus Sensoren und Filterverfahren eignet, um einen Signalausfall
zu kompensieren. Die durch das barometrische Teilsystem verfiigbare Hoheninformation ist dabei
vom Signalausfall unbeeinflusst und steht weiterhin mit einer Rate von 4 !/s zur Verfiigung (eine
Messwertaktualisierung im [EH erfolgt nach[Kap]5.3. Ilmit der[GPStDatenrate). In der entsprechenden
Messgl. (3.27) reduziert sich damit der Messvektor auf die Hohe BBM.

Ein handelsiiblicher [GPSFEmpfinger fiihrt eine interne Filterung durch, um trotz Signalausfil-
len die absoluten Positionen und Geschwindigkeiten pradizieren zu konnen. Dies kann bei ldngeren
Ausfillen dennoch zu starken Abweichungen von der idealen Trajektorie fiihren, da hier lediglich
ein bestimmtes, vordefiniertes Bewegungsmodell beriicksichtigt wird und z. B. Richtungsinderungen
vom internen Filter nicht ,,bemerkt werden. Im Rahmen dieser Untersuchungen wurde ein
Signalausfall durch das Weglassen der entsprechenden Stiitzgrofien in zpp,, und zgg,, simuliert. Es
traten auch tatsdchliche Signalausfille wihrend der Messfahrt auf, diese waren allerdings lediglich
von einer Dauer von maximal 3 s.

Die — [(@)] zeigen fiir einen Trajektorienausschnitt die Auswirkungen des Ausfalls
unter Verwendung verschiedener Systemkonfigurationen. Die simulierte Ausfalldauer betrug ca. 20,
wie zeigt, wobei die Bewegungsrichtung von Norden nach Siiden durch den Pfeil kennt-
lich gemacht ist. Die zeigt die mit dem ublox{GPSFEmpfinger ermittelten Positionen in
der Trajektorie. Hierbei fillt auf, dass diese vor der Rechtskurve in der Bildmitte an der eingekreis-
ten Stelle einen leichten Sprung aufweisen, was auf ein Bias in den Schitzungen durch Empfinger-
uhrenfehler und damit auch auf die Signalverarbeitung im [GPSFEmpfinger zuriickzufiihren ist. An
dieser Stelle sei darauf hingewiesen, dass die gelben und weillen Referenzlinien in der Karte die rea-
len Stralenverldufe lediglich approximativ widerspiegeln und keine Riickschliisse auf die eigentliche
Fahrbahnbreite zulassen. Gewohnlich stimmen diese Linien jedoch mit der Fahrbahnmitte iiberein,
wie mit entsprechendem Bildmaterial (z. B. Google Maps) gezeigt werden kann.

Teilbild [(c)] beweist, dass das ohne Verwendung des barometrischen Teilsystems, kurzzei-
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Abbildung 9.5: Auswirkungen eines GPS-Signalausfalls auf das vollstandige Navigationsfilter (Bild-
daten von OpenStreetMap, veroffentlicht unter Lizenz CC-BY-SA 2.0)

tig in der Lage ist, diesen Signalausfall und den ,,Sprung* zu kompensieren. Die Trajektorie folgt
weiterhin dem eingezeichneten Strafenverlauf. Die Abweichung steigt allerdings mit der Zeit an, da
die Positionen lediglich durch Integration im Strapdown-Block berechnet werden und Fehler (xgp)
wihrend dieser Zeit, aufgrund der fehlenden Stiitzinformationen, nur unzureichend kompensiert wer-
den konnen. Lediglich die auf den Eingang des Strapdown-Blocks zuriickgekoppelten Bias by, und
bK;w, die jedoch konstant sind, da Af)a = Af)w = 03,,, werden weiterhin vom jeweiligen Sensorsi-
gnal subtrahiert, siehe [GI] (3.42)) und (5.43). Die Qualitit der verwendeten [ME| und die Synchronitit
der aufgezeichneten Daten spielen hierbei ebenfalls eine bedeutende Rolle (siehe auch [Tab]E.T).

In sind die Positionsschitzungen auf Basis des Gesamtsystems (SD+BM) abgebil-
det. Obwohl auch hier ein leichter Sprung wihrend des Signalausfalls zu erkennen ist, wird deutlich,
dass sich die Trajektorie zu Beginn nidher am abgebildeten Straenverlauf orientiert. Es ist ersichtlich,
dass die vorhandene Hohenstiitzung durch die zuverlidssigere Lagestiitzung (siehe [GLI (3.20) und die
davon ebenfalls betroffene Schwerebeschleunigungsschitzung auch Einfluss auf die horizontalen Po-
sitionsschitzungen hat. Dieses resultiert aus dem Zusammenhang in (4.40), denn die korrigierte
[RKM] beeinflusst die prédizierte Geschwindigkeit und dadurch auch die Position. Ansonsten wirkt
sich die Hohenschitzung beim Filter lediglich auf die Komponente Apgh 4 des Systemzustandsvek-
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tors direkt aus. Dadurch ist der Fehler geringer als in Teilbild[(c)] Ein dhnliches Verhalten war auch bei
den geschitzten Geschwindigkeiten zu beobachten, denn die Lageschidtzung im Rahmen der Strap-
down-Berechnungen wirkt sich indirekt auch auf diese GroBen aus.

9.2 Sequenzielle Parameterschitzung mit Fehlerfilterung

Nachdem in einige Voruntersuchungen zur [MTi}Sensoreinheit und in dem vorherigen Ab-
schnitt bereits Ergebnisse unter Zuhilfenahme des barometrischen Teilsystems présentiert wurden,
sollen nun die Untersuchungsergebnisse vorgestellt werden, die mit der zusédtzlichen Integration der
in [Kap][Z hergeleiteten Parameterschitzverfahren gewonnen wurden. Der steht dabei im Vor-
dergrund. Es soll untersucht werden, inwieweit sich die Schitzungen der Varianzen auf die Naviga-
tionslosung des schwach gekoppelten [[NS/GPSHNavigationsfilters auswirken, in dem die Messdaten
fusioniert werden. Neben kiinstlich generierten Datensitzen, die nach den Tabellen in Anhang [H er-
stellt wurden, wurde wiederum auf Daten zuriickgegriffen, die im Rahmen von Messfahrten aufge-
zeichnet wurden. Bei der Analyse der Felddaten wurde der Schwerpunkt auf die Rauschparameter
der Beschleunigungssensortriade gelegt, da sich gezeigt hat, dass der[SEM]unter den gegebenen Vor-
aussetzungen nur eingeschrénkt in der Lage ist, die entsprechenden Rauschvarianzen in qggg,,, zu
schiitzen. In Abschnitt[9.2.3] wird auf diesen Aspekt niiher eingegangen.

Vor Betrachtung der Ergebnisse sei noch erwihnt, dass ein vollstindiger und fairer Vergleich
der Schitzverfahren aus [Kap][Zlaufgrund der unterschiedlichen Voraussetzungen und Annahmen, die
getroffen wurden, hier nur eingeschrinkt erfolgen kann. Wihrend das und der beispiels-
weise auf a priori-Wissen in Form eines Rauschmodells zuriickgreifen konnen, ist dies beim [KM]
nicht moglich. Fiir den[SEM]besteht dagegen der Nachteil, dass ihm in einem festen Intervall weniger
Beobachtungen zur Verfiigung stehen als den anderen Verfahren, da bei der Fehlerfilterung nicht in
jedem Zeitschritt eine Messwertaktualisierung erfolgen kann. Dies wird z. B. in niher
erldutert.

9.2.1 Simulationsergebnisse

Fiir die nachfolgenden Untersuchungsergebnisse wurde auf verschiedene, kiinstlich generierte Testda-
tensitze einer Gesamtstreckenldnge von ca. 270 km zuriickgegriffen, die jeweils nach [TablE2 erstellt
worden sind. Die Messrauschvarianzen des [GPSFEmpfingers entsprechen im Mittel den Parametern
des ublox{GPS Empfingers, der zur Aufnahme der Felddaten eingesetzt wurde (siche [TabJi4.3)).

Fiir die Untersuchungen in diesem Teilkapitel wurde auf eine Tiefpassfilterung der Inertialsens-
ordaten verzichtet. In 9.2.2] sind Ergebnisse aufgefiihrt, die mit Einsatz eines Tiefpassfilters
gewonnen wurden.

Da im Folgenden nur der Teil der Matrix Qpp.;. eine Rolle spielt, der vom Inertialsensorrauschen
abhingt und die Varianzen der biastreibenden Rauschterme als konstant angenommen werden, gelte

T
hier (wie in[Kap][Z.1.4): Qﬁz;k = diag (q}ik), wobei q]ﬁ;;k = (ng;a,k ng;ka) mit

2 2
UFF;a,w UFF;w,z
— 2 — 2
AFF;a.k = | OFFay und AFFw,k = | OFFuw,y . (9.8)
2 2

OFFa,2 ) OFFw,z2 /) 1,
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9.2.1.1 Wahl der heuristischen Parameter

Um fiir den [SEM] die optimalen heuristischen Faktoren einstellen zu kénnen, wurden die Daten so
erzeugt, dass die Rauschvarianzen der Terme, die das zeitkorrelierte Inertialsensorrauschen treiben,
zwischen den minimalen und maximalen Werten nach [Tabl[E2] variierten. Es wurde sowohl von sich
zeitlich langsam als auch schnell dndernden Parametern ausgegangen. Es wurde zudem von einer
idealisierten Trajektoriendynamik ohne starke Brems- oder Beschleunigungsvorgéinge oder fahrer-
spezifische Lenkbewegungen (typisch fiir Bewegungen innerhalb einer Fahrspur) ausgegangen. Die
heuristischen Faktoren ¢, zum ,,Glétten* der Matrix E, in[GLI(Z.62)) und ~ (zur rekursiven Schitzung
der Rauschvarianzen und zur Berechnung der HESSE-Matrix im Rahmen des NEWTON-Verfahrens)
haben dabei Werte zwischen 0 und 0,5 bzw. 0,8 und 1 angenommen. Die maximale Iterationsanzahl

wurde zu Z_ .. = 50 gewibhlt.

max
Die[Tab] ©.4) zeigt fiir einen ausgewihlten Datensatz die Wurzel aus der mittleren quadratischen
Abweichung (engl.

RMSE, = 9.9)
FF;a
fiir die verschiedenen Parameterkonstellationen, wobei
R 2
EUFF;a,k - Z (UFF;a,T,k o UFF;a,T,k) (9.10)

te{z,y,2}

ist. Es fillt auf, dass fiir (;, = 0 der im Vergleich zu (; > 0 deutlich hoher ist und somit

RMSE.  [1-10~'m/g] $i
o 0 |01 ]o02]03]04]05
0,8 9,96 | 5,94 | 5,47 | 526 | 5,42 | 5,62
0,85 9,06 | 5,32 | 4,93 | 4,93 | 5,23 | 5,31
~ 0,0 9,03 | 3,56 | 4,01 | 4,44 | 4,79 | 5,07
0,95 9,03 | 2,53 | 3,36 | 3,94 | 4,36 | 4,66
0,98 9,89 | 2,38 | 2,84 | 3,25 | 3,57 | 3,82
0,99 978 | 2,31 | 2,55 | 2,76 | 2,92 | 3,07
1 8,49 | 7,55 | 748 | 7,44 | TAL | 7,39

Tabelle 9.4: RMSE der Schitzungen der Komponenten in qgg,, bei Verwendung des SEM| fiir ver-
schiedene heuristische Faktoren

eine Glittung der Anteile an der Matrix E,, die von den Zustandsschétzungen f(SF; Kk )ESF; f—1]k—1
sowie dem Steuereingangsvektor ug. . abhidngen, sinnvoll ist (siehe ([Z.62)). Die a posteriori-
Schitzungen des [CKH werden somit stirker geglittet, was beispielsweise in durch eine
zusitzliche zeitlich inverse Filterung erreicht wird (eine zeitlich inverse Filterung fiihrt allerdings zu
einer hoheren Latenz, was hier vermieden werden sollte). Durch das fortlaufende Zuriicksetzen des
inneren Systemzustandsvektors auf einen Nullvektor sind diese im Gegensatz zur Schitzfehlerkovari-
anzmatrix zeitlich ansonsten nur geringfiigig geglittet. Der heuristische Faktor ~y sollte dagegen nahe

bei 1 liegen, wodurch zu schnelle Anderungen bei der Berechnung der HESSE-Matrix V,{CI} <(§I§F k)
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und der Varianzen in aﬁ;{f} verhindert werden. Fiir v = 1 ist der Fehler dagegen relativ hoch. Die

Schitzungen ., +k variieren in dem Fall kaum und bleiben in der Nihe der initialen Werte, wie
informelle Untersuchungen zeigten. Auf die Qualitidt der Schidtzungen wird in den folgenden Ab-
schnitten noch niher eingegangen.

Die [Tabl@.4] zeigt, dass fiir den vorliegenden Datensatz der RMSE fiir v = 0,99 und ¢ = 0,1
minimal ist, weshalb diese heuristischen Faktoren auch fiir die nachfolgend beschriebenen Untersu-
chungen des verwendet wurden.

Da sich vergleichbare Ergebnisse auch bei den entsprechenden Rauschparametern der Drehraten-
sensortriade ergaben, sind diese hier nicht aufgefiihrt. Es hat sich (ohne einen expliziten Beweis an-
zufithren) gezeigt, dass zu starke Schwankungen in den Schitzungen wiederum zu groeren Ab-
weichungen in der eigentlichen Navigationslosung fiihren. Dies ist u.a. damit zu begriinden, dass
die Abweichungen zwischen den im Laufe des Filterprozesses berechneten Gierwinkeln &SD; ;; und

den Richtungswinkeln, die anhand der [GPSFGeschwindigkeiten iiber &GPS, , = arctan?2 ( 1;?,"57"9
’ GPS;e,
bestimmt werden konnen (die [GPSFGeschwindigkeiten dienen ja als Stiitzinformationen), mit abfal-

lendem ~ und groBer werdendem (j, ebenfalls ansteigen.

Konvergenzverhalten Um das Konvergenzverhalten des hinsichtlich der gewéhlten heuristi-
schen Faktoren noch besser beurteilen zu kénnen, wurde ein zusitzlicher informeller Test durchge-
fiihrt. Dabei wurden die Quelldaten allerdings mit einer zeitinvarianten (konstanten) Rauschkovari-
anzmatrix Q#F mit g, = 0,225™/s? und opg,, = 0,4°/s erstellt. Die anderen Parameter wurden ge-
mil gewihlt. Der so erzeugte Datensatz wurde mehrmals hintereinander durchlaufen, wobei
sowohl die Fehlerfilterung als auch der SEMImit Z,
der Rauschkovarianzmatrix erfolgte mit Werten, die 25-fach iiber den Idealwerten lag. Die am Ende

ax = 90 zum Einsatz kamen. Die Initialisierung
eines Durchlaufs geschitzten Rauschvarianzen bzw. Standardabweichungen wurden fiir den jeweils
nachfolgenden Durchlauf als Initialisierungswerte verwendet. Zusammenfassend zeigte sich:

e Fiir v = 1 und @, = 0 werden Anderungen in den Schitzungen von qu. ;. mit fortschreitender
Zeit immer geringer, da die Singuldrwerte der HESSE-Matrix, deren Inverse zur Gewichtung
des Gradienten dient, aufgrund von[GL] (Z.22)) immer groBer werden.

e Bei Verwendung von v = 1 werden mehrere Durchldufe benétigt, damit die Schitzung q;ﬁ;_ i
gegen den korrekten Varianzvektor konvergiert.

e Ein Wert von v < 1 fiihrt zu einer deutlich schnelleren Konvergenz von qlﬁ;; i gegen den wah-
ren Varianzvektor, was jedoch auch eine hohere Streuung der Schitzungen zur Folge hat. Mit
v = 0,99 wurde im genannten Fall bereits nach wenigen Zeitschritten Konvergenz erreicht.
Durch die ARMIJO-Schrittweitenregel sowie durch geeignete Wahl von (j; konnte dies noch-
mals optimiert werden.

e Je kleiner (j; gewihlt wird, desto ,,zeitinvarianter* ist die Schitzung des gesuchten Parameters
und damit desto geringer die Schitzfehlervarianz, wenn der Parameter konstant ist.

Die[AbbID.6](a)|zeigt einen Ausschnitt der Schétzergebnisse fiir op., , = 0,225™/s?, wobei (5 = 0,1
und unterschiedliche v gewihlt wurden. Auf den Einsatz der Schrittweitenregel wurde an dieser Stelle
verzichtet.
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Parameterwahl beim Kovarianzmanagement und Messwertdifferenzen-Verfahren Fiir die em-
pirische Varianzberechnung mit Hilfe des modifizierten [KMl wurden die entsprechenden Parameter
bei einer Ausschnittslinge von AT, = 0,25s nachfolgend zu pj, = 20 und pj, = 500 gewihlt. Beim
wird lediglich ein heuristischer Faktor zur Glittung benétigt, der im Folgenden ¢ " = 0,01 sei.
Dieser stellte bei Tests zum einen den besten Kompromiss zwischen den Anderungen in der Zeit-
korrelationsstruktur und den Rauschvarianzabweichungen dar, sorgte zum anderen fiir ein stabiles
Systemverhalten in Kombination mit dem Gesamtsystem. Die zeigt die Auswirkungen
unterschiedlich gew#hlter Werte fiir den heuristischen Faktor ¢ " auf die Schitzungen der Rauschpara-
meter Opp., . - Hier sind zwei Bewegungsphasen von einer Standphase unterbrochen. Man erkennt,
dass die Streuung um den Mittelwert mit abfallendem ¢ " ebenfalls abnimmt, jedoch auch eine deutlich
langsamere Konvergenz resultiert.

1,5 ; \ 1,5 ‘ : ;
; — Ty ’ —¢ =005
—7= —¢ =001
— v =0,999 — ¢ =0,001
— — 7 =099 —
%17 — 4 =095 .
£ —v=09 £
= ~
> g
S S
£ £
S <
0 i
0 5 10 15 20
t), [min] t;. [min]
(a) Mittels SEM geschitzte Rauschparameter eines (b) Mittels MD geschitzte Rauschparameter eines
Beschleunigungssensorsignals unter Verwendung Beschleunigungssensorsignals unter Verwendung
kiinstlich generierter Daten kiinstlich generierter Daten

Abbildung 9.6: Geschitzte Rauschparameter eines Beschleunigungssensors fiir unterschiedliche heu-
ristische Faktoren unter Verwendung kiinstlich generierter Daten

9.2.1.2 Einfluss bekannter Korrelationen auf das Kovarianzmanagement

Als nichstes soll gezeigt werden, welche Parameterschitzungen durch den fiir das zugrunde
liegende Systemmodell unter idealisierten und realistischen Bedingungen erfolgen. Bevor jedoch die
entsprechenden Ergebnisse betrachtet werden, soll noch ein Aspekt diskutiert werden, der im Zusam-
menhang mit dem [KM] steht.

Obwohl das modifizierte KM] nicht die gleichen Varianzen schitzt, die von den anderen Verfah-
ren bestimmt werden, sondern Schitzungen fiir die Varianzvektoren d,k bzw. d, k liefert, ist es im
Folgenden mit aufgefiihrt (vergleiche Z.22), .73) und ([Z.79)). Bei dessen Herleitung wurde
von einem stationdren, mittelwertbehafteten Rauschprozess ausgegangen. Dennoch werden die ge-
schiitzten Varianzen im Rahmen der Navigationsfilterung unter der Annahme verwendet, dass ein
instationdrer, mittelwertfreier Prozess vorliegt. Wihrend das und der den Varianzvektor

T
qlﬁ;.k = (qu‘a i qu.w k) unter der Annahme eines weillen, mittelwertfreien Rauschprozesses

Mg, Schitzen, wird fiir die Zustandsiibergangsmatrix Dy, in[GL (5.13)

Nggg, = Depyppg 1 + Tepo MeR 9.11)
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beim [KM]die Annahme getroffen, dass Dgr.,, = 012,12 ist. In dem Fall gilt mit g, := Tioyio:

qFF;a,k - qa,k und qFF;w,k - qw,k' (912)

Da jedoch Dy, eine konstante Diagonalmatrix ist, liegt nach [GL] (Z80) der Unterschied in den
jeweiligen Schitzparametern lediglich in einer Skalierungsmatrix 15,4, — DI%F;n’ sofern

® Npp. und 7, unkorreliert sind und

e q, und g, zu zwei aufeinanderfolgenden Zeitpunkten annihernd konstant bleiben.

Somit miissen die Schitzungen der Systemrauschkovarianzmatrix mittels im Mittel auch um

ca. <I12>< 12 — DI%F;n)
der Biasterme in (3.13)) der Zusammenhang

. 2 -1
qa _ :[3><3 - DFF;TLa 03><3 . qFF;a (9'13)
élw k 03><3 I3><3 - DI%F;nw qFF;w k

At
folgt. Da die Diagonalelemente von Dy, und Dy, jeweils dem Wert e ‘e entsprechen, sind

1
hoher sein als die Schiatzungen mittels wodurch ohne Beriicksichtigung

im Idealfall die Varianzschitzungen im Mittel ungefdahr doppelt bzw. die Standardabweichungen
At

ca. 1,4-mal so hoch, wenn e "™Ee =~ 0,7 gilt. Dies muss bei den folgenden Ergebnissen beriick-

sichtigt werden.

9.2.1.3 Schéitzungen der Rauschparameter

Idealisierte Trajektoriendynamik und vollstindig bekannte Korrelationen Es soll zundchst ein
Anhaltspunkt dafiir gegeben werden, welche Parameterschiatzungen durch die einzelnen Verfahren
fiir das zugrunde liegende Systemmodell unter idealisierten Bedingungen erfolgen. Dazu wurde die
Annahme getroffen, dass die zeitlichen Korrelationen entsprechend den[GAUSS-MARKOV-Prozessen|
(E4), (E7Z) den Schiitzverfahren a priori bekannt sind, d. h. es kann jeweils von einem Prozess
erster Ordnung mit vollstindig bekannten Modellparametern ausgegangen werden. Weitere, nicht

vorhersagbare Einfliisse, die sich z. B. durch ein zusétzliches [AWGR| modellieren lassen, treten hier
nicht auf. Die Daten wurden dennoch mit zeitvarianten Rauschvarianzen des Rauschprozesses erstellt,
der den|GMPItreibt. Auf eine Tiefpassfilterung der Inertialsensordaten wurde ebenfalls verzichtet.

Die zeigt die fiir die einzelnen Sensorrauschparameter sowie fiir die Vektornorm
(siehe (©.9) und (©.10D). Es liegen annihernd erwartungstreue Schitzungen vor. Bei den Werten
des[KM]wurde der Skalierungsfaktor zwischen Off.q1 UNd 0, 1 bZW. O, und o, ;. bereits beriick-
sichtigt (siehe 0.2.1.2)). Dennoch resultieren hthere Abweichungen als bei den Schiitzungen des
und des Fiir diesen vereinfachten Fall weisen und nur geringe Unterschiede in den
Schitzgenauigkeiten auf. Allerdings macht sich hier der Nachteil fiir den[SEM| kaum bemerkbar, dass
dem [FH in einem festen Intervall weniger Beobachtungen zur Verfiigung stehen als dem (das
[EH fiihrt 4-mal pro Sekunde eine Messwertaktualisierung durch). Die unterschiedlichen Ergebnisse
fir ogg,, , sind u.a. darauf zuriickzufiihren, dass die Schitzung des Gierwinkelfehlers indirekt von
den beobachtbaren Beschleunigungen in der horizontalen Ebene abhzngt. Da hier idealisierte Daten
vorliegen, bei denen auch Abschnitte ohne Beschleunigungsvorgénge vorhanden sind, wirkt sich dies
entsprechend auf die Schitzung von ogg,, , durch den aus. Dieser Sachverhalt wird auch im
folgenden Abschnitt diskutiert.



132 Kapitel 9. Untersuchungsergebnisse

(a) Abweichungen der Parameterschitzungen (Beschleunigungssensortriade)

INS/GPSHVariante

Ua/ UFF;a m SEM
RMSE, | RMSE, z-Achse | 0,982 | 0,654 | 0,644

rra y-Achse 0,78 | 0,639 | 0,638
z-Achse | 0,752 | 0,629 | 0,702
Gesamt | 1,462 | 1,111 | 1,146

(b) Abweichungen der Parameterschitzungen (Drehratensensortriade)

/NS/GPSHVariante

[1-1071m/s2]

% / T KM | MD | SEM
RMSE,, | RMSE, z-Achse | 2,166 | 1,805 | 2,026

FFjw y-Achse 2,277 | 1,869 | 1,989
z-Achse 2,187 | 1,876 | 4,82
Gesamt 3,829 | 3,256 | 5,65

[1-1071°/s]

Tabelle 9.5: RMSE der Parameterschidtzungen und Standardabweichungen der Parameterschitzfehler
bei kiinstlich generierten Daten unter idealisierten Bedingungen (Beschleunigungs- und
Drehratensensortriade)

Realistische Trajektoriendynamik und unbekannte Storungen Nach ist das
eines realen Sensorsignals nicht konstant. Durch nicht ideale Fahrzeugbewegungen, die dennoch der
Trajektoriendynamik zugeordnet werden konnen (z. B. abrupte Lenkbewegungen, Beschleunigungs-
vorgédnge, Spurwechsel), und Vibrationen ist die Leistungsdichte bei einigen Frequenzen hoher als
bei anderen. Um ein moglichst realistisches Frequenzspektrum zu erhalten, das nicht nur Stérungen
oder eine Trajektoriendynamik nach einem bestimmten Modell aufweist, wurden die entsprechenden
Sensorsignale (Komponenten der Vektoren a?b bzw. é'fb und wﬁ) bzw. (:)ik‘;)) nach Anhang[Hso erzeugt,
dass diese bei einigen Frequenzen (hier z. B. bei den Mittenfrequenzen 15 Hz und 25 Hz) eine hohere
Leistungsdichte aufweisen.

Das Kurzzeit-Periodogramm eines typischen IME Ausgangssignals &}{)’x der Beschleunigungs-
sensortriade ist in dargestellt (zum Vergleich siehe auch die[AbbJ8.4] die Periodogramme
realer Sensorsignale zeigt). Im Folgenden soll untersucht werden, wie sich unvorhersagbare Einfliisse
auf die Parameterschitzungen in einem schwach gekoppelten System auswirken, wenn keine explizite
Tiefpassfilterung der [ME}Daten vorgenommen wird.

Die zeitlichen Korrelationen, die in dem fiir die Filterung ausschlaggebenen Frequenzbereich
(< 10 Hz) auftreten, werden hier durch den beriicksichtigt. Bei diesem wird fiir verschiedene
Trajektorienabschnitte zusitzlich von unterschiedlichen und damit zeitvarianten Rauschvarianzen des
treibenden Rauschprozesses ausgegangen. Trotz des veridnderten Frequenzspektrums @ndern sich die
statistischen Eigenschaften des beobachtbaren[GMP] der in dem vom[FEkorrigierbaren Bereich domi-
niert, kaum. Daher wird im[EH weiterhin von den bekannten Zustandsiibergangsparametern dna ~ 0,7
und dnw ~~ 0,7 ausgegangen. Die zur Erzeugung des urspriinglichen [GMP] verwendeten Standardab-
weichungen des treibenden Rauschprozesses dienen deshalb im Folgenden als Referenzwerte.

Die [Abb) zeigt fiir drei unterschiedliche Trajektorienabschnitte ]51(31), ]51(32) und ]5}(93), die
von zwei Standphasen PM unterbrochen sind, den idealen, zeitvarianten Verlauf fiir die Standardab-
weichung o, . ., der fiir das treibende Rauschen des [GMP| festgelegt wurde (schwarze Kurve).
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Abbildung 9.7: Periodogramm eines Ausschnitts des erstellten Beschleunigungssensoraus-
gangssignals dﬁ) , und geschitzte Rauschparameter eines zeitlich korrelierten

Beschleunigungssensorrauschens unter Verwendung kiinstlich generierter Daten

Wie erwihnt muss beriicksichtigt werden, dass das [MD] und das [KM] unterschiedliche Rausch-
varianzen schiitzen. Die Schitzwerte des [KM] liegen hier nach (©13) um den Faktor ﬁ

hoher als die des da das [KM] selbst nicht in der Lage ist, die Parameter eines zeitlich korrelier-
ten Rauschprozesses zu schitzen. Daher gilt in der Abbildung A ~ 2,2™/s2 . <‘ /# — 1>. Die

Schitzungen beider Verfahren weisen z. B. in Phase F’](;) eine im Mittel konstante Abweichung ge-
geniiber den Schitzungen des auf. Diese systematischen Fehler resultieren aus der Leistung des
ungefilterten Sensorsignals. Sowohl das [KM] als auch das konnen nicht eindeutig zwischen der
Trajektoriendynamik und den Rauschanteilen unterscheiden (siche und[Z3)). Niederfrequen-
te Signalanteile, die zur Trajektoriendynamik gehdren oder dem Bias zugeschrieben werden konnen,
werden vom und [KM] ebenfalls als Rauschen interpretiert, das den treibt. Diese Signal-
anteile werden ebenfalls im Rahmen der Strapdown-Berechnungen beriicksichtigt. Der Strapdown-
Algorithmus gléttet Rausch- und Trajektorienanteile jedoch teilweise, da die Daten 2-fach integriert
und zusitzlich korrigiert werden. Dies wird in Abschnitt[0.2. 1.4l noch niher erliutert. Zunichst sollen
die Schitzergebnisse betrachtet werden.

Die Ergebnisse zeigen, dass das modifizierte [KM] und das den jeweiligen zeitvarianten Pa-
rameter systematisch hoher schitzen als der Parameter, der dem treibenden Rauschen des (GMP|im
Zustandsmodell zugrunde liegt. Dies ist darauf zuriickzufiihren, dass die Parameterschiitzung bei die-
sen Verfahren auf ungefilterten Sensordaten z;y;; beruht. Es kann nicht vollstindig zwischen Tra-
jektoriendynamik und zeitlich korreliertem Rauschen oder anderen Stérungen unterschieden werden.
Die daraus resultierenden systematischen Uberschitzungen fiihren dazu, dass eine Uber- oder Un-
terkorrektur der Fehler in der Navigationslosung vorgenommen wird, da hoheres Gewicht auf die
Beobachtungen der Stiitzsensoren gelegt wird als notwendig ist.

Sowohl die [RMSE} Werte der einzelnen Komponenten (z-, y- und z-Achse) als auch die zuge-

horigen Standardabweichungen der Parameterschiitzfehler wurden in fiir die einzelnen
Verfahren eingetragen. Die Berechnung der Werte erfolgte wie bei den [GI] (9.6) und [@.9). Fiir die
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Berechnung der jeweiligen Gesamtabweichung wurde nicht {iber die Werte der einzelnen Komponen-
ten gemittelt, sondern die euklidische Vektornorm verwendet.

Die Daten zeigen, dass sowohl das auf der Berechnung von Korrelationen basierende[MDlals auch
das [KM] groBere Abweichungen aufweisen. Je hoher der systematische Fehler ist, desto hoher sind
auch die Standardabweichungen der Schitzfehler. Hinzu kommt, dass das[KM]die Varianzen nur em-
pirisch nachfiihren kann, da seine Herleitung auf der Annahme von zeitinvarianten Parametern beruht
(sieche Anhang [E.2). Dementsprechend resultieren hier hohere Abweichungen bei den Schiitzungen
als bei den anderen Verfahren. Vergleichbare Beobachtungen kénnen auch bei den zur Drehratensen-
sortriade korrespondierenden Werte in [Tabl@.6][(b) gemacht werden.

(a) Abweichungen der Parameterschitzungen (Beschleunigungssensortriade)

INS/GPSHVariante

%a / orFa KM | MD
RMSE, | RMSE, x-Achse 8,706 7,787 | 1,124

FFia y-Achse 8,732 7,916 1,111
z-Achse 8,574 7,615 1,259
Gesamt 15,018 | 13,465 | 2,021

/o, x-Achse 5,263 4,878 1,099

%a “FF;a y-Achse 5,319 4,982 1,104

z-Achse 5,193 4,707 1,256

Gesamt 9,108 | 8,302 | 2,001

(b) Abweichungen der Parameterschétzungen (Drehratensensortriade)

[1-101m/s2]

[1-1071m/s2]

/ [INS/GPS} Variante

9w/ OFFw KM MD | SEM

RMSE, / RMSE, x-Achse 23,01 20,536 2,313
w FFw y-Achse 23,229 20,822 2,295

z-Achse 22,837 | 20,538 | 5,596

e
[L-1077/:] Gesamt | 39,878 | 35,737 | 6,476
o, ] o, x-Achse 9,342 8,912 2,268
I y-Achse 9,427 | 8,992 | 2,285
1 10-1%] z-Achse 9,312 | 8,889 | 3,538

Gesamt 16,212 | 15,469 | 4,783

Tabelle 9.6: RMSE der Parameterschitzungen und Standardabweichungen der Parameterschitzfeh-
ler bei kiinstlich generierten Daten ohne Beriicksichtigung des systematischen Fehlers
(Beschleunigungs- und Drehratensensortriade)

Die die bei Verwendung des zu 13,465 - 1071 ™/s2 bzw. 35,737 - 10~ 1"/s bestimmt
wurden, weisen gegeniiber den entsprechenden Fehlern beim KMl mit 15,018 - 107! ™/s2 bzw.
39,878 - 10~1°/s eine Verbesserung in der Schiitzfehlerabweichung um ca. 10,34 % bzw. 10,38 % auf.
Ahnliches gilt fiir Standardabweichungen der Schitzfehler.

Der [SEM] (dessen Ergebnisse in [ABb. durch die rote Kurve dargestellt sind) weist sowohl
bei den Rauschparametern der Drehraten- als auch der Beschleunigungssensortriade die geringsten
Abweichungen zu den wahren Standardabweichungen des treibenden Rauschprozesses auf. Die Wer-
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te, die im Mittel vom[SEM] geschitzt werden, entsprechen denen, die bei der Erzeugung der Simulati-
onsdaten verwendet wurden. Durch die vorhandene Stiitzung mit kiinstlichen Magnetfeldsensordaten
einerseits und den [GPS}F sowie barometrischen Daten andererseits, ist der [SEM] durch das [SH in der
Lage, die zeitvarianten Rauschvarianzen abtastwertweise nachzufiihren. Dabei muss allerdings be-
riicksichtigt werden, dass eine Messwertaktualisierung mit einer geringeren Rate durchgefiihrt wird
als bei den beiden anderen Verfahren, denn die Beobachtungen werden im [FH bzw. mit 4 /s
(GPS Datenrate) verarbeitet. Die Parameterschitzung erfolgt dennoch mit 100 /s, da z. B. [GL] ([Z.61))
fortlaufend berechnet wird.

Die Verbesserung in der Genauigkeit, die mit dem gegeniiber dem [KM] im Mittel erreicht
wird, liegt mit Werten von 2,021 - 1071 ™/s2 und 6,476 - 10~1"/s bei 86,54 % bzw. 83,76 %. Die
Standardabweichungen der Gesamtschitzfehler von 2,001 - 1071 ™/s2 bzw. 4,783 - 10~1"/s belegen
die zuverldssigen Schitzungen. Des Weiteren zeigt sich, dass die Genauigkeit bei den horizontalen
Komponenten hoher ist als bei den vertikalen Komponenten. Die barometrische Hohenstiitzung ist
fiir die sequenzielle Parameterschitzung nicht gewinnbringend, da zwischen der Beobachtung einer
Position und dem entsprechenden zeitkorrelierten Rauschen einer Beschleunigungssensortriade nur
eine indirekte Kopplung durch die Filtergleichungen besteht. Deshalb wurde auch darauf verzichtet,
Positionsmessungen als Beobachtungen fiir das [SH zu verwenden (siche (Z.34))). Die Tatsache,
dass die vertikale Geschwindigkeitskomponente der [GPSSchitzungen, die hier zur Stiitzung ein-
gesetzt wird, von geringerer Giite als die horizontalen Komponenten ist, spiegelt sich auch in den
Parameterschitzungen wider.

Eine Besonderheit stellt hier die z-Komponente oy, , dar. Der Fehler von 5,596 - 107 /s st
darauf zuriickzufiihren, dass zwar eine Kopplung aufgrund der [GPS-Geschwindigkeits- und Magnet-
feldsensordaten zwischen dieser Komponente und einer Beobachtung besteht, die Kopplung ist bei
der z- und y-Komponente jedoch wesentlich stiarker. Dazu triagt indirekt auch die Beschleunigung
bei. Die Beobachtbarkeit des Gierwinkelfehlers und damit die Schidtzung von ogg,, , hingt davon
ab, ob Beschleunigungen in den horizontalen Komponenten auftreten (ein [GPSFEmpfinger konnte
beispielsweise nicht auf die Richtung bei einem stehenden Fahrzeug schlielen ohne die Kenntnis der
vorherigen Trajektorie).

Bevor eine Aussage iiber die Auswirkungen und die Qualitit der Navigationslosung getroffen
wird, sollte bedacht werden, dass die Genauigkeiten der Parameterschitzungen nicht ausschliefSlich
ausschlaggebend sind. Der SEM] hat den Vorteil, sich indirekt auf das Navigationsfilter einstellen zu
konnen. Er bestimmt die Rauschkovarianzmatrix, die bei der aktuellen KALMAN-Schitzung die Lo-
sung mit dem groBten Erwartungswert der Likelihood darstellt. Es findet ein Abgleich zwischen den
[ML}Schitzungen des und den a posteriori-Schitzungen des [FE bzw. [SH statt. Die und
sollen hier den Unterschied zwischen dem [MD]und dem [SEM] verdeutlichen. Es zeigt sich, dass
die MD}Schitzungen vollstdndig unabhingig von der vom [FH geschitzten a posteriori-Verteilung
durchgefiihrt werden. Mogliche Ungenauigkeiten in den Modellannahmen werden nicht beriicksich-
tigt. Hinzu kommt, dass das[MDllediglich die Korrelationen an zwei Verschiebungspunkten auswertet
und ausgehend davon iiber eine Exponentialglittung auf die schlieBt. Im Gegensatz dazu zeigt
dass die a posteriori-Schitzungen des [FF bzw. [SH von der Likelihood des[SEMlund dessen
Schitzung umgekehrt in Abhédngigkeit von den KALMAN-Filterausgangsgroflen durchgefiihrt wird.
Es wird daher immer der anndhernd optimale Schitzwert unter den gegebenen Bedingungen, d. h.
mit Kenntnis der jeweils aktuellen Ausgangsgrdfen des anderen Schitzers bestimmt. Fiir den
folgt dadurch eine Abhingigkeit von allen zur Verfiigung stehenden Messungen, wohingegen das[MD]
lediglich von den Inertialsensormessdaten z,; abhédngt. Hier zeigt sich, dass die Filterstruktur Unge-
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Abbildung 9.8: Abhingigkeit der a posteriori-Verteilung, die im FF geschétzt wird, von den Korrela-
tionen in den IME-Messungen zy;g
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Abbildung 9.9: Zusammenhang zwischen der a posteriori-Verteilung, die im FF geschétzt wird, und
dem Erwartungswert der Log-Likelihood Function, der mittels SEM maximiert wird
(hier fiir den vereinfachten Fall 7, = 1 dargestellt)

nauigkeiten in den Parameterschitzungen des ISEM| eher verzeihen kann als es bei den Schitzungen
der anderen Verfahren der Fall ist. Das[FFund das[SHstellen sich auf mégliche Abweichungen ein.

9.2.1.4 Eigenschaften der Filterstruktur

Wie zuvor erwihnt spielen einige Eigenschaften der Filterstruktur ebenfalls eine wichtige Rolle. In
diesem Zusammenhang soll betrachtet werden. Diese zeigt einen Ausschnitt des Aus-
gangssignals @Ile; eb,n (Nordkomponente des Geschwindigkeitsvektors). Bei der blauen Kurve handelt
es sich um die eigentliche Navigationsldsung, die mit einer Datenrate von 100 /s bereitgestellt wird.
Es ist deutlich zu erkennen, dass in der Navigationsldsung einige zusitzliche Signalanteile vorhanden
sind. Dies sind nicht nur Anteile aufgrund des Rauschens, sondern ebenso welche, die zur Trajektori-
endynamik gehoren. Durch die Integration und die Korrekturen reduzieren sich die Rauschanteile im
Rahmen der Strapdown-Berechnungen bereits betrichtlich, so dass sie in den Positionsschitzungen
nur noch geringfiigig auftreten.

Die griine Kurve ist das Signal (hier aus Griinden der Darstellung um einen konstanten Wert
von 1™/s angehoben, so dass die Kurven nicht iibereinander liegen), das effektiv im Rahmen der
Fehler- und der Sekundirfilterung am jeweiligen Messeingang anliegt. Da die [GPSIBeobachtungen
die Hauptkomponenten darstellen, mit denen das Navigationsfilter gestiitzt wird und die entsprechen-
den Informationen lediglich mit 4 '/s zur Verfiigung stehen, wird fiir das [Fehlerfilter (FF)| letztlich
auch nicht jeder Wert der Navigationslosung als Messung genutzt. Als Beobachtungsvektor dient
dem [EH schlieBlich die Differenz von zwei Messvektoren, wie in herausgestellt wurde.

Die Abbildung macht deutlich, dass am Eingang beider Filter, dem [FE aber auch dem

[Sekundirfilter (SF)| das fiir die sequenzielle Parameterschitzung mittels eingesetzt wird, so-
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Abbildung 9.10: Vergleich des Strapdown-Ausgangssignals mit dem Messeingangssignal des Fehler-
filters/Sekundirfilters und Betrag der normierten Autokorrelationsfunktion des vom
Messwertdifferenzen- Verfahren angenommenen und des wahren GAUSS-MARKOV-
Prozesses

mit ein unterabgetastetes Signal anliegt, dass von der eigentlichen Trajektoriendynamik und dem
dominiert wird. Withrend jedoch die Messwertaktualisierungen des [FH und des [SH mit 4 /s
durchgefiihrt werden, wird der jeweilige Priadiktionsschritt mit 100 /s durchgefiihrt. Dies ist aus ver-
schiedenen Griinden sinnvoll:

e Die Zustandsmatrizen nach den (G2) - (310) sowie die Messmatrix Hgg sind JACOBI-
Matrizen, die von der aktuellen Navigationslosung )AcSD; . abhingen. Wie erwihnt wird diese
mit 100 Hz berechnet. Wiirde die Pridiktion im [FE bzw. [SH mit einer geringeren Datenrate als
100 /s durchgefiihrt werden, so konnten bei der Berechnung der Schitzfehlerkovarianzmatri-
zen nicht die Navigationslosungen beriicksichtigt werden, die zwischen den Messwertaktuali-
sierungen am Messeingang bestimmt wurden.

e Die Parameter des|GAUSS-MARKOV-Prozesses (GMP)|(z. B. Korrelationszeit) wurden anhand
von Signalen bestimmt, die mit 100 Hz bereitgestellt wurden. Eine Skalierung der Parameter

ist nur approximativ moglich, da es sich bei einem|GMP| formal um einen instationiren Prozess
handelt. Fiir ein ausreichend langes Beobachtungsintervall ist ein allerdings annihernd
stationir.

Obwohl im vorliegenden Fall ein effektiver Korrekturvektor f(FF; | T 4-mal pro Sekunde zur
Verfiigung steht, wird die Schitzfehlerkovarianzmatrix 100-mal pro Sekunde auf Basis des System-
rauschmodells nach [GI] (3.13)) pridiziert. Die AusgangsgroBen und die laufend aktualisierten JACO-
BI-Matrizen des[FHdienen dem[SH um neben f(SF;k‘k, chF;k_l‘k_l, IA’SF;Mk und PSF;k_Hk_l dennoch
auch die Lag-One-Schitzfehlerkovarianzmatrix lf’SF; ook—1k bestimmen zu konnen (siehe m
Demnach erfolgt auch die Berechnung der Matrix E, in[GIL](Z.61)) anhand von aufeinanderfolgenden
a posteriori-Schitzungen, zwischen denen eine zeitliche Differenz von ¢, — ¢, _; = 0,01 s liegt und



138 Kapitel 9. Untersuchungsergebnisse

nicht eine Differenz von ¢, — ¢, _, = 0,25s. Somit basiert eine Schitzung des dennoch auf der
Zielfunktion (Z.3) mit der Annahme, dass zwischen den a posteriori-Schitzwerten des erweiterten

[Sekundarfilters (SF)[ein Intervall von ¢, — ¢, _; = 0,01s liegt. Eine Skalierung der Schitzung q]ﬁ;_ &

wird somit umgangen.

Die Betriige der normierten Kurzzeit{Autokorrelationsfunktionen (AKF)| in [AbbIO.10[(b)| zeigen
beispielhaft den Unterschied zwischen dem [GMP] der im Systemmodell des [FH beriicksichtigt wer-
den muss (griine Kurve) und dem vom[MD]angenommenen [GMPI (blaue Kurve), wenn keine explizite
Tiefpassfilterung der Sensordaten vorgenommen wird. Es zeigt sich, dass durch die nicht vollstindig
unterdriickbare Trajektoriendynamik und den Umstand, dass die [AKH lediglich auf der Berechnung
von zwei spezifischen Werten rgozl An,), und T(Al% Ank und (Z.79)) resultiert, das eben-
falls andere Korrelationszeiten und Rauschvarianzen als die schitzt, die dem Prozess in Wirklichkeit
zugrunde liegen. Somit wiirde auch eine Unterabtastung des Signals beim dieses Ergebnis
nicht beeinflussen.

Man kann somit Folgendes zusammenfassen:

e Die Varianzschitzungen des[MDlund die des[KM|konnen einen systematischen Fehler aufwei-
sen, da nicht vollstindig zwischen verschiedenen Rauschprozessen und Trajektoriendynamik
unterschieden werden kann. Dies kann eine Uberschiitzung der eigentlich relevanten Parame-
ter zur Folge haben, d. h. die Schitzungen entsprechen nicht den Varianzen des dominierenden
der im Zustandsmodell des Filters beriicksichtigt wird.

e Es treten durch das Integrieren der Beschleunigungen und Geschwindigkeiten im Strapdown-
Block und durch die vorangegangene Korrektur der Navigationsgro3en weitere zeitliche Kor-
relationen auf, die beriicksichtigt werden miissen. Da nach allerdings die Parameter-
schitzung unabhingig von den a posteriori-Schitzwerten erfolgt, werden dort diese Korrelatio-
nen nicht beriicksichtigt. Im Gegensatz dazu basiert die Schitzung des[SEMlauf dem bedingten
Erwartungswert der [LLF] unter Beriicksichtigung aller Beobachtungen am Messeingang des

FEVSE

e Unbekannte mittelwertfreie Rauschanteile mitteln sich im Rahmen der Integration im Strap-
down-Algorithmus z. T. heraus. Fiir die Fehlerfilterung ist die Langzeitcharakteristik des zeit-
lich korrelierten Rauschens entscheidend, denn die Korrektur erfolgt nur mit der Datenrate, mit
der auch die Beobachtungen am Messeingang des [FH vorliegen.

e Mit hoherer [GPSFDatenrate kann die Fehlerkorrektur weiter verbessert werden, da die Abta-
strate am Messeingang und die Datenrate, mit der Korrekturterme am Ausgang des [FH bereit-
gestellt werden, erhoht wird. Aliaseffekte werden reduziert. Kostengiinstige [GPSFEmpfinger
mit einer Aktualisierungsrate von mehr als f;pg = 10Hz sind in der Praxis allerdings selten
erhéltlich.

AbschlieBend sei noch angemerkt, dass eine Anpassung der Filterstruktur zwar moglich wére
(z. B. Verminderung der Pridiktionsrate oder Tiefpassfilterung der Inertialsensordaten), der Informa-
tionsgewinn durch die [IMEFMessungen wiirde allerdings reduziert werden. Auch eine Reduzierung
der Rate, mit der die Strapdown-Losung berechnet wird, ist nicht sinnvoll, da viele Vorteile einer
[[NS/GPS}tIntegration verloren gehen wiirden. Dagegen spricht auBerdem, dass Approximationen, die
im Zusammenhang mit der Lageberechnung im Strapdown-Block gemacht wurden, nicht mehr giil-
tig wiren, denn es wird bei der Herleitung der Gleichungen von einer entsprechend hohen Datenrate
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ausgegangen (siche die [GL] (4.34) und @.33)). Durch Einsatz des werden diese Probleme um-
gangen.

9.2.1.5 Auswirkung der Parameterschéitzung auf die Navigationslosung

Der folgende Abschnitt soll Aufschluss dariiber geben, wie sich die Verbesserungen in der Parame-
terschitzung fiir den realistischen Fall in Abschnitt[9.2.1.3]durch Einsatz des oder der anderen
Verfahren in den Positions- und Geschwindigkeitsschdtzungen des Strapdown-Algorithmus, d. h. des
LauBeren® Systemzustandes, unter den hier getroffenen Annahmen bemerkbar machen. Zusitzlich
wird untersucht, wie sich die Annahme konstanter Systemrauschvarianzen auswirkt. Dazu wurden die
folgenden Standardabweichungen fiir das Zustandsmodell des [FH verwendet: o, = 9 - 1073 m/s2
bzw. opp,, = 4- 10~1/s. Diese Wahl entspricht den Werten, die sich aus der Ruhemessung ergeben
haben (siehe [Kap ).

Anhand lassen sich die der Eulerwinkel am Ausgang des Strapdown-Blocks mit
und ohne Parameterschitzung miteinander vergleichen. Es zeigt sich, dass durch den die bes-

Winkelschétzfehler (RMSE)

Methode (Prozentuale Verbesserung gegeniiber [GPS/Konst.)
RM SE% RM SE€9 RM SE% RM SE€T
[1-1071°) [1-1071°] [1-1071°) [1-1071°)
GPSI - - 36,36 -
Konst. 4,37 4,31 12,03 (66,14 %) 13,5

4,25 (2,78%) | 4,21 (2,35%) | 11,45 (68,51 %) | 12,92 (4,37 %)
MD | 422 (3,44%) | 42(2,6%) | 12,31 (66,14%) | 13,67 (—1,25%)
SEMl | 4,08 (6,64%) | 4,12 (4,31%) | 12,18 (66,5%) | 13,2(2,22%)

Variante

Tabelle 9.7: Winkelschiatzfehler und prozentuale Verbesserungen der Lageschitzungen bei der Navi-
gationsfilterung mit sequenzieller Parameterschétzung gegeniiber einer konstant gewéhl-
ten Kovarianzmatrix bzw. gegeniiber dem mittels [GPSIGeschwindigkeiten berechneten
Gierwinkel

ten Ergebnisse, vor allem beim Roll- und Nickwinkel (¢, ), erreicht werden. Betrachtet man die
prozentualen Verbesserungen bei den Gierwinkelschidtzungen (Verbesserungen gegeniiber dem her-
vorgehobenen Wert in der jeweiligen Spalte), so wird deutlich, dass durch die [[NS/GPS+Varianten
jeweils eine Verbesserung von ca. 66 % gegeniiber dem Gierwinkel erreicht wird, der sich iiber

Ygps.p = arctan 2 (Zﬁ"s*"’k> anhand der horizontalen [GPS}Geschwindigkeitsinformationen berech-

GPS:e,k
nen lisst. Allerdings muss beachtet werden, dass die mittleren quadratischen Abweichungen (RMSEF
Werte) deutlich hoher ausfallen (ca. das Drei- bis Vierfache) als bei den Roll- und Nickwinkelschit-

zungen. Da der Gierwinkel eine der drei Komponenten ist, die neben den horizontalen Beschleu-

nigungskomponenten fiir die Genauigkeit der Navigationslosung ausschlaggebend ist, stellt dieses
Resultat ein generelles Problem dar. Dies tritt allerdings bei allen Verfahren gleichermafen auf. Die
Ursache liegt in der Stiitzung der entsprechenden Lagekomponente im[[NS/GPSHNavigationsfilter. Ei-
nerseits liefert das satellitengestiitzte Teilsystem durch die horizontalen Geschwindigkeitskomponen-
ten Ogps.,, und Ugps.. einen vergleichsweise unzuverldssigen und auch nur indirekten Beitrag zur
Schitzung des Gierwinkels, andererseits besteht durch den Vektor lgps (Vektor, der den Abstand zwi-
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schen der [MEl und dem [GPSFEmpfinger beschreibt) nur eine schwache Kopplung zwischen diesem
und den Lagefehlerkomponenten im Systemzustandsvektor. Auflerdem konnten bei der Generierung
der Daten nicht samtliche Effekte wie z. B. Fliehkriéfte berticksichtigt werden (horizontale Beschleu-
nigungen machen den Gierwinkel beobachtbar). Eine Stiitzung wird hier zwar ebenfalls durch die
nachgebildeten Magnetfeldsensormessungen vorgenommen, die Messrauschvarianzen sind allerdings
verhéltnisméBig hoch. Trotz der geringen Unterschiede beim Gierwinkel sind die Verbesserungen bei
den Roll- und Nickwinkelschitzungen durch den hervorzuheben. Dieser fiihrt zu einer prozen-
tualen Verbesserung in der Winkelschitzgenauigkeit von 6,64 % bzw. 4,31 %, das hingegen zu
Verbesserungen von 3,44 % bzw. 2,6 %. Hier liegt also eine Verdoppelung in der Genauigkeit gegen-
tiber dem Ergebnis des[MD]vor.

Die Unterschiede machen sich deutlicher in den Geschwindigkeitsschitzungen bemerkbar, wie
zeigt. Bei den Geschwindigkeitskomponenten kommen nicht nur die geschitzten System-

Geschwindigkeitsschitzfehler (RMSE)
Methode (Prozentuale Verbesserung gegeniiber IGPS)
RMSE, RMS E%,e RM SEev . RMSE,,
[1-10-1m/ [1-10-1m/y) [1-10-1m/y) [1-10-1m/)
GPS 1,25 1,22 2,2 2,87
o Konst. | 3,07 (—145,6%) | 1,54(—26,23%) | 6,95(—-215,9%) | 7,75 (—170,3%)
§ 1,22 (2,4 %) 1,28 (—4,92 %) 1,83 (16,82 %) 2,54 (11,5 %)
§ MD| 1,2 (4 %) 1,25 (—2,46 %) 1,97 (10,45 %) 2,62 (8,71 %)
1,14 (8,8 %) 1,21 (0,8 %) 1,74 (20,91 %) 2,41 (16,3 %)

Tabelle 9.8: Geschwindigkeitsschitzfehler und prozentuale Verbesserungen der Geschwindigkeits-
schitzungen bei der Navigationsfilterung mit sequenzieller Parameterschitzung gegen-
iber den GPS-Schitzungen

rauschvarianzen in qgp., ;, zum Tragen, die mit der Drehratensensortriade durch die berechnete

[Richtungskosinusmatrix (RKM)| CQD;b korrelieren, sondern auch die Varianzschidtzungen, die durch
das Aufintegrieren im Rahmen der Strapdown-Berechnung im Zusammenhang mit der Beschleuni-
gungssensortriade stehen. Aus diesem Grund ist bei der Wahl konstanter Rauschvarianzen eine deut-
liche Verschlechterung der Geschwindigkeitsschétzung mit RMSE, = 7,75 - 10~! ™/5 zu beobach-
ten, wie die zweite Zeile in[Tabl]©.8| verdeutlicht. Hauptverantwortlich fiir das schlechte Abschneiden
gegeniiber den [GPSSchitzungen sind die n- und die d-Komponente  mit
RMSE, = 3,07 1071 ™/s bzw. RMSE, = 6,95- 1071 ™/s. Neben den [RMSE}Werten sind
auch hier die prozentualen Verbesserungen bzw. Verschlechterungen (markiert durch ein vorange-
stelltes ,,—) gegeniiber den [GPSlSchitzungen in der ersten Zeile in rot eingetragen. Die Verschlech-
terung in der Geschwindigkeitsschitzung liegt somit bei 170 %. Hierbei spielen die gewéhlten Werte
fiir die konstanten Parameter eine entscheidende Rolle. Im vorliegenden Fall wurden diese niedriger
gewdhlt als die wahren Werte. Dies fiihrt dazu, dass den Beobachtungen, die zur Stiitzung verwendet
werden (GPSFMessungen, Hoheninformationen durch das barometrische Teilsystem), weniger ver-
traut wird als den Inertialsensormessungen. Da die Inertialsensormessungen jedoch nicht langzeitig
stabil sind, kann auch das[FHdie Abweichungen nur noch unzureichend nachfiihren. Die daraus resul-
tierende fehlerhafte Korrektur und damit ebenfalls fehlerhaften Groen im Vektor x fithren wieder-
um zu hoheren Geschwindigkeitsfehlern. Ein fortwihrender Abgleich zwischen einem a posteriori-
Schitzwert, gegeben eine [MI}-Schitzung der zeitvarianten Systemrauschkovarianzmatrix einerseits,
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und einem [MI}-Schitzwert, der auf der a posteriori-Schitzung des [FH beruht andererseits (wie beim
[SEM)), findet hier nicht statt. Man konnte hier zwar durchaus hohere konstante Rauschvarianzen an-
nehmen, allerdings wiirden diese nicht mehr mit den entsprechenden Datenblittern {ibereinstimmen.
Des Weiteren kann man durch die nicht vollstindig unterdriickbare Trajektoriendynamik sowie durch
auftretende Vibrationen nicht zwingend erwarten, dass die wahren Werteverldufe unterhalb der hier
als konstant gewihlten Parameter liegen, wie auch schon in herausgestellt werden konnte.
Generell kann man jedoch zusammenfassen, dass eine Uberschitzung der gesuchten Rauschvarianzen
wesentlich vorteilhafter ist als eine Unterschitzung.

Im Gegensatz dazu fiihrt hier eine abtastwertweise Schiitzung der zeitvarianten Parameter zu einer
Steigerung in der Schitzgenauigkeit der Geschwindigkeiten. Wihrend diese beim modifizierten [KM]
ca. 11,5% (RMSE, = 2,54 - 1071 m/5) betrigt, ist sie mit 8,71 % (RMSE, = 2,62 1071 m/g)
beim [MDl etwas geringer. Die Ursache liegt, bei Vergleich mit der ersten Zeile, hauptséchlich in der
d-Komponente. Fiir das und den [SEM] sind auch in den horizontalen Komponenten Verbesse-
rungen zu beobachten. Die Werte in der letzten Zeile (SEM) sind sogar 5 % — 10 % besser als die in
der vorletzten Zeile (MDJ). Dieser Sprung spiegelt sich in einer besseren Reduktion des Gesamtfeh-
lers wider, der mit 2,41 - 10! ™/s annihernd 69 % iiber dem liegt, der unter Verwendung konstanter
Rauschvarianzen (Konst.) erreicht wird und ca. 8 % iiber dem Ergebnis des [MDI bzw. 5 % iiber dem
des liegt.

Obwohl sich die barometrische Hohenstiitzung nicht direkt auf die Schitzung des Geschwindig-
keitsfehlers im [[NS/GPS} Filter auswirkt und auch im[Sekundirfilter (SF) keine Rolle fiir die Parame-
terschiitzung spielt, wirkt sie sich durch die Stabilisierung des Hohenkanals dennoch positiv auf die

absolute Geschwindigkeit am Strapdown-Ausgang aus. Sie ist trotzdem nicht allein fiir die verbesser-
ten Schitzungen der vertikalen Geschwindigkeitskomponente verantwortlich, da sie bei sdmtlichen
Schitzvarianten eingesetzt wurde. Zusammenfassend zeigt sich jedoch, dass eine konsistente Genau-
igkeitssteigerung in den Geschwindigkeitsschitzungen durch den[SEMIzu erkennen ist.

Zum Abschluss dieses Abschnitts werden, zusammen mit den Summenhéufigkeitsfunktionen in
[AbbJO.TT] die Ergebnisse in[Tabl0.9] (RMSE] der Positionskomponenten) betrachtet. In der [AbbJO.TT]
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Abbildung 9.11: Kumulative Verteilung der betragsmifligen Positionsschitzfehler bei kiinstlich ge-
nerierten Daten

wurden zusitzliche Hilfslinien fiir die charakteristischen Werte P(ep < ép) = 0,5,
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P(e, < €,) = 0,67 sowie P(¢, < €,) = 0,9 eingefiigt. Die Variable €, ist hier eine vorgegebene
Schranke fiir den mittleren betragsmifBigen Fehler in der Position (euklidische Vektornorm der drei
Positionskomponenten). Es zeigt sich, dass auch hier die Wahl einer konstanten Kovarianzmatrix Q#F
zu einer geringeren Genauigkeit in der Navigationslosung fiihrt als beim Einsatz eines Verfahrens, das
eine als zeitvariant angenommene Systemrauschkovarianzmatrix Q#F; ;. schitzt. Im Vergleich zu den

Positionsschétzfehler (RMSE)
Methode (Prozentuale Verbesserung gegeniiber [GPS)
RM SEep . [m] | RMS Eep . m] | RMS Eﬁh [m] RMS Eep [m]
GPS 1,99 2,03 4,01 4,91
o Konst. | 2,35(—-18,24%) | 1,88(6,82%) | 4,63 (—15,6%) | 5,53 (—12,56 %)
% KM 1,95 (1,8 %) 1,89 (6,66 %) | 0,653 (83,68 %) | 2,79 (43,05 %)
E‘ 1,78 (10,4 %) 1,78 (12,2%) | 0,538 (86,56 %) | 2,57 (47,56 %)
SEM 1,76 (11,02 %) 1,7 (15,7 %) 0,532 (86,7 %) | 2,514 (48,75 %)

Tabelle 9.9: Positionsschitzfehler und prozentuale Verbesserungen der Positionsschidtzungen bei
der Navigationsfilterung mit sequenzieller Parameterschitzung gegeniiber den GPS-
Schitzungen

[GPS}Schitzungen tritt nach der Tabelle bei den Wurzeln der mittleren quadratischen Schétzfehler
auch hier eine geringfiigige Verschlechterung von 12,56 % auf. Dies ist vorrangig auf die
Schitzung der n- und d-Komponente zuriickzufiihren. In der e-Komponente hingegen sind Verbes-
serungen um 7 % zu beobachten. Der ist zu entnehmen, dass die kumulativen Verteilungs-
funktionen der auf Basis der [GPSHDaten bestimmten Positionsschitzfehler und denen, die bei der

Wahl konstanter Rauschvarianzen resultiert, einen dhnlichen Verlauf
haben und sich sogar bei €, ~ 5.8m schneiden. An der charakteristischen Stelle
Plegonsiy < 4.805m) = P(egps,, < 5,049m) = 0,67 liegt nur eine geringe Verbesserung ge-

geniiber den Positionsschitzungen vor, die allein durch das satellitengestiitzte Teilsystem gewonnen
wurden.!? Die Ergebnisse aus dem letzten Abschnitt (Geschwindigkeitsfehler) spiegeln sich hier nicht
vollstidndig wider, was auf den Einfluss der barometrischen Stiitzhohen zuriickzufiihren ist. Diese wir-
ken den ungiinstigen Annahmen entgegen, die fiir die Rauschvarianzen getroffen wurde, und fithren
dazu, dass die Auswirkungen auf die vertikale Positionskomponente gering bleiben.

Die Ergebnisse zum [KM]zeigen dagegen erneut die Uberlegenheit eines Verfahrens, das die Zeit-
varianz — wenn auch nur indirekt — beriicksichtigt. In 67 % aller Fille liegt der betragsmiBige Fehler
€k Unterhalb von 2,962 m, wobei der [RMSE] der Position 2,79 m betrégt und damit ca. 43 % iiber
der Genauigkeit der [GPS}Schiitzungen liegt.!? Die Hohenstiitzung durch das barometrische Teilsys-
tem spielt hier ebenfalls eine wichtige Rolle. Durch diese wird eine Verbesserung in der Vertikalkom-
ponente von ca. 83 % erreicht. Die Verbesserungen bei den Horizontalkomponenten liegen ebenfalls
bei bis zu 6,66 % gegeniiber den [GPSHPositionsschitzfehlern.

Die Unterschiede in den Verbesserungen durch das[MD|und den[SEM]sind zwar gering, dennoch
ist der SEMlim Mittel besser. Beide weisen eine hohere Schitzgenauigkeit als das[KM auf und liegen
mit ca. 47,56 % und 48,75 % Verbesserung jeweils 5% — 6 % iiber der, die durch das erreicht

lzeGPS;p und €gongt; bezeichnen hier die betragsmiBige Abweichung in der Position unter Verwendung der satellitenba-
sierten Teilsystems allein bzw. unter Verwendung des[[NS/GPSINavigationssystems, wobei die Systemrauschkovarianzma-
trix konstant gewihlte Parameter enthilt.

13€KM; » bezeichnet hier die betragsmiiBige Abweichung in der Position unter Verwendung des[KM]
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wird. Die Summenhiufigkeitsfunktionen spiegeln dieses Resultat ebenfalls wider. Fiir den charakte-
ristischen Wert von P(eSEM;p < €, = 2,672m) = 0,67 ist herauszustellen, dass 67 % aller Schiit-
zungen einen um ca. 10 cm geringeren betragsmiBigen Fehler gegeniiber P (GMD;p < €, =2,731m)
aufweisen.!* Des Weiteren treten in der n- und e-Komponente deutlich geringere Positionsschitzfeh-
ler bei diesen beiden Ansitzen auf als es beim[KMIder Fall ist. Bei der e-Komponente sticht der[SEM]
hervor, da er hier sogar eine Verbesserung um mehr als 4,5 % gegeniiber dem [MD] aufweist, was hier
einer relativen Genauigkeitssteigerung von ca. 8 cm entspricht.

Insgesamt bestitigen die Ergebnisse dieses Abschnitts, dass eine Schitzung der Rauschvarianzen
sinnvoll ist. Fiir die Geschwindigkeits- und Positionsschitzungen konnten deutliche Verbesserungen
gegeniiber der Annahme konstanter Systemrauschvarianzen festgestellt werden. Obwohl die Verbes-
serungen im Vergleich zum [KMlund dem hier im Zentimeter-Bereich liegen, hat sich der
dabei als das Verfahren herausgestellt, das zu den groften Genauigkeiten in der Parameterschitzung
und der Navigationslosung fiihrt.

9.2.2 Tiefpassfilterung der Inertialsensordaten

Die bisherigen Erkenntnisse wurden gewonnen, indem auf eine Tiefpassfilterung der Inertialsensor-
daten verzichtet wurde. In diesem Teilkapitel werden Ergebnisse prisentiert, bei denen die Daten
der[MElim Vektor z,g einer zusitzlichen Tiefpassfilterung mit der Grenzfrequenz 5 Hz unterzogen

wurden. Als Tiefpassfilter wurde hier auf ein [Finite Impulse Response (FIR)Filter zuriickgegriffen,
wobei eine BLACKMAN-Fensterfunktion

2% Ak
0,42+ 0,5 - cos (”) 40,08 - cos <”> (9.14)

K K
zum Einsatz kam, bei der 0 < k£ < K der Signalindex des K langen Eingangssignals ist. Diese
zeichnet sich durch eine sehr hohe Flankensteilheit beim Ubergang in den Dimpfungsbereich aus
SS0Q]. Der Fokus liegt in diesem Abschnitt vorrangig auf dem [MD]und dem [SEM

In[TablO.10[(a) und[(b)| sind die [RMSElder geschiitzten Parameter des Inertialsensorrauschens der
Beschleunigungs- und Drehratensensortriade sowie die Standardabweichungen der Schétzfehler ein-
getragen. Da die Inertialsensordaten tiefpassgefiltert wurden, wurde fiir das [KM]und [MDlim Vorfeld
eine entsprechende Unterabtastung vorgenommen. Aus diesem Grund mussten deren Schitzungen
vor der Ubernahme in das KALMAN-Filter auch entsprechend der NYQUIST-Frequenz 10 Hz skaliert
werden. Idealerweise sollten das und der [SEM] die gleichen Rauschvarianzen schitzen. Durch
die verringerte Signalleistung und die geringe Korrelationszeit des weisen die Schitzungen al-
lerdings Abweichungen auf. Als Referenzwerte wurden in den Tabellen dennoch die Werte des
herangezogen, die zur Datengenerierung verwendet wurden.

Wihrend das [KM] die entsprechenden Parameter weiterhin sehr hoch schétzt (selbst mit Beriick-
sichtigung des entsprechenden Skalierungsfaktors), weisen die durch das geschitzten Parameter
nur noch eine geringe Abweichung von den ReferenzgroBen des urspriinglichen auf, wie der
Ausschnitt in zeigt. Dennoch ist das nicht in der Lage vollstindig zwischen der Tra-
jektoriendynamik und den verbleibenden Rauschanteilen zu differenzieren. Bis auf die Werte fiir die
z-Komponente ogp. ,, . weist die Tabelle daher deutlich geringere Unterschiede zwischen den Abwei-
chungen beim und denen des auf als es bei den nicht tiefpassgefilterten Sensordaten der
Fall war.

“esemp und ey, bezeichnen hier die betragsméBige Abweichung in der Position unter Verwendung des [SEM] bzw.
unter Verwendung des [MDI
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(a) Abweichungen der Parameterschitzungen (Be- (b) Abweichungen der Parameterschitzungen (Dreh-
schleunigungssensortriade) ratensensortriade)
/NS/GPSHVariante /NS/GPS}Variante
ORR. . OpE. -
FFia MD! SEM FFw MD SEM

RMSE, x-Achse | 1,59 0,616 RMSE, x-Achse | 4,727 2,027
7FFa y-Achse | 1,532 0,695 7FFe  y-Achse | 4,928 2,013
z-Achse | 1,598 0,809 z-Achse | 4,795 4,797

1-1071m/s2 1-10-1/%
[ /]~ Gesamt 2,726 | 1,232 [ /)~ Gesamt 8,344 | 5,583
o x-Achse | 1,091 0,581 o x-Achse | 2,025 1,805
“OrEa y-Achse | 0,999 | 0,655 O y-Achse | 2,162 | 1,697
-Achse | 1,016 | 0,787 . Achse | 2,165 | 2,88
[1-10-1m/2) 25 L : [1-1071] —oie

Gesamt | 1,795 | 1,177 Gesamt | 3,669 | 3,799

Tabelle 9.10: RMSE der Parameterschiatzungen und Standardabweichungen der Parameter-
schitzfehler beziiglich der Rauschparameter des zur Datengenerierung angenommenen
GAUSS-MARKOV-Prozesses bei tiefpassgefilterten Inertialsensordaten

-— UFF;a,z
— Gy, (KM)
7 &FF;a,z (MD)

OFF;a,x,k / Oa,z.k [m/s2]

O i i i i i
17 17,5 18 18,5 19 19,5 20

t), [min]
Abbildung 9.12: Geschitzte Rauschparameter eines zeitlich korrelierten Beschleunigungssensor-
rauschens unter Verwendung kiinstlich generierter Daten (mit Tiefpassfilterung)

Eine zuverldssigere Aussage iiber die Qualitit der Schiatzungen der einzelnen Verfahren bei vorab
tiefpassgefilterten Sensordaten soll im Folgenden mit Betrachtung der Navigationslosung erfolgen.
Die [Tab]O.11] weist deutliche Unterschiede zu [Tab]©.8] auf. Im Mittel ist eine Verbesserung in den
Geschwindigkeitsschitzungen von 22 % zu beobachten, was im Wesentlichen auf die Tiefpassfilte-
rung zuriickzufiihren ist. Die Unterschiede zwischen den einzelnen Verfahren sind ebenfalls deutlich
reduziert. Die Gesamtverbesserung, die durch den gegeniiber dem erreicht wird, liegt nur
noch bei knapp 1 %, allerdings iiber 23 % gegeniiber den [GPS Geschwindigkeiten.

Wihrend die Unterschiede bei den Geschwindigkeitsschidtzungen gering sind, zeigt sich eine si-
gnifikante Differenz bei den Positionsschitzungen (siehe 0.11). Das [KM] und das [MD] weisen
dhnliche Werte bei den der Positionsschétzungen auf. Das fiihrt sogar bei allen Kompo-
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Geschwindigkeitsschitzfehler (RMSE)
Methode (Prozentuale Verbesserung gegeniiber [GP3)
RMSE, RMSE, . RMSE, RMSE,
[1-10-1my [1-10-1my [1-10-1m/] [1-1071my
GPS 1,21 1,25 2,13 2,85
o Konst. | 255(—1104%) | 1,35(—8%) | 5,19(—1432%) | 5,94 (—108,42%)
S KM | 1,08(10,14%) 1,18 (5,6 %) 1,54 (28 %) 2.22 (22,11 %)
5 D 1,09 (9,92 %) 1,17 (6,4 %) 1,52 (28,7 %) 2.21 (22,46 %)
1,07 (11,57 %) 1,15 (8 %) 1,53 (28,3 %) 2,19 (23,16 %)

Tabelle 9.11: Geschwindigkeitsschétzfehler und prozentuale Verbesserungen der Geschwindigkeits-
schitzungen bei der Navigationsfilterung mit sequenzieller Parameterschitzung gegen-
iber den GPS-Schitzungen

Positionsschitzfehler (RMSE)
Methode (Prozentuale Verbesserung gegeniiber [GPS)

RMSE, [w] | RMSE, [m] | RMSE, [m] | RMSE, [m]

GPS 1,91 2,03 3,996 4,87
o Konst. | 198(—36%) | 187(7.9%) | 349 (12,67%) | 4,42(9,16%)
S KM | 1,656 (13,18%) | 1,802 (1L,11%) | 0,451 (88,7 %) | 2,49 (48,9%)
& 1,661 (12,92 %) | 1,808 (10,78 %) | 0,45 (88,6%) | 2,49 (48,8 %)
1,584 (16,95 %) | 1,73 (14,39%) | 0,45 (88,7%) | 2,39 (50,85 %)

Tabelle 9.12: Postitionsschitzfehler und prozentuale Verbesserungen der Postitionsschétzungen bei
der Navigationsfilterung mit sequenzieller Parameterschitzung gegeniiber den GPS-
Schitzungen

nenten zu etwas schlechteren Ergebnissen als bei Verwendung des[KMl Beim[MDIwird den Stiitzgro-
Ben nun zuwenig vertraut, wodurch im Mittel die Werte der Schitzfehlervarianzen auch nicht mehr
mit denen der wahren Schitzfehler iibereinstimmen. Das hingegen ist den anderen Verfahren
aufgrund der Genauigkeiten in der n- und e-Komponente deutlich iiberlegen, denn es steht a priori-
Wissen in Form des Systemmodells zur Verfiigung. Im Mittel fiihrt es zu einer Verbesserung in der
Positionsgenauigkeit von ca. 12 cm gegeniiber dem Fall, in dem keine Tiefpassfilterung durchgefiihrt
wird. Mit Tiefpassfilterung liegt der Unterschied zwischen den Schitzungen durch das[MD]und denen
des ebenfalls bei ca. 10 cm.

9.2.3 Ergebnisse unter Verwendung von Felddaten

Die Verfiigbarkeit annihernd fehlerfreier Referenzdaten stellt vor allem in einer KEZFUmgebung ein
Problem dar (z.B. durch eine von Vibrationen entkoppelte Sensorumgebung, ideale Positions- und
Geschwindigkeitsinformationen sowie Kartendaten). Diese konnten bestenfalls mit einer kostenin-
tensiven Ausriistung bestimmt werden. Obwohl diese nicht zur Verfiigung stand, sollen die Parame-
terschitzverfahren dennoch einmal in einem realen Umfeld betrachtet werden. Dazu wurde wieder
auf die im Feld aufgenommenen Sensormessungen zuriickgegriffen, aus denen die Trajektorie nach
resultierte. Wie zuvor kam die vollstindige [[NS/GPS} Filterstruktur mit Tiefpassfilterung der
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IMEFAusgangsgroBen zum Einsatz.

Aufgrund der bisherigen Ergebnisse ist zu erwarten, dass die realisierten Verfahren zu einer Ver-
besserung der [[NS/GPSFNavigationslosung fithren. Wegen fehlender Referenzdaten kann bei den
Felddaten nicht iiberpriift werden, ob die geschitzten Geschwindigkeiten den wahren Werten ent-
sprechen. Die Position soll an dieser Stelle anhand des vorliegenden Kartenmaterials iberpriift wer-
den. Die eigentlichen Vorteile der [NS/GPSHntegration liegen vor allem in der Robustheit gegeniiber
[GPS}Signalstorungen und -ausfillen, wie sie bereits in[KapJ9.Iluntersucht worden sind. Bisher wurde
allerdings zur Stiitzung des immer auf vorhandene und Magnetfeldsensormessungen zu-
riickgegriffen. Die damit zusammenhingenden Probleme wurden bereits in behandelt. Bei
den Felddaten hat sich im vorliegenden Fall jedoch gezeigt, dass die Magnetfeldsensoren trotz der im
Vorfeld vorgenommenen Kalibrierung unzuverlédssige Sensordaten liefert. Durch starke Schwankun-
gen des magnetischen Feldes aufgrund des Motors, der Karosserie und baulichen Einrichtungen am
Fahrbahnrand, konnten keine zuverlissigen Stiitzinformationen fiir die Fehlerfilterung anhand dieser
Daten gewonnen werden. Eine direkte Stiitzung der Lagekomponenten des Zustandsvektors war so-
mit nicht moglich. Aus diesem Grund wurde in dem folgenden Abschnitt auch auf eine Schitzung
des Vektors Arp k durch den[SEM] verzichtet und stattdessen eine Kombination der zwei Verfahren

(SEMlund MD) eingesetzt.

GPS-Fehler Neben Signalausfillen treten hiufig auch Probleme auf, welche auf die in Anhang[A.T]
beschriebenen Common-Mode- oder Non-Common-Mode-Fehler, wie z. B. eine fehlerhafte Synchro-
nisation, zuriickzufiihren sind und im [GPSFEmpfinger selbst nicht ausreichend kompensiert wer-
den. Fiir diesen Fall ist ein weiteres Beispiel aus der Trajektorie in in dem Kartenaus-

- UGPS;p,n

— OGPS;p,e

— OGPS;h

[m]

OGPS;p,k

0 3 6 9 12
ly [s]
Abbildung 9.13: Positionsschitzgenauigkeit des GPS-Empfingers zum Zeitpunkt eines Common-
Mode- oder Non-Common-Mode-Fehlers

schnitt dargestellt. Dieser zeigt einen Teil der auf den [GPSPositionen basierenden Tra-
jektorie der Messfahrt. Obwohl hier aus darstellungstechnischen Griinden eine durchgiingige Linie
eingezeichnet ist, sei darauf hingewiesen, dass die [GPSDaten mit einer Rate von 4 /s vorlagen. Die
[AbbJO.13illustriert die vom [GPSFEmpfinger ausgegebenen prognostizierten Schiitzfehler der einzel-
nen Positionskomponenten fiir den Kartenausschnitt. Diese Werte, die auch als Standardabweichung-
en des Messrauschens im Messmodell dienten, zeigen vor allem in der Nord- und Vertikalkomponente
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eine deutlichen Anstieg. Besonders die Genauigkeit in der Nordkomponente nimmt hier zwischen-
zeitlich um den Faktor Drei ab.

Die zeigt den gleichen Trajektorienabschnitt, wobei die Filterung unter Zuhilfe-
nahme des [KMlParameterschitzverfahren durchgefiihrt wurde. Die Aktualisierungsrate der Naviga-
tionslosung lag bei 100 !/s. Gleiches galt beim[MD}, wobei die resultierenden Positionsschitzungen in
dargestellt sind. In Teilbild[(d)]ist schlieBlich noch das Ergebnis abgebildet, das mit Hilfe
desSEMlin Kombination mit dem [MDI gewonnen wurde (der SEM| wurde zur Schétzung von g, .
und das zur Schitzung von g, ;. eingesetzt). Es ist deutlich zu erkennen, dass die Verfahren

- fom
D I

@ 2 Meter

%

. . . R R T . . R . T, .
(a) Horizontale Trajektorie  (PGps.ch,n Dopsich.c) (b) Horizontale Trajektorie (P8p.cin Pipien,e) bei
basierend auf den GPS-Schitzungen Einsatz des Kovarianzmanagements

{}'1,‘6 Meter 0,’? Meter.

3 I

& 1.4 Meter

i

(c) Horizontale Trajektorie (pih.en Pipien.c)  bei (d) Horizontale Trajektorie (Plp.ep . Pipseb.e)  bei
Einsatz des Messwertdifferenzen- Verfahrens Einsatz des sequenziellen EM-Algorithmus kom-

biniert mit Messwertdifferenzen-Verfahren

Abbildung 9.14: Auswirkungen eines GPS-Signalfehlers auf die Navigationslosung unter Verwen-
dung von Felddaten (Bilddaten von OpenStreetMap, verdtfentlicht unter Lizenz CC—
BY-SA 2.0)

zu einer unterschiedlichen Kompensation des Fehlers in den Stiitzdaten fiihren. Die sprunghafte Ab-
weichung von ca. 2 m von der Referenzlinie wird bei der Kombination SEMHMDI besser kompensiert
als es beim [KM] der Fall ist. Die Abbildungen verdeutlichen, dass die Unterschiede in den Positi-
onsschitzungen bis zu 60 cm betragen. Der rote Pfeil in den beiden unteren Abbildungen weist auf
eine markante Stelle im Trajektorienverlauf hin, die in der rechten Abbildung deutlich nidher an dem
Referenzverlauf der Karte liegt als es in der linken Abbildung der Fall ist.

Bei der dargestellten Linkskurve im jeweils rechten Teil der [Abb]D@.141[(2)] — [(d)] féllt ebenfalls
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auf, dass die Trajektorie mit Hilfe des kombinierten Verfahrens niher an der weilen Referenzlinie
verlduft als es bei den anderen Trajektorien der Fall ist. Ein Vergleich mit entsprechenden Satelliten-
bildern (z. B. GoogleMaps) belegt, dass die Trajektorie bei Teilbild[(d)]direkt auf der rechten Fahrbahn
liegt.!> Die Zuverlissigkeit der Rauschvarianzschitzungen leF; o, durch den[SEMleinerseits und die
des zur Bestimmung von ., , andererseits fithren hier zu einem gegeniiber Messfehlern ro-
busten Verhalten und einer hoheren Positionsschitzgenauigkeit als bei ausschlieBlicher Verwendung
der[GPSlInformationen des eingesetzten ublox-Empfiingers.

Vibrationseinfliisse Die[AbbJ9.13|[(a)|zeigt abschlieBend einen ausgewihlten Trajektorienausschnitt,
in dem aufgrund des Stralenbelags (Schlaglocher und Rollsplit) stiarkere Vibrationen in den IME-
Sensorsignalen auftraten (eingekreiste Stelle) als es bei einem Fahrbahnbelag aus Teer der Fall ist.
Vergleicht man zunichst den Verlauf der Trajektorie oberhalb des eingekreisten Teilstiicks, so
sind kaum Unterschiede zwischen der linken und rechten Abbildung zu erkennen. Die Fehler in der
Navigationslosung scheinen gleichermaflen kompensiert zu werden. Treten allerdings zusétzliche Sto-

(a) Horizontale Trajektorie (pgD;eb,n pg‘D;eb,e)T un- (b) Horizontale Trajektorie (ﬁg‘D;eb’n pgD;ebye)T bei
ter der Annahme einer konstanten Systemrausch- Einsatz des sequenziellen EM-Algorithmus kom-
kovarianzmatrix biniert mit Messwertdifferenzen-Verfahren

Abbildung 9.15: Auswirkungen von Vibrationen auf die Navigationslosung unter Verwendung von
Felddaten (Bilddaten von OpenStreetMap, verdffentlicht unter Lizenz CC-BY-SA
2.0)

rungen auf, so zeigt [AbbJO.T3][(a)] deutlich, dass die Annahme einer konstanten Systemrauschkovari-
anzmatrix nachteilig fiir die Positionsschitzungen des Strapdown-Algorithmus sein kann. Die starken
Schwankungen werden durch das kombinierte Verfahren besser kompensiert und die Trajektorie ver-
lauft etwas niher an der weilen Referenzlinie der Karte. An der mit dem Pfeil markierten Stelle liegt
zwischen dem Verlauf in der linken und der rechten Abbildung laut Kartenmaterial eine Differenz
von ca. 20 cm (Ostpositionskomponente).

9.2.4 Gegeniiberstellung der sequenziellen Schiitzverfahren
9.2.4.1 Vor- und Nachteile

Die drei hier vorgestellten Verfahren zur sequenziellen Varianzschitzung von Zufallsprozessen haben
individuelle Vor- und Nachteile aufgezeigt, die abschliefend noch einmal erértert und anhand der

15 Aus lizenzrechtlichen Griinden kann dies hier nicht dargestellt werden.
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vorliegenden Ergebnisse analysiert werden sollen.

Kovarianzmanagement Das[KM]ist ein rekursiver Mittelwert- und Varianzschiitzer unter der An-
nahme stationdrer (ergodischer) Prozesse, der unabhingig von Bewegungsmodellen oder Differenzi-
algleichungen, abtastwertweise zuverlissige Schitzwerte liefert, sofern die in [Kap]Z.2.3] erliuterten
Modifikationen beriicksichtigt werden. Dazu zihlt vor allem das sporadische Zuriicksetzen der heu-
ristischen Parameter ¢ und ¢ in den[GI] (Z772) und (ZZ73). Die simple Struktur des Schiitzers erlaubt
eine mit sehr geringem Mehraufwand verbundene Integration in das vorhandene Navigationsfilter.
Die Ergebnisse haben hier zwar deutlich gemacht, dass die zeitvarianten GroBen zu hoch geschitzt
werden, wenn unvorhergesehene Storungen auftreten, die Auswirkungen auf die Navigationslosung
halten sich jedoch in Grenzen.

Ein bedeutender Nachteil des Verfahrens ist, dass das Modell eines zeitlich korrelierten Rausch-
prozesses (hier eines nicht explizit beriicksichtigt werden kann. Bias und Skalierungsfehler
wirken sich direkt auf das Schitzergebnis aus. Das Verfahren kann nicht vollstindig zwischen Tra-
jektoriendynamik und Rauschprozessen unterscheiden. Eine Filterstruktur wie im vorliegenden Fall,
bei der simtliche Zufallsprozesse nicht parallel verarbeitet werden konnen, basiert i.d. R. auf mo-
dellabhingige Varianzen. Werden Varianzschitzungen, die den zugrunde liegenden Modellen oder
Messungen nicht entsprechen, dennoch fiir das Zustandsmodell eines zeitvarianten Filters verwen-
det, konnen sie sich auch negativ auf die vom [LKH geschitzte a posteriori-Verteilung und damit auf
die gesamte Navigationslosung auswirken. Durch die Riickkopplung des Zustandsvektors des[FH zur
Korrektur der Strapdown-Berechnungen werden falsche Annahmen bzgl. der Verteilung der beteilig-
ten Zufallsvariablen getroffen, was zur Folge haben kann, dass sich die dadurch entstehenden Fehler
auf alle nachfolgenden Losungen auswirken.

Messwertdifferenzen-Verfahren Das zustandsmodellbasierte kann hingegen die unbekann-
ten Parameter eines zeitlich korrelierten Rauschprozesses bestimmen. Das Zustandsmodell, das auch
fiir das [FH verwendet wird, wird zwar explizit beriicksichtigt, dennoch konnen sich in der Schiit-
zung weitere Einfliisse bemerkbar machen. Wie die Ergebnisse in diesem Kapitel zeigen, werden die
gesuchten Rauschvarianzen ebenfalls zu hoch geschitzt, wenn auf eine Tiefpassfilterung verzichtet
wird. Die Trajektoriendynamik, d. h. der reine Bewegungsanteil, kann nicht vollstindig zur Berech-
nung der Korrelationen rg;z An, x> ¢ € {0,1} in eliminiert werden. Des Weiteren wird
nicht beriicksichtigt, dass amT EirTlgang des[LKH ,,unterabgetastete* Differenzmesswerte anliegen und
daher auch die Korrektur nur mit entsprechender Rate erfolgt. Andererseits zeigt sich, dass hier die
Uberschitzung der Varianzen im Gegensatz zu einer Unterschitzung (wie bei der Annahme einer
konstanten Kovarianzmatrix) weniger problematisch ist.

Ein Vorteil ist die einfache Struktur des Verfahrens, die zu einem sehr geringen Mehraufwand in
der [[NS/GPSFNavigationsfilterung fiihrt.

Sequenzieller Expectation-Maximization-Algorithmus Der[SEMlist ebenfalls zustandsmodellba-
siert und hat als BAYES scher Schitzer den Vorteil, dass er genau die Parameter schitzen kann, die
fiir den Filterprozess benétigt werden. Der Algorithmus stellt sich auf das Navigationsfilter ein und
liefert die optimalen Schitzwerte, da er auf dessen a posteriori-Schédtzungen beruht.

Ein Problem des hat sich bei den Felddaten gezeigt: Sind durch unzuverlissige Messwerte
die Messrauschvarianzen im Vergleich zu den Systemrauschvarianzen sehr hoch, ist der SEM] nicht
mehr in der Lage, die Systemrauschvarianzen zu schitzen. Dies tritt im vorliegenden Fall bei Ver-
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wendung der Magnetfeldsensordaten auf. Bei den [GPS}Schitzungen stellt dies hingegen kein Pro-
blem dar, da die Messrauschvarianzen durch eine hohe Empfingerqualitit relativ niedrig sind. Wie in
anhand der RiCcCATI-Differenzengleichung festgestellt wurde, nihern sich die Schiitzun-
gen der Rauschkovarianzmatrizen der Systemgleichung genau dann den wahren Werten an, wenn die
Messrauschvarianzen zu vernachlidssigen sind.

9.2.4.2 Komplexitiit

Im Folgenden sollen die durchschnittlichen Prozesslaufzeiten der einzelnen Parameterschitzverfah-
ren sowie der anderen Filterkomponenten gegeniiber gestellt werden, wobei die vollstindige Imple-
mentierung der Filterstruktur in Matlab erfolgte. Dies soll als Anhaltspunkt dienen, um die Echt-
zeitfihigkeit des Systems beurteilen zu konnen. Die zeigt ein Kreisdiagramm mit den
prozentualen Anteilen der wichtigsten Filterkomponenten aus [AbbJ5.1] gemessen an der Gesamtdau-
er eines Filterzyklus (Zyklus zur Verarbeitung eines vollstindigen [MEFMessvektors bestehend aus
Beschleunigungs-, Drehraten- und Magnetfeldsensordaten). Das satellitengestiitzte Teilsystem wurde

60 53,15 ms
Strapdown-

Berechnung: 9 % 50

Barometrisches 407
Teilsystem: 1 % —_
0w

£ 30;

. 20} 13,19 ms 14,76 ms
FF: 27% SF+SEM: 64 % 1ol

KM MD SEM+SF

(a) Prozentuale Verteilung des Berechnungsaufwandes  (b) Mittlere Verarbeitungsdauer, die von den verschie-
einzelner Systemkomponenten denen Parameterschétzverfahren fiir einen Filterzy-
klus von 100 IME-Messungen benétigt wird

Abbildung 9.16: Prozentuale Verteilung des Verarbeitungsaufwandes einzelner Filterkomponenten
und Verarbeitungsdauer der Parameterschitzverfahren fiir einen Filterzyklus

hier nicht beriicksichtigt. Die Messwertaktualisierung erfolgte beim [FH und beim [SHmit 4/s. Es zeigt
sich, dass das barometrische Teilsystem lediglich 1 % des gesamten Berechnungsaufwandes erfordert.
Dies hingt allerdings von der GroBe der topografischen Datenbank ab, die hier nur einige 100 Eintri-
ge umfasst. Man konnte den Aufwand fiir diese Komponente jedoch weiterhin gering halten, indem
die Datenbank in Kategorien (z. B. nach Gemeinden) aufgeteilt wird und nur die Datensitze verwen-
det werden, die der aktuellen Position am wahrscheinlichsten zuzuordnen sind. Dieses Verfahren wird
auch beim [M/M] mit StraBenkarten angewendet.

Die Strapdown-Berechnungen liegen mit 9 % bei einem Drittel des Aufwandes, der fiir das [FH
notig ist. Ausschlaggebend beim [FH ist dabei die Berechnung der Inversen der Autokovarianzmatrix

in[GL] (B.18).
Durch den und das [SH das zwar gegeniiber dem [EH einen reduzierten Systemzustands-
vektor aufweist, aber wie in [Kap][Z.1.3] beschrieben zur Berechnung der Lag-One-Kovarianzmatrix
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erweitert werden musste, fallen ca. 64 % des gesamten Verarbeitungsaufwandes auf diese Komponen-
ten. Beim spielt die Konvergenzgeschwindigkeit und damit der Aufwand zur Berechnung der
ARMIJO-Schrittweite die entscheidende Rolle, da die optimale Schrittweite in jedem Iterationsschritt
wiederum auf der wiederholten Berechnung der Zielfunktion beruht [Fro04]. Trotz der Modifikatio-
nen nach fiihrt auch die Berechnung der Inversen in (Z.47) und die CHOLESKY-Zerlegung
zur Eigenwertberechnung der HESSE-Matrix zu einer hohen Komplexitit.

Die stellt die benotigte Verarbeitungsdauer der Parameterschiitzverfahren gegen-
iiber. Es sind die Zeiten angegeben, die bendtigt wurden, um 100 [MEMMessungen (entspricht ei-
nem Datenblock von 1s Linge) zu verarbeiten. Wihrend das [KM] und das vom Aufwand her
vergleichbar sind, hebt sich die Sekundirfilterung mit dem [SEM] deutlich ab. Die Berechnungen be-
ndtigen mit 53,15 ms im Mittel mehr als dreimal so lange wie die beiden anderen Verfahren. Den-
noch zeigt sich, dass unter Beriicksichtigung der gesamten Filterstruktur selbst der mit einer
Verarbeitungszeit von weitaus weniger als 1s selbst unter Matlab noch echtzeitfihig bleibt. Hohere
IME}Datenraten oder auch eine Erweiterung des KALMAN-Filters, um beispielsweise Non-Common-
Mode-Fehler des [GPSFEmpfingers besser kompensieren zu koénnen, wiirden selbst in Kombination
mit diesem Verfahren keine Einschriankung hinsichtlich der Echtzeitfahigkeit bedeuten.

9.24.3 Fazit

Mit Betrachtung der Komplexitit und der Verbesserungen, die in der Navigationslésung mit dem
gegeniiber den anderen Verfahren gewonnen wurden, kann man zusammenfassen, dass sich
dessen Einsatz im Rahmen einer schwach gekoppelten Navigationsfilterstruktur unter bestimmten
Voraussetzungen lohnt:

e Der Anwendungsfall erfordert relative Verbesserungen in der Positionsgenauigkeit, die im
Zentimeter-Bereich liegen.

e Esist a priori-Wissen auf Basis von Feldmessungen vorhanden.

e Die Zustandsiibergangsparameter des Systemmodells, das zur Rauschprozessmodellierung ein-
gesetzt wird, sind nur annihernd bekannt.

e Die Rechenkomplexitit spielt eine untergeordnete Rolle, da ausreichende Kapazitit vorhanden
ist.

Soll dagegen ein einfach aufgebautes und wenig rechenintensives Verfahren eingesetzt werden, so
weist der[SEM|trotz seiner konsistenten Verbesserungen bei der Parameterschitzung nur geringfiigige
Vorteile gegeniiber dem [MD] oder dem modifizierten [KIM auf.

An dieser Stelle kann dennoch hervorgehoben werden, dass es unabhéngig von der Komplexitit
und der Qualitit der Parameterschitzung im Rahmen dieser Arbeit gelungen ist, den urspriinglich
blockweise arbeitenden [EM}Algorithmus so zu modifizieren, dass auch eine sequenzielle Schitzung
von Systemrauschvarianzen moglich ist. Zudem stellt das schwach gekoppelte Navigationsfilter im
Vergleich zu einem geschlossenen Filteransatz eine komplexe Struktur dar, da nicht absolute Na-
vigationsgroB3en, sondern deren Fehler gefiltert werden und geeignete StiitzgroBen nicht zu jedem
Zeitpunkt zur Verfiigung stehen. Damit basieren ebenso die Parameterschitzungen des nicht
auf absolute Filtergrofen, sondern auf deren Fehlern. Eine zusitzliche Herausforderung stellt fiir den
zudem das sporadische Zuriicksetzen des Systemzustandsvektors auf einen Nullvektor dar.
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Zusammenfassung

Die Ergebnisse, die in diesem Kapitel prisentiert wurden, basieren auf kiinstlich erstellten Datensiit-
zen sowie auf Messungen, die im Rahmen von Messfahrten in der Stadt Paderborn aufgenommen
wurden. Im ersten Teil wurde das vollstindige Navigationsfilter ohne eine explizite Schitzung der
zeitvarianten Kovarianzmatrix des Inertialsensorrauschens untersucht. Dabei konnte herausgestellt
werden, dass durch die Beriicksichtigung barometrischer Sensordaten, mit denen anhand der baro-
metrischen Hohenformel eine zuverldssige Geoidhohe bestimmt werden kann, ebenfalls die Naviga-
tionslosung des verbessert wird. Aulerdem konnte belegt werden, dass durch eine separate
Filterung des temperaturabhéngigen Skalierungsfehlers und luftdruckabhingigen Bias sowie die da-
durch mogliche Korrektur der barometrischen Hohe, die Genauigkeit der Hohe iiber und die
Zuverldssigkeit der Navigationslosung erhoht werden kann. Dies hat sich hier ebenfalls positiv auf
Phasen ausgewirkt, in denen Ausfille des[GPS}FSignals vorlagen.

Im zweiten Teil des Kapitels lag der Schwerpunkt der Untersuchungen auf der Schitzung der als
zeitvariant angenommenen Kovarianzmatrix des Rauschprozesses, der das zeitlich korrelierte Inertial-
sensorrauschen treibt. Vor allem auf Basis der Simulationsdaten konnte verifiziert werden, dass der
sehr gute Schitzwerte fiir die gesuchten Varianzen liefert, da diese auf den getroffenen Modell-
annahmen beruhen. Es werden genau die Schitzwerte geliefert, die bei der Fehlerfilterung benotigt
werden, wihrend die Vergleichsverfahren einen systematischen Schitzfehler aufweisen konnen. Es
konnte gezeigt werden, dass das NEWTON-Verfahren in der Lage ist, auch im Rahmen einer Fehlerfil-
terung die sich fortlaufend dndernden Parameter nachzufiihren. Die Auswirkungen auf die eigentliche
Navigationslosung war bei den hier eingesetzten Verfahren geringer als erwartet. Durch den Einsatz
des konnten jedoch unter realistischen Bedingungen konsistente Verbesserungen erreicht wer-
den. Bei den Felddaten haben sich die Magnetfeldsensordaten als unzuverlissige Stiitzgroen heraus-
gestellt, weshalb der[SEM]allein nicht in der Lage war, die zeitlich korrelierten Rauschvarianzen des
jeweiligen Drehratensensorrauschens zu schitzen. Trotzdem konnte gezeigt werden, dass fehlerhafte
[GPSIMessungen durch den in Kombination mit dem besser kompensiert werden kénnen
als durch das allein.
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Zusammenfassung und Ausblick

In der vorliegenden Arbeit wurden Verfahren zur Losung von zwei grundlegenden Problemen ent-
wickelt, die die Lokalisation in einem mobilen Umfeld (z.B. eines [KEZ) betreffen. Hierbei stand
die Fusion von Daten einer [inertialen Messeinheit (IME)| mit weiteren Sensorinformationen in einer

schwach gekoppelten Filterstruktur im Vordergrund. Dies schloss die Entwicklung eines Verfahrens
ein, das mit Hilfe von Temperatur- und Luftdruckmessungen zuverlidssige Hoheninformationen lie-
fert, wobei auftretende Bias- und Skalierungsfehler auf Basis topografischer Informationen korrigiert

werden. Dadurch wird eine verbesserte Stiitzung eines inertialen [Fehlerfilters (FF)|erreicht, was wie-

derum zu einer zuverldssigeren Gesamtnavigationslosung fiihrt. Das Verfahren wurde in ein Lokali-
sierungssystem integriert, das fiir die Untersuchungen im Rahmen dieser Arbeit entworfen wurde und
die Verarbeitung sowohl kiinstlich generierter als auch realer Felddaten erlaubt. Das System umfasst
neben der Berechnung der vollstdndigen Navigationslosung durch die Strapdown-Gleichungen ein
[inearisiertes KALMAN-Filter (LKF)] zur Schiitzung der Fehler der Navigationslosung, wobei [GPS},
Magnetfeldsensor- und die durch den entwickelten Algorithmus gelieferten Hohendaten als Stiitz-

informationen dienen. Des Weiteren wurde ein sequenzieller Algorithmus zur Schitzung unbekann-
ter bzw. als zeitvariant angenommener Inertialsensorrauschparameter auf Basis des [EMlAlgorithmus

hergeleitet. Es konnte gezeigt werden, dass sich dieser [sequenzielle EM-Algorithmus (SEM)| durch

eine geringe Latenz auszeichnet, und die fiir den Filterprozess erforderlichen Systemrauschvarianzen
zuverldssig geschitzt und nachgefiihrt werden konnen. Die Parameterschétzungen weisen zudem eine
geringe Schitzfehlervarianz auf.

Nach einer kurzen Einfiihrung in den hier behandelten Themenkomplex wurde zunéchst auf den
aktuellen Stand der Forschung und Technik im Bereich der inertialen Navigation eingegangen. Aus-
gehend davon wurden die wissenschaftlichen Ziele dieser Arbeit definiert. In diesem Zusammenhang
wurde auf das zeitliche Verhalten von Sensorparametern eingegangen und gezeigt, dass eine vollstin-
dige, genaue Modellierung bestimmter Parameter nur eingeschriankt moglich ist. Durch die Annahme
zeitvarianter Rauschvarianzen wurde eine flexiblere Modellierung begriindet. Dabei konnte heraus-
gestellt werden, dass sich u.a. aufgrund von Vibrationen, denen eine [ME] ausgesetzt ist, zeitliche
Korrelationen ergeben, die im Rahmen des Filterprozesses entsprechend beriicksichtigt werden miis-
sen. Diese Korrelationen konnen durch ein Systemmodell (einem[GAUSS-MARKOV-Prozess|(GMP))
beschrieben werden, wobei die Rauschvarianzen des treibenden Rauschprozesses als zeitvariant an-

genommen werden. Die Annahme zeitvarianter Rauschparameter resultierte u. a. aus der Motivation
heraus, Modellierungsungenauigkeiten des Inertialsensorrauschens oder Aliaseffekte ausgleichen zu
konnen und eine verbesserte Positions- und Geschwindigkeitsschiatzung im Rahmen der Navigations-
l6sung durch den Strapdown-Algorithmus erreichen zu kénnen.

Nach der Betrachtung der grundlegenden Komponenten einer schwach gekoppelten Navigations-
filterstruktur, wurde das [LKH vorgestellt, das eine indirekte Filterung in der Weise vornimmt, dass
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nicht eine absolute Position, Geschwindigkeit oder Lage einer [ME geschitzt wird, sondern die aus
der Navigationslosung resultierenden Fehler. Zeitlich korreliertes Sensorrauschen ldsst sich bei der
Filterung beriicksichtigen, indem der [LKF-Zustandsvektor entsprechend erweitert wird. Um dies je-
doch zu vermeiden, wurde eine Modifizierung der géingigen Filtergleichungen vorgenommen. Auf
diese Weise konnte weiterhin der Einfluss eines zeitkorrelierten Rauschprozesses auf den eigentlichen
Systemzustand berticksichtigt werden, ohne eine explizite Berechnung der Rauschgrofien vornehmen
zu miissen. Die Herleitung des Filters schloss auch die Beriicksichtigung von Magnetfeldmessungen
ein, die u. a. dem[SEM]als Stiitzinformationen dienen.

Im Anschluss wurde der Ansatz prisentiert, der es erlaubt, die auf Temperatur- und Luftdruck-
informationen beruhende Hohenschédtzung mit Hilfe von topografischen Kartendaten zu korrigieren.
Die barometrische Hohenformel geht urspriinglich von konstanten Referenzparametern fiir Luftdruck
und Temperatur aus. Es wurde jedoch erortert, dass sich diese am jeweiligen Referenzort ebenfalls
dndern konnen und daraus Skalierungs- und Biasfehler in der Schitzung resultieren. Ein Vergleich
zwischen der direkt berechneten und der mit Hilfe der geschitzten Fehler korrigierten Hohe zeigte
Unterschiede, die mehrere Meter betrugen. Es wurde deutlich, dass bei Verfiigbarkeit entsprechender
topografischer Daten die optimierte Hohenschitzung trotz augenscheinlich geringer Auswirkungen
auf die Schwerebeschleunigung zu einer stabileren Navigationslosung des Gesamtsystems fiihrt, da
eine zuverlissigere Stiitzung des [[NS/GPS Navigationsfilters im Rahmen der Fehlerfilterung und der
Strapdown-Berechnungen erfolgen kann. Der positive Einfluss der korrigierten barometrischen Mes-
sungen konnte bei der Verwendung realer Sensorsignale ebenfalls herausgestellt werden. Zudem wur-
de gezeigt, dass sich dies auch bei auftretenden [GPS}Signalabschattungen bemerkbar macht. Weitere
Untersuchungen bezogen sich in diesem Kontext auf die Auswirkungen fehlerhafter Modellannahmen
in der Messgleichung des [FF, wobei anhand kiinstlich erzeugter Messsignale belegt werden konnte,
dass nicht beriicksichtigte Korrelationen in den[GPSHPositions- und Geschwindigkeitsschitzungen zu
deutlichen Einbuf3en in der Genauigkeit der Gesamtlosung fithren.

Ein weiterer zentraler Punkt dieser Arbeit lag in der Entwicklung eines Verfahrens zur Schitzung
zeitvarianter Systemrauschvarianzen. Dieses beruht auf dem [EM}Algorithmus, der in ein Verfahren
iberfithrt wurde, das die Beobachtungen nicht blockweise, sondern abtastwertweise verarbeitet. Da-
bei wurde die Zielfunktion, der bedingte Erwartungswert der Log-Likelihood der kompletten Daten,
in eine rekursive Beschreibung iiberfiihrt. Das Optimierungsproblem wurde gelost, indem nach Be-
rechnung der Zielfunktion diese mit Hilfe des NEWTON-Verfahrens in jedem Zeitschritt in mehreren
Iterationsschritten maximiert wird. Um sicherzustellen, dass die HESSE-Matrix negativ definit bleibt,
wurde ein zeitvarianter Parameter eingefiihrt, der von dem maximalen Eigenwert der Matrix abhéngt.
Des Weiteren wurde eine Transformation des gesuchten Parameters vorgenommen, um numerischen
Instabilititen entgegenzuwirken und zu gewihrleisten, dass die geschitzten Varianzen positiv sind.
Auf diese Weise liegt ein Algorithmus vor, der nur eine geringe Latenz aufweist und somit anndhernd
echtzeitfihig ist. Nach der ausfiihrlichen Herleitung des wurde die zusitzliche Verwendung ei-
nes [Sekundarfilters (SF)| erortert, das mogliche Singularititen bei den Berechnungen aufgrund des
verwendeten Zustandsmodells vermeidet.

Als Vergleichsverfahren wurden zwei weitere Ansétze zur sequenziellen Parameterschidtzung vor-
gestellt. Dies war zum einen ein Algorithmus, der die Korrelationen eines autoregressiven Prozesses
auf Basis der Differenz aufeinanderfolgender Messwerte rekursiv berechnet. Mit diesem

[Messwertdifferenzen-Verfahren (MD)] lassen sich zeitvariante Rauschprozessparameter zeitlich kor-

relierter Rauschprozesse schitzen, die Trajektoriendynamik kann dabei jedoch nicht vollstindig un-

terdriickt werden. Zum anderen wurde mit dem [Kovarianzmanagement (KM)| ein Verfahren ange-
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fiihrt, das auf einer empirischen Mittelwert- und Varianzberechnung ergodischer Prozesse beruht.
Dieses wurde so modifiziert, dass ein zeitvarianter Mittelwert und eine zeitvariante Varianz rekursiv
berechnet werden konnen.

Bevor die Ergebnisse zum préasentiert werden konnten, wurden Analysen der eingesetz-
ten IME] auf Basis der ALLAN-Varianz vorgenommen. Neben der detaillierten Untersuchung einer
ruhenden [MT7-Sensoreinheit wurde darauf eingegangen, welche Sensorausgangssignale und Sensor-
parameter bei einer sich bewegenden Sensoreinheit zu erwarten sind.

Als Datenbasis zur Untersuchung des[SEMldienten anschlieBend sowohl kiinstlich generierte Da-
ten als auch Messaufnahmen, die bei Fahrten mit einem aufgenommen wurden, welches mit
einer [ME] einem [GPSFEmpfinger sowie einem barometrischen Sensor ausgestattet war. Es wurde
deutlich, dass bei den Schitzungen, die auf kiinstlich generierten Daten ohne explizite Tiefpassfil-
terung beruhten, der [SEM] sehr gute Schitzergebnisse liefert, sofern Stiitzinformationen durch einen
satellitenbasierten Empfinger und Magnetfeldsensoren vorliegen. Wihrend der[SEMdie a posteriori-
Schitzungen des[FHbzw. [SHnutzt, wurden fiir die anderen Verfahren die Messvektoren direkt ausge-

wertet. Der|Root Mean Square Error (RMSE)|der geschitzten Rauschvarianzen der Beschleunigungs-

sensortriade wies im Rahmen der Untersuchungsergebnisse (ohne Tiefpassfilterung der Inertialsens-
ordaten) beim[SEMImit 2,021 - 10! ™/s2 eine um ca. 87 % bessere Schitzung gegeniiber dem[KMlauf
als es beim [MD]mit einem Fehler von 13,465 - 10~! ™/s2 der Fall war. Die Schiitzgenauigkeit war da-
bei um ca. 10,3 % hoher als beim [KM], das einen [RMSE von 15,018 - 10~ /52 aufwies. Diese Werte
sind auf systematische Schitzfehler zuriickzufiihren, die daraus resultieren, dass die Trajektoriendy-
namik und das Rauschen nicht vollstindig voneinander separiert werden konnen. Fiir den [RMSE] der
Rauschvarianzen der Drehratensensortriade wurde durch den im Mittel eine Verbesserung von
82 % gegeniiber dem[MDIbzw. 83,8 % gegeniiber dem [KM]bestimmt. Dieses Ergebnis fiihrte auch zu
zuverldssigeren Schitzungen der Navigationslosung (Position und Geschwindigkeit). Wihrend diese
gegeniiber dem [KM] und dem wenige Zentimeter in der absoluten Position betrugen, konnten
vor allem signifikante Verbesserungen gegeniiber einem Ansatz erzielt werden, der auf der Annahme
konstanter Systemrauschvarianzen beruht. Bei Betrachtung der Geschwindigkeitsfehler hob sich der
etwas deutlicher von den anderen Verfahren ab, denn in der Gesamtlosung zeigte es gegeniiber
dem[KMleine um 4,5 % hohere Genauigkeit.

Durch eine Tiefpassfilterung der Inertialsensordaten konnte im Rahmen ergénzender Untersu-
chungen ein Grofiteil des inhdrenten und vibrationsinduzierten Rauschens eliminiert werden. Den-
noch stellte sich auch in dem Fall der als das Verfahren heraus, das zu den signifikantesten
Verbesserungen in den Positionsschidtzungen fiihrte, da es sich indirekt auf Ungenauigkeiten in den
Modellannahmen einstellen kann. Es beriicksichtigt nicht nur die Messungen der Inertialsensoren,
sondern ebenfalls die a posteriori-Schitzungen des [FH

Insgesamt hatte die verbesserte Parameterschitzung durch den[SEMl geringere Auswirkungen auf
die Geschwindigkeits- und Positionsschitzung als zunichst angenommen. Dies kann damit begriindet
werden, dass im Rahmen der Filterung keine absoluten Navigationsgrofen, sondern deren Fehler
geschitzt werden, wobei die Datenrate und die Qualitét der Stiitzinformationen eine bedeutende Rolle
spielen. Die Herleitung der Gleichungen, die im Rahmen der schwach gekoppelten Filterstruktur
verwendet werden, beruht zudem auf einigen Approximationen. Dadurch fallen Abweichungen in
den Schitzungen der Systemrauschvarianzen des[FE weniger ins Gewicht. Ein deutlicher Unterschied
macht sich jedoch dann bemerkbar, wenn die Rauschvarianzen konstant und auflerdem zu niedrig
gewdhlt und die zeitlichen Korrelationen nicht beriicksichtigt werden. Bei der Analyse der Verfahren
auf Basis von Felddaten konnte gezeigt werden, dass der[SEM] Vorteile gegeniiber den beiden anderen
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Verfahren und [KM) aufweist, da die Abweichungen bei aufgetretenen [GPS}-Signalfehlern hier
objektiv geringer ausgefallen sind. Da sich die realen Magnetfeldsensordaten als unzuverlédssiger als
die anderen Sensormessungen herausstellten, wurde der [SEM] mit dem kombiniert, so dass auf
diese Beobachtungen verzichtet werden konnte.

Ausblick Die Ergebnisse, die im Rahmen dieser Arbeit erzielt wurden, lassen darauf schliefen,
dass mit dem hier vorgestellten System eine robuste und zuverldssige Methode entwickelt wurde,
um Inertialsensorfehler, aber auch Fehler und Signalausfille, die durch die Stiitzung anhand von

|Global Navigation System (GNS)Empfingerdaten auftreten konnen, in gewissem Umfang kompen-

sieren zu konnen. Der [SEM]lieferte i. d. R. zuverldssige Resultate.

Folgende Punkte lassen in diesem Zusammenhang dennoch Raum fiir weiterfithrende Untersu-
chungen: Die Zustandsiibergangsmatrix des[FHist zwar trotz der Linearisierung zeitvariant, dennoch
basiert die gesamte Filterstruktur auf mehreren Approximationen. Eine Verbesserung kann in der Na-
vigationslosung ggf. erzielt werden, indem auf eine Strapdown-Berechnung in Kombination mit ei-
nem [LKH verzichtet und stattdessen ein nichtlinearer geschlossener Ansatz unter Verwendung eines
[OUnscented KALMAN Filter (UKF)| oder [Partikelfilters (PF)| gewihlt wird. Dabei miissen allerdings
weitere Modellannahmen getroffen werden wie z. B. fiir die zeitliche Beschreibung der Beschleuni-

gung. AuBlerdem sind die genannten Filtervarianten i. d. R. mit einer sehr viel hoheren Rechenkom-
plexitit verbunden, was in der Praxis, vor allem in einem[KEZ} Umfeld, hiufig vermieden werden soll.
Ein Vorteil wiirde allerdings darin liegen, dass eine Messwertaktualisierung nicht von der Datenrate
des[GPSFEmpfingers abhingt, sondern von der Datenrate der [ME] Die damit verbundene dauerhafte
Beobachtbarkeit von Drehraten- und Beschleunigungssensormessungen am Filtereingang wiirde sich
vorteilhaft auf die Berechnung der a posteriori-Verteilung und damit den [SEM] auswirken.

Da das hier eingesetzte Navigationsfilter auf Stiitzinformationen basiert, ist die Genauigkeit in
der Navigationslosung auch von der Qualitédt der Stiitzinformationen abhéngig. Die Fehler, die bei
den satellitenbasierten Daten auftreten, bestimmen die Leistungsfihigkeit des nachgeschalteten Na-
vigationsfilters. Hinzu kommt, dass die eingesetzte [IME] einer niedrigen Genauigkeitsklasse zuzu-
ordnen ist und die Sensorinformationen nur kurzzeitig stabil sind, wihrend die [GPSHnformationen
hingegen langzeitstabil sind. An Stelle einer schwach gekoppelten Filterstruktur konnte eine eng ge-
koppelte oder direkt gekoppelte Struktur verwendet werden. Ein dabei notwendiger Zugriff auf die
satellitenempfiangerinternen Rohsignale ist jedoch bei den meisten Gerdten nicht moglich.

Die Zustandsiibergangsmatrizen der zeitlich korrelierten Rauschprozesse erster Ordnung wurden
hier durch die Korrelationszeiten festgelegt. Ein alternativer Ansatz mit zusétzlich zeitvarianten Zu-
standsiibergangsmatrizen DFFm, s DFF;w’ ;. konnte moglicherweise dazu fiihren, dass die zeitlichen
Korrelationen noch besser nachgefiihrt werden als es durch die Annahme einer ausschlieBlich zeitva-
rianten Rauschkovarianzmatrix der Fall ist. Dabei muss allerdings darauf geachtet werden, dass dies
nicht zu einem instabilen Systemverhalten fiihrt.

Inertiale Sensoren sind das klassische Werkzeug einer Innenraumnavigation, bei der oftmals kei-
ne satellitengestiitzten Informationen verfiigbar sind. Auch hier besteht hdufig das Problem, dass eine
IMEl nicht in der Weise durch vibrationsddmpfende MaBnahmen von dem zu navigierenden Roboter
oder der Person entkoppelt werden kann, dass die Sensordaten ausschlieBlich die reine Trajektorien-
dynamik aufweisen. In Kombination mit weiteren Stiitzinformationen, z. B. durch einen Laserscanner
oder einem Radarsensor, konnte der [SEM] eine Fusion der verfiigbaren Daten im Rahmen der Nach-
filterung unterstiitzen.



Anhang A

Erginzungen zum Global Positioning System

A.1 Fehlerquellen

Bei der [GPSHUbertragung spielen die unterschiedlichen Fehlerquellen eine wichtige Rolle, da sie
sowohl die Positionsbestimmung als auch die Geschwindigkeitsschidtzung beeintrichtigen. Die Feh-
ler lassen sich in Common-Mode-Fehler und Non-Common-Mode-Fehler einteilen. Common-Mode-
Fehler bezeichnen Systemfehler, die sich auf die Empfinger auswirken (z. B. durch Satellitenuh-
renfehler), wihrend bei Non-Common-Mode-Fehlern die Empfangsgerite oder die spezifische Emp-
fangssituation die Fehlerquelle darstellen.

Non-Common-Mode-Fehler Zu den typischen Non-Common-Mode-Fehlern zihlen:

o Empfingerseitiger Zeit- oder Uhrenfehler: Der empfingerseitige Zeitfehler, der auch als
»Zeitbias® bezeichnet wird, ist eine zeitvariante Fehlerquelle. Da die Positionsbestimmung
aufgrund von Signallaufzeitdifferenzen berechnet wird, ist es fiir die Genauigkeit der Mes-
sung wichtig, dass die Uhren von Empfangern und Satelliten synchronisiert sind. Ansonsten
resultiert ein Bias, das fiir alle Pseudorange-Messungen gleich ist. Im Falle eines Bias von
1-107%s wiirde sich ein Entfernungsfehler von ca. 100 m ergeben. Durch eine Fehlermodel-
lierung und Filterung nach kann das zeitliche Bias nachtriglich kompensiert werden,
wodurch dann auch der Einfluss auf die Positionsschidtzung verringert wird. Durch die statis-
tischen Messgroflen bleibt jedoch eine geringe Restunsicherheit in der Schitzung vorhanden.
Dieses Problem macht sich allerdings hédufig nur bei drei Satelliten bemerkbar, da schon bei
vier sichtbaren Satelliten das empfingerseitige Bias errechnet werden kann [TWO04].

e Empfingerrauschen: Das Empfingerrauschen resultiert aus Faktoren, die sich ausschlieBlich
aus dem Aufbau des[GPSFEmpfingers ergeben. Dazu zihlen die verwendeten Bauelemente und
die verwendeten Antennen. Diese Komponenten fiihren aufgrund von thermischem Rauschen
zu Messfehlern. Aulerdem konnen Nichtlinearititen auftreten, die zusammen mit dem thermi-
schen Rauschen zum Empfingerrauschen zusammengefasst werden. Die Fehlerordnung ist von
der verwendeten Technologie (z. B.[MEMS)) abhiingig. Bei aktuellen Empfingern fiihren solche
Fehler bei Pseudorange-Messungen zu Abweichungen von wenigen Zentimetern. Im Falle von
Trigerphasenmessungen betragen sie sogar nur einige Millimeter. Der Fehler wird hdufig durch
ein unkorreliertes[AWGR] mit Mittelwert Null modelliert.

e Mehrwegeausbreitung: Wie bei jeder Ubertragung per Funk kénnen durch Reflexionen an
Gebiduden oder anderen grofleren Objekten, die sich in unmittelbarer Umgebung des Empfin-
gers befinden, Mehrwegeausbreitungen entstehen. Die Mehrwegekomponenten fithren bei der
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Signalauswertung zu Fehlern, die von verschiedenen Faktoren abhingen. Im Falle von Pseu-
dorange-Messungen kann dieses bei zu hohen Leistungen der Mehrwegekomponenten zu Posi-
tionsschitzfehlern von bis zu 70 m fithren. Zur Kompensation wird im Empfinger eine Korrela-
tion mit einem Referenzsignal durchgefiihrt, um die Verschiebung des Maximums zu erhalten.
Ist die Leistung der Mehrwegekomponenten jedoch gering, so resultiert daraus lediglich ein
Positionsfehler von maximal 3 m. Dieser ist allerdings fiir heutige Anwendungen immer noch
sehr hoch, weshalb z. T. bessere Korrelatoren und Chipsitze eingesetzt werden. Weitere Aspek-
te sind in und zu finden.

Common-Mode-Fehler Zu den typischen Common-Mode-Fehlern zéhlen:

o Satellitenuhrenfehler: Jeder Satellit besitzt eine interne Uhr, die unabhéngig von den ande-
ren Satelliten lduft. Die Satellitenzeiten driften nach und nach von der eigentlichen [GPS} Zeit
ab. Der Fehler ist durch die Basisstationen beobachtbar und durch die Kenntnis der Atom-
uhrzeit kompensierbar. Die Korrekturen werden an die Satelliten mittels der Navigationsdaten
gesendet. Da die Korrektur nicht fortlaufend vorgenommen wird, bleibt ein zeitliches Bias bzw.
Satellitenuhrenfehler. Der Fehler ist unabhiingig von dem Aufenthaltsort eines [GPSFNutzers.

e Atmosphérenfehler: Die atmosphirischen Fehler sind bedingt durch zwei atmosphirische
Schichten: Troposphére und Ionosphére. Die troposphérische Schicht reicht von der Erdober-
flache bis zu einer Hohe von ca. 10 km. In der Troposphére dndern sich wetterbedingt sowohl
die Temperatur als auch Luftdruck und Luftfeuchte. Diese Anderungen haben Auswirkungen
auf die Ausbreitungsgeschwindigkeit der Signale und fithren zu Laufzeitverzogerungen. Die
Frequenz des Signals ist davon unabhingig. Des Weiteren ist der Elevationswinkel (der Winkel
des Satelliten iiber dem Horizont) von Bedeutung, denn dieser beeinflusst direkt die Entfer-
nung zwischen Empfinger und Satellit. Die Ionosphire dagegen erstreckt sich ab einer Hohe
von ca. 45 km und besteht aus ionisierter Luft. Anderungen der Ionisierungsrate bewirken eben-
falls unterschiedliche Laufzeiten des[GPSlSignals. Dies héingt allerdings von der Frequenz des
Satellitensignals ab. Die ionosphirischen Storungen sind zudem tagesabhiingig, weil sie nach
von der Sonneneinstrahlung abhingen. Giinstige Empfinger, die lediglich auf Basis
einer Tragerfrequenz arbeiten, sind nicht im Stande, die Ionosphirenfehler zu kompensieren.
Dies ist jedoch mit kostspieligen, hochqualitativen Empfingern moglich, die beide Trigerfre-
quenzen L, und L, auswerten konnen. Diese wurden im Rahmen dieser Arbeit jedoch nicht
verwendet. Weitere Verbesserungen sind durch das in [Kap]2Z.I.Tbeschriebene [DGPS moglich.

e Fehler aufgrund von Ephemeridendaten: Die Ephemeridendaten enthalten Informationen
iiber die Satellitenlaufbahnen, die von den Kontrollstationen laufend vermessen werden. Die
Daten werden ein- bis zweimal pro Tag an die Satelliten zuriickgesendet, die diese dem Nutzer
dann als Navigationsdaten zur Verfiigung stellen. Anhand der Koordinaten von mehreren Sa-
telliten und der errechneten Entfernung kann eine Positionsbestimmung durchgefiihrt werden.
Zwischen den Aktualisierungszeitpunkten der Ephemeridendaten wird die Satellitenposition
anhand eines Bahnmodells interpoliert. Dadurch entsteht ein zeitvarianter Fehler gegeniiber
der tatsdchlichen Umlaufbahn, aus dem ein Positionsschétzfehler von bis zu 1 m resultiert.

¢ Kiinstliche Fehler: Die kiinstlichen Fehler treten heutzutage eigentlich nicht mehr auf. Unter

|Selective Availability (SA)| wird ein kiinstlicher Storeinfluss verstanden, der vom amerikani-

schen Militdr aus Sicherheitsgriinden in Krisenzeiten eingesetzt wurde. Dieser Dienst wurde
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jedoch im Mai 2000 abgeschaltet. Der Effekt, der durch erreicht wird, ist eine ungenaue

Positionsbestimmung, wobei die Standardabweichung nicht selten bis zu zehnmal groéBer sein
kann als ohne

A.2 Proprietire PUBX-Datensitze

Bei den proprietiren PUBX-Datensitzen handelt es sich um keine bekannten Formate. In[TablA Tl[(a)]
und [TabJ[AT][(b) sind zwei Beispiele zu diesen Datensitzen aufgefiihrt, die im Rahmen dieser Arbeit
verwendet wurden. Weitere Details zu PUBX-Datensitzen konnen entnommen werden.

(a) PUBXO00-Datensatz

$PUBX Protokollkopf
00 Identifizierungsfeld
101011.75 Messzeitpunkt als|Universal Time Coordinated (UTC)}Zeit im Format [hhmmss.ss]
5142.88865,N | Geografische Breite (engl. Latitude) in [Grad + Minuten] und Nord/Stid-Indikator
00845.89310,E | Geografische Linge (engl. Longitude) in [Grad + Minuten] und Ost/West-Indikator
185.532 Hohe tiber dem [WGS84HErdellipsoid in m
G3 Navigationsmodus (hier dreidimensionale Losung)
3.5 Horizontale Genauigkeit in [m]
3.2 Vertikale Genauigkeit in [m]
42.628 Geschwindigkeit iiber Grund in [<™/n]
123.54 Kurs tiber Grund in [°]
-0.265 Vertikale Geschwindigkeit in ["/s] in Richtung Erdmittelpunkt
Alter der[DGPSIKorrekturen in [s] (leeres Feld, wenn nicht vefiigbar)
0.78 Horizontaler Genauigkeitsindex (engl.[Horizontal Dilution of Precision (HDOP))
1.22 Vertikaler Genauigkeitsindex (engl.|Vertical Dilution of Precision (VDOP))
0.65 Zeitlicher Genauigkeitsindex (engl.|Time Dilution of Precision (TDOP))
10 Anzahl der [GPS}FSatelliten, die fiir die Auswertung verwendet wurden
0 Anzahl der [GLONASS}Satelliten, die fiir die Auswertung verwendet wurden
0 Angabe, ob [DRl verwendet wurde (0/1)
*45 Priifsumme

(b) PUBX04-Datensatz

$PUBX Protokollkopf

04 Identifizierungsfeld

101011.75 | Messzeitpunkt als [TC}Zeit im Format [hhmmss.ss] (Stunde, Minute, Sekunde)
250210 [UTC1Zeit im Format [ddmmyy] (Tag, Monat, Jahr)

382211.75 | [UTCFWochenzeit in [s]

1572 [UTA Wochennummer

382211.75 | Reserviert fiir spitere Erweiterung, momentan [UTCHWochenzeit

201107 Empfingeruhrenfehler (Bias) in [ns]

-338.294 Empfingeruhrenfehler (Drift) in [5/s]

10 Quantisierungsfehler des zeitlichen Pulses (externer Anschluss) in [ns]

*1E Priifsumme

Tabelle A.1: Beispiele und Erlduterungen zu den PUBX-Datensitzen
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Anhang B

Ergianzungen zum Navigationsfilter

B.1 Mathematische Zusammenhiinge

Gegeben sei der Vektor w = (wx Wy wZ)T. Die kreuzproduktbildende Matrix w = [wx] ist dann
definiert als

0 —w, w,
Q=wx]=] w, 0 —w, (B.1)
—w, Wy 0

Fiir kreuzproduktbildende Matrizen von Drehraten gelten nach die folgenden Rechenregeln
am Beispiel von w, :

W = —Whe (B.3)
Wel, = Wej + Wij,- (B.4)

Eine|Richtungskosinusmatrix (RKM)|ist eine orthonormale Matrix. Folglich ist ihre Inverse gleich
der Transponierten. Beispielsweise gilt fiir Cy:

()= ()

B.2 Herleitung der Navigationsfiltergleichungen

Im Folgenden sollen die verwendeten Navigationsfiltergleichungen auf Basis der GI12), B2D
und hergeleitet werden. Der Index FF entfillt hier der Ubersichtlichkeit wegen. Anstelle von
(G13) wird hier eine verallgemeinerte Gleichung betrachtet. Fiir die Systemgl. (B.G) bis (B.8) und
Messgl. (B.9) folgt damit:

X, =P, -x,_1 +Gp-ny (B.6)
n,=D, n,_,+T, n, B.7)
w,=D, -w,_+T, v, (B.8)
z, = Hy -x;, + M, - wy, (B.9)

wobei 7, ~ N'(1;;0p1, Q) mit Q; := E [m,n] und v, ~ N'(v; 05,1, R)mit R := F [y, 1]
gilt. I',, und I, sollen hier konstante Matrizen sein, die den Einfluss des treibenden Rauschens be-
schreiben. Mit der Beobachtungssequenz z,.,_, := z4,...,2,_; gilt fiir die Filtergleichungen:

161



162 Anhang B. Erginzungen zum Navigationsfilter

Pridiktion Im Folgenden ist zu beachten, dass n; und w, keine SchitzgroBen sind. AuBerdem
sindP,, ,:=FE [nknk] undP, =
deshalb vollstindig vor der Filterung berechnet werden.

E [Wkw;ﬂ unabhingig von einer Beobachtung und kénnen

r T
Py =E (Xk - Xk\k—l) (Xk - Xk|l<:—1) Zl:kl]

=K _(‘I’k (qu - ﬁk—1|k—1) + Gk“k)
Zl:kl]

: (‘I’k (qu = X1k 1) + Gknk)
=FE _(‘I’k (qu - }A(k—1|k—1) +GD,ny_ + Gkrnnk>
T
: (‘I’k (qu - Xk—1|k—1> +G.D,ny_ + Gkrnnk>

= ‘PkPk—l\k—fI’g + @kPm,k—1|k—1D£G£ + GanPZn,k—uk—fI’%
+G;D,P,, . \D/G] + G, T, Q' G{. (B.11)
=E [( 5%|k—1) nﬂ Zl:k—l}
E [(‘I’k (Xk 1~ X1 1) + Gk“k) |z 1}
B[ (@ (%1 = it ) + GiDongy + G,To)
- (Dpng4 +Fn77k) Z1:k71}
= @kpmk_”k_lDZ +GD,P,, . D} + G, I, QI (B.12)
P =FE [(Xk - f‘k|k—1> Wﬂ Zl:k—l}
=FE [((I)k (qu - ﬁk—1|k—1) + Gknk) Wi, Z1:k71]
=F {(fl)k (xk_l - fckfllk,l) + Gknk> (D, wy_q + le/k)T’ Zl:k—l}
=& P, 1p1D0 (B.13)
Einsetzen von in (B.11) liefert:

P =®P 1 1@+ GDPL P+ P 1 Gl (B.14)

Zl:kl]

Pa:n,k|k:

Fiir die Kovarianzmatrizen der zeitlich korrelierten Rauschprozesse gilt jeweils:

T
=D,P,, ;1D + T, QT (B.15)

T
=B [(wak—1 + Fka) (wak—l + Fka> ]

=D,P,u s 1Dy + T, R (B.16)
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Aktualisierung

[ - A~ \T
Pop=F]| (ch - Xk|k71> (21, — 2y)

=F (Xk - &k\kfl) (Hk (Xk - &k|k71> + Mkwk>T

Zl:k:|

Zl:k:|

T
=Py Hi + Py i 1My, (B.17)

. T
Pzz,k =FE _(Zk —2) (Z — 24) ‘ Zl:k]
T
=FE (Hk (Xk - ﬁk\kq) + Mkwk) (Hk (Xk - xk\k—l) + Mk“’k) Zl:k]
= H Py Hi + HP o g Mg+ MGPL e HE + MP,, My (B.18)
Kk = sz,kP;zl,k

T T
= (Pk|k—1Hk +wa7k|k—1Mkz>

T T T T 7\ !
: (HkPk\k—lHk T HP g1 My + M Py g Hy + Mkwa,kMk) (B.19)
)A(k“(: = )A(klk,_l + Kk (Zk — ka(klk_l) . (Bzo)

Da n, hier keine SchitzgroBe des Systemzustandsvektors ist, wirkt sich dies auch auf (B.20) aus. Mit
n, als Element des Zustandsvektors wiirde

X = PrXp_qpp—1 T Gany, + K, (Zk —H,, (‘I’kkkq\kq + Gkﬁk|k)) (B.21)

gelten. Hier ist jedoch fck‘k = (I)kkk—l\k—l + K, <zk — Hkék}ik_llk_l), woraus schlieBlich die
a posteriori-Zustandsschitzung (B.20) resultiert. Mit dieser erhdlt man schlielich:

Pyp=F [(Xk - )A(k|k) (Xk - f(k\k>T Zl:k]
—E [((IM, - Kka> (xk - fck‘,H) - KkMkwk>

. ((Imo _ Kka> (xk - }A{k|k71) — K, M, w,

T

Zl:k:|

T T
-5 [(Im ~KeHy) (3~ Rpgt) (%0 Ryt ) (Toeo — K Hy)

T T
- KM wy, (Xk - }A(k\k—l) <IDXD - Kka:>

- <IDXD - Kka> (ch - )A(k|k71> wi MUK + K Myw,wi MK}

Zl:k}

= (Imo - Kka;) Pt — P HiKj + K, (HkPk|k—1H£ + Mkwa,ka) Kj.
+ K, <MkP§w,k|k—1Hz + Hszw,k|kf1Mz) K| — KkMkpfw,k\kq
— P MEKL

= (IDXD - Kka) Pk|k—1 - Pk|k—1H£K£
+ K, (HkPk:|k:—1H;€ +MPL e Hy +HP e (M Mkwa,kM;‘g) Kj
- Kk:Mk:Pgw,Mk—l - wa,k|k—1M£K£' (B.22)
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Die letzte Gleichung ist auch als so genannte JOSEPH-Form bekannt. Nach Einsetzen von (B.19) in

(B.22) folgt noch:

P = (IDXD - Kka> Pt — Pk\qu;}FK}cp + (Pk\qug + wa,k\quCkF) K}
T TyeT
— KMy Py k-1 = P rje—1 M Ki

(B.25)

ww,k*

= (Imp - Kk:ch) Pyt — KeMyPL (B.23)
Popp =F (Xk - f‘k\k) nj Zl:k}

=k (Xk o }A{k\k—l - K, <Zk: - Hk*k\k-l)) n{’ Zl:k}

(- 5] 5 ) ) ol

= (IDXD - Kka) P o klk—1 (B.24)
Powip = F (Xk - f‘k\k) W% Zl:k}

=E (Xk o f‘k\kfl - K, (Zk - Hk&k\kfl)) Wg Zl:k]

=k ((X’f - ’A(k\k—1> — K, (Hk (Xk - 5%|k-1) + Mkz“’k)) W%’ Zl:k]

(

Ipxp — Kka) wa,k\k—l - K;M;P

B.3 Herleitung der Systemgleichung des Fehlerfilters

Im Folgenden werden die fiir das Systemmodell des[Fehlerfilters (FF) aus[Kap 3l benotigten Matrizen
hergeleitet. Der Zeitindex ¢ wird der Ubersichtlichkeit wegen dabei weggelassen. Fiir den Zustands-
vektor des FHmit xp € R gilt:

T
T T T T T
Apgb,n Av:b,n A¢ Aba,x Abw,x
n n
Apeb,e A’Ueb,e A Aba,y Abw,y
o — | \APda Avg, 4 Ay Ab, . Ab,, .
FF
Positionsfehler ~ Geschwindigkeits- Lagefehler Biasfehler (Ab,)” Biasfehler ( Abw)T
(Apgb)T fehler (Ang)T (AT)T der Beschleunigungs- der Drehraten-
sensoren sensoren
(B.26)

Lagefehlerdifferenzialgleichung Konnen z. B. Biasfehler nicht vollstindig kompensiert werden,
wirken sie sich auch auf eine fehlerhafte Orientierungsberechnung aus. Ebenso fithren Ungenauig-
keiten hinsichtlich der Transport- oder Erddrehrate zu Problemen in der Orientierungsbestimmung.
Unter der Voraussetzung, dass die ideale C} nicht bekannt ist, aber zwischen dieser und der
geschitzten Matrix Cg ein Zusammenhang durch die Orientierungsfehlermatrix ¥ besteht, kann an-
genommen werden, dass

CP = (Isxs — ®)C} (B.27)
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gilt, wobei I, 5 € R3*3 eine Einheitsmatrix und

0 —AY  Af
=[rx]=| Ay 0 —A¢ (B.28)
A0 A¢ 0

nach (B.I) ist. D.h. W ist die kreuzproduktbildende Matrix des Vektors ¥ := (A¢ A6 Ay)T,
der die Fehler der Eulerwinkel enthilt. Nach dieser Notation wiirde der Vektor AY in ([B.26)
eigentlich den Fehler einer Lagefehlerschitzung bezeichnen. Allerdings wird nach jedem Aktualisie-
rungsschritt der Filterzustand des [FH auf einen Nullvektor gesetzt, da vorher eine Korrektur mit den
FehlergroBen durchgefiihrt werden konnte [WenO7]. Aus diesem Grund gilt vor einem Propagations-
schritt ¥ = AY, d. h. der Fehler in der Schitzung des Orientierungsfehlers entspricht dem absoluten
Fehler und damit A¢' = A¢, A0 = A0, Ay’ = Adp. Beriicksichtigt man, dass creynT =14
gilt, so ldsst sich nun[GIL] (B.27) umstellen:

U= —CHCHT + 1. (B.29)
Dies fiihrt zu der zeitlichen Ableitung
¥ = —cp(ep)’ - Cpen’, (B.30)
wobei
¢ = [w [ nbx} crab, = Cn (ngi + Q}’b) (B.31)

gilt. Hier kennzeichnet Q) die Matrix, die durch [w], x| gebildet wurde. Mit der Erweiterung des
rechten Terms in (B.31)) um (CE)T C} und der Beziehung 23, = —Q nach (B.3) erhilt man fiir die
Ableitung und analog fiir die zugehorige Schitzung der RKM]

—CrOR —QRCE und CF = CROR - OB O, (B.32)

Setzt man nun (B.32) in (B30) ein und beriicksichtigt noch den Zusammenhang in (B:27), so
erhdlt man nach einigen Umrechnungen

o =0 (IM - \11) - (ngg - w) on 4 (13X3 - \1:) co (Qb - Q?b) (cnyT
= CIAQR (CHYT — wCREAQE (C)T — AQE — Q) & + TQD

m?

(B.33)

wobei AQ}% = Qﬁj - Q?b und AQL = Q) — Q“ gilt. Fiir die vektorielle Form von [GI] (B.33)
folgt mit (B.27) und dem Zusammenhang — [Q2 Y x] = ¥Q! — QP ¥ fiir Q7 ~ Q (siehe auch
[GI] (B.28)) somit
T =-wl xY - Aw! + ClAWE — BCEAWE
= —wl X YT — Awl + (Iss — ¥)CRAWY. (B.34)
Wie beschrieben, wird nach jedem Aktualisierungsschritt der Filterzustand auf einen Nullvektor ge-

setzt [Wen(7]]. Da aus dem spiteren Korrekturschritt ¥ = AY folgt, erhiilt man durch Taylorreihen-
entwicklung beziiglich der gesuchten GroBen und Gleichsetzen mit (B.34)

oY oY oY
8 ‘r;b Aveb -+ 8T AT -+ 8TAb (B35)

= —wl X AT — Aw! + CPAWD (B.36)
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wobei auch %Aba = (Oist. Des Weiteren ist Apy, := pgy, —Day,, Avyy, 1= v — Vi, AY = T-Y
und Ab,, := b, — b,,. Anhand von [GI] @.36) und @37) wird deutlich, dass in (B.36) lediglich w,
bzw. Aw}l von der Position und der Geschwindigkeit abhingt:

ol

Rilj’:h + Q- cos(p)

Un
wi, = Wiy +wo, = — R:i”h . (B.37)
vy, . tan(p) .
—W -Q- Sln(go)

Um nun in[GI] (B:33) die ersten beiden Summanden auf der rechten Seite zu erhalten, muss unter der
Annahme konstanter Erdkriimmungsradien die [GL] (B.38)) gelost werden:

Ap
ow?r Ow™
Awﬁlzim A\ 4 in A0
oe A | | Ve
A:tfa)b,n
_ 0w Apt" owh .
T O(p M\ h) | R | ave TP
_Axgb,d
Qsin(yp) Veb e
TR, +h 0 R.1h)? 0 ﬁ 0
Yebn 1
- ! 0 —mpp |APet | ~mm O O Avg,
2 cos(p) Uik 0 _ b tan() 0 _tal@
T R,th  (R.Ah)(R,+h)cos?(9) T RAR)? R+h
-FY —F2)

(B.38)

wobei ApZ und Avy, wie in (B.26) definiert sind. In der letzten Gleichung muss beriicksichtigt

werden, dass die Matrizen Fl(;:fg’l) und Fl(:?f) an den zuvor geschitzten Positionen p, und Geschwin-

digkeiten V7, ausgewertet werden miissen, die sich durch die Strapdown-Berechnungen ergeben.'®
Den dritten Summanden in[GL] (B.33) erhilt man durch Vergleich mit (B.36):

s
P = gy = L] I (B.39)
eb™ Feb

n _gon
Veb—Veb

SchlieBlich betrachtet man noch[GI @.57), um Aw?! zu bestimmen. Wegen AQE = Qb — flﬁj folgt
dquivalent:

Awh =wh — @b = -b, —n,. (B.40)

PO = 22— _¢p (B.41)

resultiert. Somit stehen sdmtliche Grofen fiir das Aufstellen der Lagefehlerdifferenzialgleichung
(B.33)) zur Verfiigung.

16 Auf den Bezeichner SD sei bei den SchiitzgroBen in diesem Teil des Anhangs der Ubersichtlichkeit wegen verzichtet.
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Geschwindigkeitsfehlerdifferenzialgleichung Die bisherige Vorgehensweise ldsst sich auch fiir
die Geschwindigkeitsfehlerdifferenzialgleichung (.40Q) iibernehmen. Betrachtet man die Gleichung
im Detail, so fillt auf, dass eine Anderung des Geschwindigkeitsfehlers im Wesentlichen von den
Orientierungsfehlern, Fehlern in den Beschleunigungsberechnungen und den Geschwindigkeitsfeh-
lern selbst abhéngt. Setzt man und (B:27) in #.4Q), so erhilt man unter Verwendung
von (I, — W)~ =1,,, + ¥:

= (Lixs + W)CH (a3, — b,) — (2wht + wl) x Vi, + 8" — (Is + ¥)Chn,
~ (Iss + O)CR(AD — b,) — (20! +wh) x v& +g" — Cln,. (B.42)

Um die notigen Terme der Zustandsiibergangsmatrix des [FH zu erhalten, muss die Geschwindigkeits-
differenzialgleichung durch eine Taylorreihe approximiert werden:

8Veb 8veb ﬁveb
Ty o AT T b,

Durch Vergleich von (B.42) mit (B.43) fillt auf, dass lediglich das Kreuzprodukt von der Geschwin-
digkeit abhiingt. Nach Auswerten dieses Terms und Ableiten nach der Geschwindigkeit erhilt man

AV, = D AVE Ab,. (B.43)

Veb,d Vg, tan ¢ Yeb,n
P R,+h —2Q0sing -2 R.+h R,+h
eb __ . Vg, tan ¢ Vg, tANLQ Veb,d Veb,e
v, = | 2Qsinp + ETh Bk + R ih 2€) cos p + i |- (B.44)
e UI]
—252n —2Qcosp — 25 eb < 0
mn
2,2
e

Auch FEF’Q) muss spiter an den zuvor geschitzten Positionen pf, und Geschwindigkeiten v, ausge-
wertet werden. Entsprechend resultiert fiir die Ableitungen nach den Orientierungs- und Biasfehlern:

ovh 0 An ;

GIEb T Tar ([Cb( ba)x} T) = —[aj,x] = Fg:g) (B.45)
YD : A

Qbi ~ b <(13X3 + ‘I’)Cg(—ba)) ~ -G, = Fl(iiA)v (B.46)

a a

wobei ajj = Cn (ah —b,) b die gemessene Beschleunigung des Korpers beziiglich des i-Rah-

mens in Koordinaten des n-Rahmens ist, verringert um das geschétzte Bias der jeweiligen Beschleuni-

gungssensoren. Bei[GLl (B.46) wurde zur Vereinfachung angenommen, dass das Produkt aus Bias und
kreuzproduktbildender Matrix sehr klein ist.

Positionsfehlerdifferenzialgleichung Im Folgenden sollen nun noch die entsprechenden Terme der
Zustandsiibergangsmatrix hergeleitet werden, die fiir die Berechnung der Positionskomponenten des
Folgezustandes verantwortlich sind. Dazu miissen die Differenzialgleichungen

. 09 oo

Ap =22 AR+ O A B.47
P gy N (B4
) ) 0P

Al = 2 ap+ 2 an A B.48

9p " T n AT Gy, Aebe (B49)

, h

A== Ap (B.49)

8veb,d
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unter Beriicksichtigung der[GI] #.46)) bis (4.48) gelost werden. Durch Einsetzen der Differenzen, die
sich in Anlehnung an die [GI] @.43)) bis (#.43)) ergeben, kann der Zusammenhang

S = O

Ueb,n
0 U s
ApPR = | Yob.ctan(e) Veh.e
Peb R, Th R, 1h
0 0 0
(1,1)
Fip

c (1) e . . . .
gewonnen werden, wobei FI(QF’ ) fiir die Vektoren PS, = Pop und v = Vv ausgewertet wird, die

sich aus den Strapdown-Berechnungen ergeben.



Anhang C

Herleitung der Filtergleichungen zur Beriicksichtigung
zeitverzogerter Messungen

In diesem Abschnitt sollen die in 5.3.2] verwendeten Gleichungen hergeleitet werden, die eine
Beriicksichtigung von Messwerten ermoglichen, welche bereits vor ihrer Beobachtung giiltig waren
und nur verzogert bereitgestellt werden konnen. Wir gehen im Folgenden von einem zum Zeitpunkt

k — i’ giiltigen, jedoch erst zum Zeitpunkt k verfiigbaren Messvektor zi_i, aus, so dass
zp = Hy Xy + My Wiy (C.1)
Wiy = DyWi_y 1 + Ty (C2)

gilt, wobei v, ~ N (v;_,; 05,1, R;_,) weil und GAUSS-verteilt mit Mittelwertvektor 0, , und
Kovarianzmatrix R, ist. Anders als in wird hier der Fall betrachtet, dass das Messrau-
schen zeitlich mit dem Systemzustandsvektor korreliert ist. Das Residuum lautet dann

k=i s
sk—i’ = Zk‘ — Hk—ilxk—i’“c—i’—l' (C3)

Dabei ist fck_i,‘ s die propagierte Schitzung des Systemzustandes zum Zeitpunkt k — 7', gegeben
die Messungen bis einschlieBlich & — i’ — 1, und H 1 die entsprechende Messmatrix. Im néchsten
Schritt wird ein Residuum auf Basis eines extrapolierten Messwertes z’,j* berechnet, welches aufgetre-
ten wire, wenn es keine Verzogerung zwischen Messzeitpunkt und Verfiigbarkeitszeitpunkt gegeben

hitte. Dieses Residuum ist
k ~
E]: = Zk’* — HkJXk‘k—l' (C4)

Setzt man beide Residuen (C3)) und (C4) nun gleich, so erhiilt man

k* — k_Z/ H 5 H 5 C 5
2, =2, T HEXp 0 — i X ki1 (C5)
Durch Einsetzen von (C.I) folgt mit den Abkiirzungen Axk|k_1 = X, — )A(k|k—1 und

Axk—i’\kz—z"—l = Xt T Xt et -1

kx
z, = Hkxk _Hk‘AXkUCfl + Hk—i'Aka’i/U{fi/*l + Mk_ilwk_i/, (C6)

*

Wk

wobei w;. das zum Messvektor ZZ* zugehorige extrapolierte Messrauschen darstellt, das mit dem
Systemzustand korreliert ist. Es miissen daher neue KALMAN-Filtergleichungen gefunden werden,
welche die Korrelation mit dem Messrauschen und dem Systemzustand x,; sowie x, _,, beriicksich-
tigen. Bei den Gleichungen in [Kap]@.6.1l mussten nur die Korrelationen zum aktuellen Zeitpunkt &
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einbezogen werden, die sich durch Rauschprozesse hoherer Ordnung ergeben haben. An dieser Stelle
werden jedoch Korrelationen aufgrund von zeitlichen Verzégerungen beriicksichtigt, die vom Zeit-
punkt k& — i’ abhingen, wobei 7' > r” und r” die Ordnung des Rauschprozesses ist. Dieses motiviert
eine neue Herleitung zur Berechnung der Schitzfehlerkovarianzmatrix.

Zunichst wird eine Innovationssequenz zur Bestimmung der a posteriori-Schitzung des System-
zustandes festgelegt. In Anlehnung an (@.97) wird daher

5 5 * kx 5
Xglk = Xplk—1 T Kj, (Zk - Hkxk;\k;_1> (C.7
aufgestellt, die sich durch Einsetzen von (C.6]) zu
Xk = Xppp—1 + Ky (szxk +wj — ka(k\k_l) (C.8)
N « k—i! R
= Xpp—1 + Ki <Zk b - Hk—i’xlcfﬂk—i’—l) (C9)

vereinfacht. Durch Subtraktion beider Seiten von dem Vektor x;, wund der Abkiirzung
AXMk =X — f(k‘k erhilt man

Axk|k = (IDX'D — KZ,‘Hk‘) Axk|k_1 — KZW;; (CIO)

Durch Bildung von Pk:\k: = F [AxklkAxZ'k’zl:k} folgt fiir die Fehlerkovarianzmatrix des
a posteriori-Schitzwertes

T
Py = (Toxo ~ KiH, ) Py (Tooo — KiHy) — (Towo — KiH ) Py gy (K7
*spT * T * s\
~KiPT (Imp — Kka) + KiP e s (KD (C.11)

Fiir die Kovarianzmatrix P . Klb—1 gilt dabei unter Beriicksichtigung des extrapolierten Messrau-
schens w;, aus[GI] (C.6):

VA
P ppm1 = E {Axk\kfl (W) Z1;k71}
= — Py Hy + Py o By M P 1 (C.12)
wobeli
T
Py i1 =L [AXHI@—IAxk—i’\k—i’—l‘ Zl:k—l] ) (C.13)

Powpp—ifh—1 = E {AXWAWZ_W Z1:k71} : (C.14)

Da wir annehmen, dass der Fehler zum Zeitpunkt & nicht mit dem Messrauschen zum Zeitpunkt k& — ¢/
korreliert ist, gilt wa’ ki k1 = Op 5, WObEI W, € R™ sei. Es miissen demnach nur noch zwei
Kovarianzmatrizen bestimmt werden, um die Losung fir P We 28 erhalten, da

o7 . . . o s foinT
Pw*z,k|k71 = wa*’k‘kil gilt. Durch Einsetzen von (C.6) in Pw*w*,k|k71 =F [wk (W) Zl:kfl]
erhilt man:
_ T T T T
P o1 = P Hy —H Py Hy oy — Hy P H,
T T
By Py H F Hy Py iy 1 My
T T T
My i Pr i it 1 i + Myt Py o M- (C.15)
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Setzt man (C.12) und (C.13) in (C.II) ein, so erhilt man nach einigen Umrechnungen:

_ T w\T * T
P =Pt = PripprHimor (Ki)" —KGH Py
* T T
+ K} (Hk—i’Pk—i’|k—z"—1Hk—i/ +Hy i Py it p—ir -1 M

*\ T
+ My Pl o Bl + My P 'M;}F—z") (Ky)" - (C.16)

ww,k—1i

Fiir die Berechnung der Kovarianzmatrix P, f—if|fo—1 TUSS zunéchst eine Formulierung fiir die
Anderung des Schiitzfehlers Axk| 11 gefunden werden. Diese erhélt man durch Subtraktion der Glei-
chung fiir den pridizierten Systemzustand (©.90) von der Systemmodellgl. (£.76), woraus

AXppor = PrAX_y )y + Gyny, (C.17)

resultiert. Um nun den noch unbekannten Vektor Axj,_y;_; ersetzen zu kdnnen, miissen auch die
Messungen beriicksichtigt werden, die zwischen dem Giiltigkeits- und Verfiigbarkeitszeitpunkt der

verzogerten Messungen liegen, denn diese konnen in der {iblichen Weise verarbeitet werden. Analog
zu (CI7) kann fiir diese

Ay = (IDxD B Kka> Axpppoy — KpMywy, (C.18)

aufgestellt werden, wobei K, wie in #@.98) berechnet wird und w, wieder das zeitkorrelierte
Rauschen darstellt. Ersetzt man nun in (C.17)) Axkfu 11 mit Hilfe von (C.18)), so fiihrt dies zu

AXpp1 = Py, ((IDXD - chlek71> AXp g — chfleflwkfl) + Gy (C19)

Durch mehrmaliges sukzessives Einsetzen von (C.17)), (CI8) in (C.I9) bis zu dem Zeitpunkt k — 7/,
an dem der verzogerte Messvektor giiltig war, erhélt man nach einigen Umrechnungen

Axk|k_1 = ( H ¢k—m’+1 (IDXD - Kk—m’Hk—m’>> Axk_“k_i/_l

m/=1

i'—1
_ ( I @i (IM, - Kk_m,Hk_m,>> &, o Ky My Wi

m/=1

+ iy, ..oong ) —f(We g W), (C.20)

wobei mit f(. ..) Funktionen bezeichnet werden, welche von den System- bzw. Messrauschvektoren
abhéngen, die wiederum nicht korreliert sind. Diese sind ebenfalls nicht mit dem Vektor Ax it i/ —1
korreliert. Die Berechnung von P, feif -1 fiihrt daher zu

,L/
Pi—iro—1 = ( H P g1 (IDXD - Kkm’Hkm’>> P ik—ir—1

m/=1

=1
T

m/=1

(C.21)
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Die letzte Unbekannte ist die Gewichtungsmatrix K, in[GLI (C.11). Diese kann durch Nullsetzen der
Ableitung der Spur der aktualisierten Schiitzfehlerkovarianzmatrix in (C.16) nach der Gewichtungs-
matrix berechnet werden:

Jspur (Pk‘k) e -
K ko o—i/ | k—1 ki
+ 2K, (Hk—i’Pkfi’Ucfi’lez—i’ + Hk—z”wa,kfi’\kfi’flMZ—Z”
+ My Py ey By + Mk—i’wa,k—i’Mg—z"> (C.22)
= Oprp, (C.23)

woraus

* T T T
Ky =P ipp—1Hr v (Hk—i’Pk—i/|k—i’—1Hk—i’ +H, ;P H—it—1 Mgt

zw,k—1i

-1
+ Mk-,l'/PT /Ik_i/_lHZ;;i/ + Mk*Z'P ’szi’> (C24)

zw,k—1 ww,k—1

resultiert. Setzt man dieses Ergebnis wiederum in (C.I6) ein, so vereinfacht sich die Aktualisierung
der Schitzfehlerkovarianzmatrix zu

Py = Prpor — KiH yPhy ey (C.25)

Mit (C.8)), (C21D, (C2Z4) und (C.23) stehen simtliche Gleichungen zur Verfiigung, um zwar sub-
optimal, aber effizient die verzogert verfiigbaren Messungen beriicksichtigen zu kdnnen. Die Aktua-
lisierung des Systemzustandes kann dabei durch [GL] (C.9) erfolgen. Fiir die Berechnung der Kreuz-
kovarianzmatrizen Pxn,k\ ; und wa,k| .. spielt ebenso (C.9) eine wichtige Rolle, sofern verzogerte
Messungen vorliegen:

| 7| k—i’

Pzn,k|k =F Axklknk ‘ Zy. }
_ o s k—i o T, k—i’
=K (Xk = X1 — Ky (Zk - kai’xk—i’|k—i’—1)> Ny | 2y, }

- ) ) ) .
=& ((Xk - Xk|k—1)_ K (Hk—i’ (Xk:—i’ - Xk—i’\k—i’—1)+ Mk—i’wk—i’)) nf‘ Ziy }
=P n,k|k—1 (C.26)

el T|, k—i
Powir =E AXk|kaz‘Z1:k }

e N s [ k—i! s T\, k—i
=B (Xk — X1 — K (Zk - Hk—i’kai’Uc—i’—l)) Wi | Zyy, ]

- ) ) ) .
=E| ((Xk - Xk;|k—1) - K <Hk—i’ (Xk—i’ - Xk—i’\k—i’—1)+ Mk—i’wk—i’)> Wﬂ 200 ]




Anhang D
Herleitung der barometrischen Hohenformel

In diesem Abschnitt soll gezeigt werden, wie aus einem gemessenen Luftdruck und Temperaturin-
formationen eine Hohe bestimmt werden kann. Dabei spielt die hydrostatische Grundgleichung nach
die entscheidende Rolle. Diese beschreibt die Anderung von Druck und Dichte in Abhin-
gigkeit von der Hohe. Zur Herleitung der hydrostatischen Grundgleichung betrachtet man ein qua-
derformiges Volumenelement dV' mit der infinitesimalen Hohe dA und der Grundfliche dA. Von
unten wirkt auf die Fliche d A nur eine durch den von der Hohe abhéngigen Atmosphirendruck P(h)
verursachte Kraft

FE,:= P(h)-dA. (D.1)
Von oben wirkt auf die Fldche ein um den Betrag d P verschiedener Druck und damit die Kraft

F, := (P(h) +dP) - dA. (D.2)

o

Zusitzlich hierzu wirkt von oben die Gewichtskraft F’ 9 der in dem Volumen dV = dA-dh enthaltenen
Luftmasse dm mit der Dichte p:

F,=dm-g(h)
= p(h)-dV - g(h)
=p(h)-dh-dA-g(h). (D.3)
Hier bezeichnet g(h) die von der Hohe abhiingige Schwerebeschleunigung. Die Summe aller Krifte

muss im Gleichgewicht Null ergeben, d. h. F,, — F,, — F}, = 0. Einsetzen von (D), (O2) und (D3)
liefert dann
P(h)-dA— (P(h)+dP)-dA —p(h)-dh-dA-g(h) =0
—p(h)-dh-g(h) —dP =0
dpP
— = —p(h)g(h). D.4
o p(h)(h) (D.4)
Aus der idealen Gasgleichung in [[Tip99] ergibt sich auBerdem fiir die Dichte p(h) der Luft unter
Beriicksichtigung der Konstanten in [Tabl6.1}

P(h)-M
h) = ——"—. D.5
Auch wenn die ideale Gasgleichung nicht die Luftfeuchtigkeit beriicksichtigt, kann sie hier als aus-
reichende Niherung verwendet werden. Einsetzen von (D.3) in (D.4) liefert die Ausgangs-

gleichung zur Herleitung der barometrischen Hohenformel:
dP  P(h)-g(h)-M

dn — 0-T(h) (D-6)
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Fiir die weitere Berechnung ist es notig, einige Annahmen zur Vereinfachung zu treffen. In der Regel
sind die molare Masse M der Luft und die universelle Gaskonstante ¢ unabhingig von der Hohe.
Zusitzlich wird nun die Schwerebeschleunigung unabhingig von der Hohe auf den Wert g, (auf[NN)
gesetzt. Diese Vereinfachung erlaubt es spiter, einfacher liber die Hohe zu integrieren.

Die hiermit bestimmte Hohe wird als geopotentielle Hohe hg,, bezeichnet. Die Umrechnung in
eine geometrische Hohe /g, ist durch Umstellen von[GL] (#.3) méglich :

Rgeom = | 52 | . D.7
geom <RO _ hgeop ( )

Bis zu einer Hohe von 3 km liegt der Unterschied zwischen hyeqy, und g, fiir die in dieser Arbeit
eingesetzten Sensoren im Bereich einer Messgenauigkeit von 1 m. Zudem ist die Anderung dieser
Abweichung in Abhédngigkeit von der Hohe so gering, dass diese, im Vergleich zu anderen Fehlern,
kaum einen Einfluss hat und durch die Fehlerfilterung korrigiert werden kann. Aus diesem Grund

wird auf die Umrechnung verzichtet und h := h hgeom geSCLZL.

geop —

SchlieBlich ist es noch noétig, fiir die Temperatur 7' passende Annahmen zu treffen, so dass sich
diese in Abhingigkeit von der Hohe beschreiben lisst. Eine gute Ndherung fiir den Temperaturverlauf
ist dabei eine lineare Abhingigkeit von der Hohe. Dieser wird auch in vielen Modellen fiir eine

Standardatmosphére angenommen. In wird dabei folgender Zusammenhang angegeben:
T'(h) =T(hg) + o - (h = h), (D.8)

wobei der (negative) Temperaturgradient 7y, eine mit der Hohe abnehmende Temperatur in [K/m]
beschreibt. Diese Annahme gilt fiir den Bereich von 0 km bis 11 km Héohe iiber NN| 7'(h,)) ist dabei
die Temperatur auf Referenzhohe k), welche fiir den hier betrachteten Bereich von 0 km bis 11 km
auf Om gesetzt wird. Oberhalb von 11 km (bis zu einer Hohe von 85 km) existieren Bereiche fiir
die andere Temperaturgradienten und Referenzhohen definiert sind. Diese sollen jedoch nicht weiter
betrachtet werden.

Setzt man nun die 0. g. Annahmen in [GI] (D.6) ein, ergibt sich:

P P(h)-go- M
dh - (T(hy) + 7o - (h—hy))
P(h1) hl
dP 9o M
= dh. D.9
/ P(h) /z- (T(hg) 4o - (B = hyg)) 2
P(hg) hg

Mit dem allgemeinen Zusammenhang

1 1 cx+d
de = D.1
/(ax—l—b)(cx—i—d) T be—ad ax+b|’ ©.10)
wobei ¢ # 0 [BSMMO0], folgt nach Verwendung von h = hy und P(h) = P(hy):
P(h) ) M-gy 1 <T(ho)+’70'(h_ho))
In = — -—1n . (D.11)
<P(ho) ¢ Yo T'(hy)

Das Anwenden der Exponentialfunktion auf beiden Seiten der [GI] (D.11) und das Umstellen nach
P(h) fithrt nun zur barometrischen Hohenformel, die den Luftdruck P in Abhingigkeit von der Hohe



175

h beschreibt:

J\/I~go ]VI~gO

o B T, o To+v - (h—hg)\ %0

Ty
mit Py = P(hy) und Ty = T'(hy).[GLl (D.12) lisst sich leicht nach i auflosen und man erhilt einen
Ausdruck, der die Hohe h in Abhingigkeit vom Luftdruck P beschreibt. Es folgt:

L9

P\ o T,
WP, Py Ty) =ho+ | (=2) © —1]- =2 (D.13)
P Y%

Mit den[GL] (D.8), (D.12) und (D.13)) hat man nun zwei Méglichkeiten:

e Berechnung von 7'(h) und P(h): Sind Werte fiir T, h,, P, und h gegeben, ist es mit den
(D.8) und (D.12) moglich, ein Temperaturprofil 7'(h) und das dazugehdrende Druckprofil
P(h) fur die gegebenen Hohen h zu erzeugen.

e Berechnung von (P, F,,T}): Sind Werte fiir h,, T, P, und P bekannt, ist es mit der
(D.13) moglich, aus dem Druck die Hohe h zu berechnen.
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Anhang E

Erginzungen zu den Parameterschitzverfahren

E.1 Sequenzieller EM-Algorithmus

Im Folgenden werden einige Herleitungen und Erganzungen zu[Kap |7l gegeben.

Mathematische Zusammenhiinge Es sei im Folgenden C € RP*P eine quadratische Matrix, die
aus den Komponenten C' (m".f') besteht, und S eine symmetrische Matrix. Des Weiteren seien zwei
Vektoren e und b gegeben. Der Vektora,_, := (0...010.. .0)7 ist ein Nullvektor mit einer Eins
an der m/-ten Position. Des Weiteren sei

1 fiir m' = f
Sy 1 ._{ 0 fir £ F (E.1)

das KRONECKER-Delta. Nach gilt:
e’ C™'b = spur {eTC_lb} = spur {C_lbeT} . (E.2)

Sei nun weiterhin P := C~1SC~!, wobei Pf) die Komponenten der Matrix P bezeichnen, so

gilt nach :

8Spur {C_IS} . (m/ f’) (f, m’) (m’,f’)
scir =~ (P P =5, P )

= —a%/Paf/ — a?/Pam/ =+ 5m/f/a$n/Paf/. (E3)

Ist die Matrix C jetzt auBerdem symmetrisch, so folgt mit A, als Nullmatrix, die aber an den
Positionen (m/, f') und (f’,m’) eine Eins aufweist:

Jspur {C_IS} B

a?,Pam, = a;rn,Paf, = Sy e —(2— (5m,f,)a%/Paf/ (E.4)
(%ggg{c}) = (2¢7! —diag™" (C1))
(928;,) =-C A}, nCH

= —C_l (am/a}cﬂ/ + a?am/ — 5m/f/am/a?/) C_1

= —(2 — (5m/f/)C_lam,a3:/C_1. (E6)
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Zielfunktion Der Logarithmus einer Verbundverteilung aus einer Sequenz von Zufallsvektoren x, .,
(als Realisierungen der gleichnamigen Zufallsvariablen x; ., ), einer Sequenz z,.;, von Beobachtungs-
vektoren (als Realisierungen der gleichnamigen Zufallsvariablen z,.;, ) vom Zeitpunkt k& = 1 bis zum
aktuellen Zeitpunkt k sowie der unbekannten, diagonalen Kovarianzmatrix Q,, = diag(q,,), kann mit
Hilfe der BAYES’schen Regel fiir bedingte Wahrscheinlichkeiten wie folgt vereinfacht werden:

log (p (X1:k7 Zy.k5 qn)) = log (p (1.4 [%1.0) - P (X1:k§ qn))
=log (p (z,.4]%14)) +log (p (%145 9,)) - (E.7)

Da fiir ein autoregressives Modell erster Ordnung (wenn x; unabhiingig von x; _,, etc.)

K=2

k
log (p (x1.43y)) = log (p (x0) [] p (%l 1 qn)>

=log (p(x;)) + Zlog ,{]xﬂ_l;qn)) (E.8)

gilt, folgt:
log (p (X1.4> 2145 qn)) = log (p (x1)) + log (p (1. [x1.1) Zlog (Xl%01; qn)) , (E9)

wobei p (x;) =N (xl; 05 1s P1> und P, die Kovarianzmatrix der Zufallsvariablen x ist.

Erwartungswertberechnung Im Folgenden soll gezeigt werden, wie die Matrix E, in [GL] (Z.40)
geschitzt werden kann. Fiir die Matrix gilt:

E; =B [(x), — 4x,_1) (% — (I)kzxkfl)T‘ ]
= B[ (xp — ®pxp_1) (x4 — q’kxk—l)T‘ 2113 Ay ] (E.10)

Durch Ausmultiplizieren folgt:

E, =E [x;xt|...] = ®.F [x,_1x}|...] = B [x)x}_1| ... ] @} + ®,E [x)_1x}_4|...] ®F.
(E.11)

Zunichst werde die Schitzfehlerkovarianzmatrix betrachtet. Es gilt:

P, =E [(xk %) (% —ﬁk‘k)T }

=B x| ] = F x| ] - B ekl ] 4B [t ] @12

Da ’A(k|k =F [xk| Zy. qn,k_l} folgt fiir (E12) und damit fiir den ersten Summanden in (E1T):

= E[xp x}| .. ] = %X —fck‘kfcg‘k + Ry K
=B [xpxg |- ] _)A(k:\kf(ﬁk

T A o T
= B [xpxXp | 2103 Gy pm1] = Pryge + R Xpgpe (E.13)
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Analog erhilt man fiir den letzten Summanden in (EIT) mit X gy =E {xk_l‘ Z qu_l] :

T A o T
B [% 1%k 1| 215 Q] = Pk T X1 pXe— 1)k (E.14)

Die beiden mittleren Summanden in (EIT) miissen gesondert betrachtet werden. Es sei P, k1l
die so genannte Lag-One-Schitzfehlerkovarianzmatrix [RAGO04:

T
Py =F [(Xk - Xk\lc) (qu - Xk—1|k>
T N A N
E [xk inll . ] - K [Xk\kx;{—l‘ . } - B [xkxz_”k’ . ] +E [Xk\kxz—l\k’ . }
T . T N
=F [xk xk_1’ ] — X B [xk_l‘ .. } ) {xk’ } XZ—l\k
_|_

E (%] -] B Kl ] (E.15)

21 qn,k1:|

Da auBlerdem E {f{,ﬂk‘ .. ] = fck‘k und F [}Acg_l‘k‘ .. } = fcf_llk gilt, folgt:
Piap=E x| ] =% B [xia] -] (E.16)

Bei genauer Betrachtung von (EJI4) und (E.I6) fillt auf, dass F [X;}F—1‘ Zy.1 qn,k_l} = Xg—uk +
*£—1| 4_1 ist, denn dieser Erwartungswert muss in Abhéngigkeit von der aktuellen Beobachtung z,

und der Schitzung 6177 —1 bestimmt werden. Aus diesem Grund muss eine Erweiterung des System-

zustandvektors entsprechend XZ — (Xg xg 1) vorgenommen werden.

E.2 Empirische Parameterschitzung

Im Folgenden sei Z; ein Vektor, bestehend aus reellen Zufallsvariablen, und z, ., € RP mit
1 < f/ < kund f’ € N dessen Realisierungen. Nach [Bal09] und [OS99] sei Z, ergodisch und
die Realisierungen seien konstant in dem begrenzten Intervall 1 < f/ < k. Der Mlttelwert Py und die

korrespondierende [D x D]-Kovarianzmatrix Q, = diag (qT) sind zum Zeitpunkt k£ gegeben durch

k
1
=1
1 k
miy =B (2] = o ) A (E.18)
=1
ari = B (2 — )] (E.19)

wobei m? ;. der Erwartungswert des quadrierten Vektors ZT ist, der durch den empirischen Mittelwert
der quadrierten Realisierungen Zy p Zum Zeitpunkt k angendhert wird. Fiir eine rekursive Beschrei-
bung des empirischen Mittelwertes setzen wir zuerst (EI8)) in (EJ9) ein. Damit gilt:

Qi = Mig ~ Hie (E.20)
Andererseits kann fiir den empirischen Mittelwert der quadrierten Realisierungen auch

1
miy~ o | Ze D 7y (E.21)
=
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geschrieben werden. Mit m% o1 R ﬁ Zl;;ll z? f erhalten wir eine rekursive Beschreibung:
1
m?; ~ - (k=1)m?; | +2,). (E.22)

Ersetzen wir nun m% . in[GL1(E20) durch (E22), so folgt:

1 1
q‘f‘,k = (1 — ]{j) m%k_l + E Z%,k — p‘%,k (E23)

Analog zu [GI] (E21) erhalten wir damit ebenso eine rekursive Formel fiir den Mittelwertvektor in

(E.ID mit
1 1
uT7k =(1- % lJJTyk—l + % ZTvk' (E24)

In (E24) werden bereits simtliche Beobachtungen Zi ..., Z; ) berlicksichtigt. Falls bereits eine
a priori-Information iiber den Mittelwert vorliegt, so sollte £ > 1 gewihlt werden, um dieses Wissen
zu beriicksichtigen. Um nun eine rekursive Form fiir die Berechnung der Kovarianzmatrix zu erhalten,

kann (E.24) in[GI] (E23)) eingesetzt werden:

1 1 1 ! 2
Qi = <1 _ k> m%,k—l + T z]%,k - <<1 - k:) Big—1t+ 7 ZT,k>
1 1 2
- <1 - k) <m%k_1 - N%,k—l + 7 (ZT,k - “T”f—l) >

1 1)1 2
= <1 — k> q.'i',k*l + (1 — k‘> % (ZTvk - l’l"l',kfl) 5 (EZS)

wobei Mgy = ﬁ Z]Jf,_:ll Zi gilt. Mit diesen Gleichungen wird somit ein exponentiell gewichte-
tes Fenster iiber das jeweilige Datenintervall gelegt.

Alternative 1 Da sich die Definition fiir die Stichprobenvarianz von der in[GL] (E.19) unterscheidet,
hat dies auch Auswirkungen auf die nachfolgenden Herleitungen. Geht man nach [[OthO3]] von einem
erwartungstreuen [MI}-Schitzwert
1 b 2
A =7 D (. — 1) (E.26)
F=1

aus und wird auch hier der letzte Summand von der Summe getrennt, so kénnen nach Einsetzen von
(E26), wobei k& — 1 an Stelle von k verwendet wird, die Diagonalemente der aktuellen Kovari-
anzmatrix durch die rekursive Berechnungsvorschrift

k—2 1 2
At = 37 Gtk T 7 (Bre — B (E.27)
~—— ——
1 ¢

gewonnen werden. Wie oben muss auch hier auf eine entsprechende Initialisierung geachtet werden.
Soll a priori-Wissen einflieBen, so muss der Startindex im Gegensatz zu[GLI(E.23) um Eins inkremen-
tiert werden. Fiir £ = 3 werden beide Summanden gleich gewichtet. Bis auf eine leicht verénderte
Gewichtung der Einzelsummanden und der Verwendung des aktuell giiltigen Mittelwertvektors oy s
ist prinzipiell kein Unterschied zu (E.23) vorhanden. Mit dieser Variante wird jedoch erreicht, dass
die aktuelle Kovarianzschidtzung auch vom aktuellen Mittelwertvektor abhéngt. In der Literatur wird
diese Art Rekursion héufig fiir ein konstantes ¢ mit 0 < ¢ < 1 gewihlt: ein heuristischer Faktor, der
dafiir sorgt, dass die zuriickliegenden Messungen stirker oder schwicher beriicksichtigt werden.
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Alternative 2 Waire es moglich, vor der Berechnung der Varianzen bereits eine vollstindige Aus-
sage iiber die Mittelwerte zum Zeitpunkt & = K zu treffen und die Berechnung nicht parallel zur
Varianzberechnung durchfiihren zu miissen, konnten nach bessere Ergebnisse fiir (E27) er-
reicht werden. Wir betrachten daher die modifizierte (E26), wobei bereits der k-te Summand
extrahiert wurde:

2 1

2
ZTf’_“Tk o @ k) (E.28)

qT,k - k

||P1w

Wird nun der erste Term mit i2zJr s e sowie iu% x_1 erweitert, erhdlt man:

2 2
= D T = 23 i g+ 22 b g1 — 2 b g B — B

kol k-1
1

= Z (2 p — MT,k—l)Q +2 (B g1 — i) 1 Z zZi p + ,u,Tk “T o1

f’:1 f’=1

k—1 )
T r_1 Z (Zi,p — Bi-1)” + 2 (Bt — Bpi) Bt T B, — B

=1

k—1 ,
- k—1 Z (ZTyf/ o “T,k—l) + N?,k—l - 2#1713!%7/6_1 + N?,k

r=1

= , )

T r_1 Z (Z4p0 = 1)+ (Bpp = B por) (E.29)
/=1

2
Durch Einsetzen von (E.29) und Verwendung von q, ;,_; = ﬁ Z’;,;ll (ZT P My kfl) in (E.28)
erhilt man schlielich:

k—2 1 2 2
I i S T e B ANl T8 R VAN ) A (E.30)
SN~ S——
1-¢ ¢

Der Unterschied zu[GIl (E27) ist der letzte Summand in (E230). Dieser beriicksichtigt die Aktualisie-
rung des Mittelwertvektors, wodurch der Varianzvektor groRer als in (E227) geschitzt wird.

E.3 Auswertung von Messwertdifferenzen

Autoregressiver Rauschprozess zweiter Ordnung Im Folgenden soll das in aufgefiihrte
Verfahren beschrieben werden, welches die Bestimmung der reellen Parameter eines zeitlich kor-
relierten (autoregressiven) Rauschprozesses zweiter Ordnung erlaubt. Dieser Prozess sei in skalarer
Form mit f € {w, a} durch

Ny g = dg)nf,kq + d7(z2)nf,k72 + ik (E.31)
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beschrieben, wobei 7, , ~ N (771H 40, U%T> mit 07271 =F [77? k} ist. Des Weiteren sei mit

ZT,k = mT’k + bTvk + nm (E32)

eine Messgleichung gegeben, die durch das zeitlich korrelierte Rauschen (L beeinflusst wird. x ,
ist hier die ideale Zustandsgrofle und bT, i das zeitvariante Bias. Geht man von einer geringen Trajek-
toriendynamik (ideale Bewegung) und einem sich langsam dndernden Bias aus, d. h. Tip B Typq
und btk ~ bT,k—l’ so folgt

ZTak — ZT,k—l = n.hk — n-i.’k_l = An.i.’k (E33)

= E [AnT,kAnT,k_i/ ZT,l:k‘] =: TngAnT (E34)

fir i/ € {0, 1,2}. Durch eine rekursive Berechnung mit Hilfe des heuristischen Parameters 0 < ¢ '
erhélt man fiir die Korrelation zum Zeitpunkt &:

TXT)LTATLT,]{? = <1 —¢ > TgrLAnT,k—l +C Ang g Ang g (E.35)

(i)

Je kleiner ¢ hier gewihlt wird, desto rauschirmer ist die Schidtzung von r An,An, k° Setzt man nun
[GLI (E31) sowie die entsprechende Gleichung fiir n; ;; in (E33) ein, so erhalt man

Anyg = di) Ang g+ d? Ang o+ M g — M o1 (E.36)

Berechnet man den Erwartungswert F {AnT Kt k’ 2 1. k] , so erhilt man nach Einsetzen von (E.36):

E [(d,(f) Ang gy +d) Ang gy + 144 — 77T,k—1) %k‘ ZT,l:k] = Ui- (E.37)

Entsprechend folgt £ {Ant kTt k_l‘ Z4 1, k} = (dg) — 1> 0727T. Des Weiteren findet man durch Ein-
setzen von (E.36)):

0 1
E [Ang  Ang i] 214) = T(ABLTAnT,k = dy T(A7)1 An kT d T(ABL An kT (2 —dil )) 0’27#

(E.38)

E [Ang pAng | 2] = T(Algl A i = ) T(A7)1 A A7) T(AZL Ak~ T, (E.39)
1 0

E [Ang pAny o] 24 14] = T(ABL Angk = = dy} r(Ay)z An kT . T(ALTAnT,k' (E.40)

Setzt man (E38) bis (E-40) nun ineinander ein, so erhilt man fiir die drei unbekannten Parameter
jeweils zwei Losungen, wobei jedoch nur die Zusimmenhinge

(0) (1) (2)
An An kT 2 TAn An kT T An, An, k

1) —

dh) = T(O) 0 (E.41)
AnTAnT,k AnTAnT,k
(0) 2 0 1 1 2
rAn Ang k (AZL Any, rm)z An, k T(Aq)m An, k — 2 (r(Aa)m An k)
q® — i 127 +27 (E.42)
" T(o> (r o e ‘
AnTAnT,k’ An An k AnTAnT,k
0) 2,0 2) (1) 2

9 (T(An An k) + T(AzL An k rAn An —2 (rAnTAnT,k>

on = 5 (E.43)

r
AnTAnT,k
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zu einem sinnvollen Ergebnis filhren. Um eine Divergenz der Varianz des zeitlich korrelierten Rau-
schens Ny ), 20 vermeiden, muss darauf geachtet werden, dass die Ungleichungen dg) # —1 sowie

d? £ + (d,&” T 1) erfiillt bleiben [Wen07]. Mit den Ubergingen diy) — d''), d? — d'%) und

n,k? n,
2

o, = U%T ., wird in den[GI] (E4T) bis (E-43) angenommen, dass die Parameter zeitvariant sind.

Autoregressiver Rauschprozess erster Ordnung Mit Vernachldssigung des Parameters d7(12) in
(E3T) folgt fiir einen Prozess erster Ordnung entsprechend:

Anyg g =dy Ang g + 04— M4 o1 (E.44)

Daraus resultiert
E [An, A =0 —d rY 2-d) o> E.45
[ nT,k nTvk‘ ZT,l:k] - TAnTAnT,k - Yn TAnTAnT,k +( n) O—nT ( . )

1 0
E [AngpAny | 2] = r(Af)zTAnT,k =d, T(A%TAnT,k — oy, (E.46)
und schlieBlich
(0) (1)
TAnTAnT,k +2 rAnTAnT,k
d, = @) (E.AT)
rAnTAnT,k

2 _ (0 (1)
On = TAnTAnT,k + TAnTAnT,k' (E.48)
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Anhang F
Erzeugung kiinstlicher Daten

Um eine vereinfachte Untersuchung der hier vorgestellten Algorithmen zu ermoglichen, sind entspre-
chend ideale Referenzdaten notwendig. Da eine ausreichende Anzahl an Felddaten nur mit groBem
Aufwand aufzunehmen ist und diese meist fehlerbehaftet sind, war es notwendig, auch auf kiinstlich
generierte Sensor- und Referenzdaten zuriickzugreifen. Ein Vorteil der Generierung kiinstlicher Da-
ten ist, dass sowohl Daten zur Verfiigung stehen, die den realen Felddaten annéhernd entsprechen als
auch die zugehorigen (erforderlichen) ungestorten Daten vorhanden sind, um eine vereinfachte Aus-
wertung der Algorithmen durchfiihren zu kénnen Fiir reale Daten sind entsprechende Informationen
lediglich mit sehr teuren und aufwendigen Referenzmessungen moglich. Die Schwierigkeit bei der
Generierung kiinstlicher Daten ist die Einhaltung physikalischer Gegebenheiten wie z. B. die Beriick-
sichtigung der Erdrotation bei der Simulation von Drehratensensordaten. Im Folgenden soll die Ge-
nerierung kiinstlicher Daten mit Hilfe der Matlab-Zusatzsoftware der Fa. GPSoft LLC. (INS-Toolbox
3.0 und SatNav-Toolbox 3.0) im Detail erldutert werden. Die [AbbJ[E] zeigt das Blockschaltbild mit
den verwendeten Komponenten zur Generierung der verschiedenen Referenz- und Sensordaten.

¢7 07 1/)3 vinba a?b
Trajektorien-
erzeugung
d
v
Berechnung
C;,Cr
4 °
v v v v L] y y y
L Korper- Korper- Referenz- Referenz-
Corioliskr./ cigene cigene Erd- Transport- drucke temperatur- Cé]r’igél]?allltgn-
Schwereb. Beschl. Winkelg. drehrate rate erzeugung || erzeugung gung
ag + g’ ap, Iwﬁb JL wi |wsn Py Ty Pseudor.
> Deltar.
v 1{ X
)j— m" IS><3+S(J, <—IS><3 +Sw
Druck- Temperatur- GPS-
erzeugung || erzeugung Filter
b, b,
! j j P T
De—— W,, De—— N, De—— 1, np nr
v \ A
mP éibb G)ibb P T PGps > VGps

Abbildung F.1: Ubersicht des Systems zur Generierung kiinstlicher Sensordaten
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Positions-, Geschwindigkeits- und Orientierungsdaten Die zwei genannten Softwarepakete bil-
den die Grundlage fiir die Simulationsumgebung sowohl zur Generierung der Daten als auch zur Un-
terstiitzung der Filteralgorithmen. Die dreidimensionalen Positionsdaten werden zunéchst auf Basis
von drei verschiedenen Bewegungsmodellen generiert. Die Koordinaten werden dabei im n-Rahmen
sowie im e-Rahmen erzeugt. Startwerte fiir die Position, Geschwindigkeit und Orientierung des Fahr-
zeugs miissen dabei festgelegt werden. Das fahrdynamische Profil kann dabei aus folgenden Segmen-
ten variabler Dauer bestehen:

e Geradlinige Bewegung mit stiickweise konstanter Geschwindigkeit, wobei die Hohe ebenfalls
konstant sein kann, aber auch gleichmé@Big absteigen oder zunehmen kann.

e Geradlinige Bewegung mit stiickweise konstanter Beschleunigung, wobei die Hohe konstant
sein kann, gleichmifig absteigen oder auch zunehmen kann.

e Drehbewegung, d. h. Kurvenfahrt mit konstantem Radius und konstanter Hohe.
e Standphasen, die einem Halt an einer Ampel oder an einer Kreuzung entsprechen.

e Zwischensegmente, so dass ein moglichst sanfter Ubergang zwischen den o. g. Segmenten
vorhanden ist. Dazu zihlen Roll- und Neigungsbewegungen.

Parallel zur Erzeugung der Positionsdaten werden ebenfalls zugehorige Geschwindigkeitsdaten sowie
die RKMI C} und C? bestimmt, die zur spiteren Berechnung der Erddrehrate etc. benotigt werden.
Bei der Generierung der Daten im Rahmen dieser Arbeit wurde ein konstantes Datenintervall von
Aty = 0,01s verwendet. Die und [(b) zeigen eine typische Trajektorie (horizontal)
sowie ein typisches Geschwindigkeitsprofil, die mit dem System nach [AbbJ[E] erstellt wurden.

30
— n-Komponente
4r — e-Komponente
207 — d-Komponente
_ 3 [ 10 L
27 = 0 =\
o =)
=30} IS)
=l —-10}
720 L
0 L
-8 —6 ) 2 0 3% 5 10 15 20
Pebe [km] t), [min]
(a) Kiinstlich erstellte Trajektorie (horizontal) (b) Kiinstlich erstelltes Geschwindigkeitsprofil

Abbildung F.2: Kiinstlich erstellte Trajektorie und Geschwindigkeitsprofil

Inertiale Daten Fiir die Strapdown-Berechnung im Vorfeld der Navigationsfilterung werden Mess-
werte fiir die Beschleunigungen sowie Winkelgeschwindigkeiten im b-Rahmen benétigt. Da i.d. R.
von einer [ME auch andere als die korpereigenen Bewegungen erfasst werden (z. B. Erddrehung),
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miissen diese Effekte dementsprechend nachgebildet werden. Dazu werden, ausgehend von den fest-
gelegten Radien bei Kurvenfahrten und den Bewegungsmodellen, die jeweiligen Geschwindigkeits-
dnderungen Avgb . und Winkelinkremente AZEb 1 Pro Zeitschritt generiert, wobei

aEb,k = und wEb,k = (Fl)

gilt. Die Drehraten und Beschleunigungen in (EJ) setzen sich dabei aus einer Summe weiterer Kom-
ponenten zusammen, die in Koordinaten des b-Rahmen vorhanden sein miissen. Fiir die Drehrate sind
dieses:

e Die tatsédchliche Drehrate w;’b: Beziiglich des n-Rahmens gibt diese die relevante Drehung der
IMElbzw. des Fahrzeugs an.

e Die Transportrate w?, : Diese gibt die Drehung des n-Rahmens beziiglich des e-Rahmens an.
Sie beschreibt die Drehrate, die durch die Kriimmung der Erde auftritt, so dass der n-Rahmen
bei der Bewegung iiber die gekriimmte Erdoberfliche immer tangential zu dieser ausgerichtet
bleibt.

e Die Erddrehrate wil;: Sie gibt die Drehung des e-Rahmens beziiglich des i-Rahmens an. Die
Erddrehrate beschreibt damit die gemessene Erdrotation.

Diese drei Komponenten werden einzeln mit Hilfe der genannten Matlab-Softwarepakete generiert
und anschliefend mit

b _ b b b
Wih k= Whb kT Wen k. T Wie k (F2)

zusammengefasst. Da in (E2) noch keine Rauschkomponenten beriicksichtigt sind, wird in einem
zusitzlichen Schritt das inhdrente Sensorrauschen generiert und hinzuaddiert, so dass

‘:)R)’k = <I3><3 + Sw) : wil?j,k + bw,k + nw,k:’ (F3)

n,r= an 1y k-1 + I‘nw "Nk (F4)

gilt, wobei Nk ~ N (nw’k; 051, ank) mittelwertfreie, weille GAUSS-verteilte und Rauschkom-
ponenten umfasst und die Kovarianzmatrix Q77 i, Zzeitvariant ist. Auf der Hauptdiagonalen der Ma-

trix S,, befinden sich dabei die Skalierungsfehler fiir die einzelnen Koordinaten sowie im Vektor
_AltME
b,, die Bias. Auf der Hauptdiagonalen von D,, sind dagegen die Terme e ‘MEie zu finden, wobei

tvEe = 2,8 - 1072,
Analog zu [GI] (E2)) setzt sich auch die als ideal angenommene Beschleunigung bei der Datenge-
nerierung aus drei Hauptkomponenten zusammen, so dass

a?b,k = agb,k + ak()),k +gp (E.5)
gilt. Die Komponenten auf der rechten Seite von (E3) sind:

e Die tatsichliche Beschleunigung agb ;. im b-Rahmen beziiglich des n-Rahmens, angegeben
in Koordinaten des b-Rahmens. Diese Beschleunigung gibt die relevante Beschleunigung des
Fahrzeugs an. Fiir die Simulationen wird Avgb = aﬁb i - Atpyg erzeugt.
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e Die Corioliskraft, die einen zusitzlichen Anteil erzeugt, der hier mit dem Vektor ag bezeichnet
werden soll. Sie setzt sich aus zwei Komponenten zusammen: dem Teil, der durch die Rotation
der Erde verursacht wird und einem Anteil aufgrund der Bewegung im n-Rahmen.

e Die Schwerebeschleunigung, die von einem inertialen Sensor ebenfalls erfasst wird und eigent-
lich orts- und zeitabhéngig ist. Diese ist mit g? Teil von [GI] (E3).

Wie bei einem Drehratensensor wiirden die Fehler in (E3) auch bei Beschleunigungsmessern
auftreten. Daher werden fiir eine annihernd vollstindige Beschreibung diese Fehler in

é!?b,k = (IS><3 + Sa) : a})b,k + b(l,k + na,k’ (F6)
Dok = Dna gL . + Fna “MNak (E7)

beriicksichtigt mit Noj ™~ N (nmk; 05,1, Qnmk), dem Biasvektor ba7k, und der diagonalen Skalie-
rungsmatrix S,. Der Einfachheit halber wurden die Skalierungsfaktoren in den Matrizen S, und
S, hier zu Null gewihlt. Auch die Nebendiagonalelemente, die auf eine Missweisung der Senso-
ren schlieffen lassen, wurden hier nicht beriicksichtigt. Bei der realen werden dieses Skalie-

rungsfaktoren ebenfalls durch eine interne Signalvorverarbeitung anndhernd kompensiert. Auf der
_Atvg

. . . . t
Hauptdiagonalen von D,, sind wieder die Terme e "™Ee zu finden.
a

Fiir die Biasvektoren b, , und b, in den[GL] (E3) und (E€) wird angenommen, dass sie durch
einen Zufallsprozess getrieben werden. Dies bedeutet, dass sie mittels

b, =bg 1+ Alpg -1y s (F.8)
by = by k1 + Atpye -1y & (F9)

erzeugt wurden. Die Vektorenn, ,,n, , sind mittelwertfreie, weile GAUSS-verteilte Rauschvekto-
ren mit den zeitinvarianten Kovarianzmatrizen Q, und Q, . Ihre Werte sind in[Tabl[ETlzu finden.

Magnetfeldsensordaten Fiir die Erzeugung von Magnetfeldsensordaten wird hier davon ausge-
gangen, dass das magnetische Feld fiir die gesamte Dauer einer kiinstlich generierten Trajektorie mit
m" = (mp mp mg)T — (19148,7nT,418,0nT,45077,9nT)” konstant ist. Dies sind iibliche
Werte fiir die Umgebung von Paderborn. Da die von einem Magnetometer aufgenommenen Daten
von der Lage des Fahrzeugs gegeniiber dem Erdmagnetfeld und von weiteren inhdrenten Effekten
abhingen, werden diese durch

my =Cp, m"+w, (F.10)

beriicksichtigt. Hierbei ist der Rauschvektor w,, ;, mittelwertfreies, weiles GAUSS-verteiltes Rau-
schen mit der zeitinvarianten Rauschkovarianzmatrix Q,,=diag ((100nT)?, (100nT)?, (100nT)?).

GPS-Daten Da die Erzeugung von [GPSFMessdaten moglichst realistisch sein soll, wurde das Sat-
Nav-Softwarepaket verwendet, um aus den generierten Positionsdaten mit Hilfe von vordefinierten
Satellitenkonstellationen sowohl Deltarange- als auch Pseudorange-Messwerte zu generieren. Auf
eine ausfiihrlichere Beschreibung sei aufgrund der Komplexitit an dieser Stelle verzichtet. Die Mess-
werte werden im Rahmen einer Fehlerfilterung verwendet, um Schitzwerte fiir Positionen in LLH-
Koordinaten, Geschwindigkeiten und Beschleunigungen im Navigationsrahmen n mit den dazuge-
horigen Schitzfehlerkovarianzmatrizen ermitteln zu konnen. Bei der Erzeugung der Deltarange- und
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Pseudorange-Messwerte werden folgende Fehlerquellen beriicksichtigt, welche auch bei realen Mes-
sungen vorkommen und diese verfilschen konnen:

e Korrelationszeit, die hier fiir die Geschwindigkeitskomponenten zu 1 s und fiir die Positionsda-
ten zu 10 s gesetzt wurde.

e Skalierungsfehler durch thermische Rauscheffekte, die hier zu 0,05 gewihlt wurden.
e Skalierungsfehler aufgrund troposphérischer Einfliisse. Diese haben jeweils den Wert 0,1.

e Skalierungsfehler durch die Mehrwegeausbreitung der Satellitensignale, die hier zu 0,05 ge-
setzt wurden.

o Skalierungsfehler, die die ionosphirischen Fehler beriicksichtigen und zu 0,02 gewihlt wurden.

Neben den genannten Effekten wird zusitzlich eine Empfiangeruhrendrift von 100 /s bei einem in-
italen Nullpunktfehler von 10 ms beriicksichtigt. Mit einer angenommenen Abtastfrequenz von 4 Hz
stehen schlieBlich die Vektoren pgpg bzw. pgpg, Vips sowie die Schitzfehlerkovarianzmatrix P gpg
zur Verfiigung.

Barometrische Sensordaten Die Erzeugung von Sensordaten, die von einem moglichen barome-
trischen Sensor aufgenommen werden, ist aufgrund der bereits in erlduterten Zusammenhénge
zwischen der zu bestimmenden Hohe und den eigentlichen Messdaten wie Temperatur und Luftdruck,
etwas komplizierter. Es muss zum einen der nichtlineare Zusammenhang zwischen der Hohe und den
Messdaten beriicksichtigt werden, zum anderen miissen auch die typischen Sensormessfehler mit ein-
bezogen werden. Dabei muss auBerdem beachtet werden, dass die barometrische Hohenformel (6.1))
selbst nur eine Approximation darstellt [Us176]], [KIoO8]].

In einer ersten Instanz werden Parameter fiir die Temperatur und den Luftdruck auf der Referenz-
hohe, die hier zu h; = 0 m gewihlt wurde, erzeugt:

Toy = Tog—1 + Dlpy - 17, i (F.11)
FPox = Fog—1+ Algm - 1p & (F.12)

mit np g~ N (nPoJc; 0, 0’%;0> und ng, o~ N (nka; 0,0%0), wobei o7, und o7, die Varianzen
der normalverteilten, mittelwertfreien, weilen Rauschterme n Py k und nr g sind und Atgy = 0,1
ist. Dies entspricht den (6.2) und (&3). Es sei darauf hingewiesen, dass in der genannten Litera-
tur in diesem Zusammenhang haufig von konstanten Werten fiir die Referenzvariablen ausgegangen
wird. Diese Annahmen sind in der Realitdt jedoch nur Néaherungen und werden hier daher durch
Zufallsprozesse beschrieben.

Durch die [GI] (E11) und (E12) sind bisher lediglich die Variationen von Temperatur bzw. Luft-
druck auf der Referenzhohe modelliert. Ein Modell fiir die Temperatur an dem Ort, an dem sich das
Fahrzeug befindet, ist damit noch nicht vorhanden. Nach kann die hohenabhingige Tempera-
tur durch die lineare Beschreibung

Ty, = Ty x + Y0 (hy, — ho) (F.13)

angegeben werden, wobei v, = —0,0065 ¥/m der atmosphérische Temperaturgradient ist, der angibt,
um wieviel Kelvin die Lufttemperatur pro Meter Hohenunterschied abnimmt. Die Variable h; ist da-
bei die ideale Hohe, die zuvor bereits generiert wurde. Bevor nun Messwerte fiir den Luftdruck auf
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Basis weiterer RWP erzeugt werden konnen, muss zunéchst ein Profil fiir den Luftdruck erstellt wer-

den. Dazu wird die barometrische Hohenformel nach [Us176] verwendet. Umgestellt nach dem Luft-
M99

druck folgt fiir diese: P, = Py, (1 - %) 0 wobei Ahy, := hy,—hg und M = 0,028 96 %&/mol

die molare Masse, g, die Gravitationsvariable und ¢ = 8,314 /(K - mol) die universelle Gaskonstante

sind. Die Messwerte fiir Luftdruck und Temperatur konnen nun wie in (6.4) und (6.3) durch

T, = T), + npy, (F.14)

erzeugt werden. Der Zusammenhang zwischen den Messungen und der daraus resultierenden baro-
metrischen Hohe ist nun iiber

N M-gqg
~ Yo - hpmg | 0
0,k=0

(F.16)

gegeben.



F.1. Datensatz 1

F.1 Datensatz 1

Erlduterung/Parameter Wert

Streckenldnge [km] 18,459

\GPSFEmpfanger

Jops [Hz] 4

Verzogerung der Verfiigbarkeit [ms] | 150

185 [cm] 20 /20 /20

TGps.y [M] 10/10/20

tGPS;cp [S] 10

OGps.y /5] 5-1071/5-1071/1
tGPS;cv [s] 1

Inertiale Sensoreinheit

fove [Hz] 100

b, o [™/s2] 0/0/0

b, o [/s] 0/0/0

0, ["/s] 9-107%/9-107%/9-1073
oy, [™/s%] 45-1074/4,5-1074/4,5-10~*
b [5] 2,8-1072

o, [/l 4-1071/4-1071 /410"
o, /2] 3,9-1073/3,9-1073/3,9-1073
o, [nT] 100/ 100/ 100
Barometrischer Sensor

fam [Hz] 10

op [Pa] 10

op [M%s] 1,265

op [K] 1-1071

o7 [X/s] 1,265 - 1072

Tabelle F.1: Parameter zur Erzeugung kiinstlicher Daten (Datensatz 1)

or oiltr 02— 02— 52— 42 2 42 g2 52 :
Hier gilt: 03, =03 , =0, ,=o0, . undo, =0, . =0, =0, . wobei
2 2

gaax gw?x

G, = Ugmy und  q, = Ugwy

Ttha2 T2

und
Q diag <q77a> 033
’,” =
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F.17)

(F.18)
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F.2 Datensatz 2

Anhang F. Erzeugung kiinstlicher Daten

Erlduterung/Parameter Wert

Streckenldnge [km] 18,459

[GPS-Empfinger

fops [H7] 4

Verzdgerung der Verfiigbarkeit [ms] | 150

18pg [cm] 20 /20 /20

OGps.p [M] 2/2/4

tGPS;Cp [s] 10

Ogpsy [MYs] 1,2-1071/1,2-1071/2,2- 107!
tGpsic, [s] 1

Inertiale Sensoreinheit

Jive [Hz] 100

by [M/s%] 0/0/0

b, o ["/s] 0/0/0

o, i "] Zeitvariant im Bereich 9 - 1073... 9. 1071
ay, [M/s°] 45-1074/4,5-1074/4,5-107*
tivgsc [5] 2,8-1072

Ok [7/s] Zeitvariant im Bereich 4 - 1071... 2,0
oy, [7/°] 3,0-1073/3,9-1073/3,9-1073
o,, [nT] 100 /1007100

Barometrischer Sensor

Jem [Hz] 10

op [Pal 10

op, [P2/s] 1,265

or K] 1-1071

o, [¥/s] 1,265 - 1072

Tabelle F.2: Parameter zur Erzeugung kiinstlicher Daten (Datensatz 2)




Anhang G
Ergianzung zur Analyse einer inertialen Sensoreinheit

Neben der Berechnung der ALLAN-Varianz gibt es eine weitere Mdglichkeit, die einzelnen Signal-
komponenten in einem Messsignal nidher charakterisieren zu konnen. Diese fiihrt {iber eine Stichpro-
benanalyse nach [Chil0]. Ausgehend von[GIL](Z.63) wird angenommen, dass sich der Sensor in Ruhe
befindet und somit kein duBerer Einfluss (z. B. durch Vibrationen) vorhanden ist. Unter der Voraus-

setzung, dass die skalare Biasdrift b, bekannt ist und sich durch einen [Random Walk Process (RWP)|
modellieren ldsst, kann man anhand der Betrachtungen in auf die Standardabweichung des
inhdrenten Rauschens schliefen.

Mit Hilfe eines [RWP wird die Biasdrift durch einen nichtstationdren Prozess dargestellt. Mit
#.62) kann das Bias einer beliebigen Signalkomponente durch

k
bk = bk*l + At . nb,k = bO + At . nb71 + -+ At . nbyk = bo + At . an,i’ (Gl)
i'=1

ausgedriickt werden, wobei At das Abtastintervall darstellt und p(n,) = N (nb; 0, O'g) gilt. Fiir den
Erwartungswert des korrespondierenden Zufallsprozesses mit i’ € [1, k], i’ € N gilt damit

Elb)=E

k
bo+ A=Y nb] = by, (G.2)

i'=1

da E [nb i,] = 0. Entscheidend ist folglich der Startwert b, des Bias. Somit ldsst sich die Varianz 6’3

des Bias durch die Varianz der Differenz von b, und b, bestimmen:

k k
/=1

=1

Vb, — bl =V

Hier wurde ausgenutzt, dass n, weil} ist. Andererseits kann fiir ein endliches Intervall mit k = AK
die Varianz bei J' vorhandenen Realisierungen b(A] I)( mit j* € [1, J'] iiber die Stichprobenvarianz (mit
BESSEL-Korrektur zur Gewihrleistung der Erwartungstreue) abgeschitzt werden:
LS (000
22 j’ J’
b AK Zl (bAK —bg ) : (G4
j =

Dabei stellt bg,}( die j’-te Realisierung der Biasdrift und 35} Ak die Schitzung der Varianz unter
Beriicksichtigung einer Sequenz aus A K Werten dar. Fiir eine zuverlédssige Aussage werden i.d. R.
J' = 10 Realisierungen benotigt [HUO7]|. Mit [GL] (G.3)) kann die Varianz schlieBlich wie folgt be-
stimmt werden:
29
Ip,AK
= 2= G.5
AR (G.5)

Q»
SN

193



194 Anhang G. Erginzung zur Analyse einer inertialen Sensoreinheit

Um aus[GI](G.3)) die Varianz ag des biastreibenden Rauschens nach dem Modell in (@.62)) bestimmen
zu konnen, muss noch eine Skalierung vorgenommen werden:

29 29 29
R o Oy AK Oy AK
2 b ) 3 (G‘6)

T A T AK - (AD? T AT, At

wobei AT) der Linge des Beobachtungsintervalls (in Sekunden) einer Realisierung entspricht.

Miniature Tracking inertial-Sensoreinheit Die nach den (Z.64) bis (Z.66) ermittelten Para-
meter sind in angegeben. Die zugrunde liegenden Daten wurden wihrend einer Aufnahme
gewonnen, die 60 h dauerte.

Achse ARW [*/(s - vHz)] G, /s
-Achse | y-Achse | 3,2-1072 [ 3,6-1072 | 3,15- 107! | 3,61 - 107"
z-Achse 2,7-1072 2,67-1071

VRW [™/(s*- Viz) G4 [/
-Achse | y-Achse | 7,6-107* [ 7,9-107* [ 7,6-107 | 7,9-107°
2-Achse 7,7-1074 7,7-1073

Tabelle G.1: Messtechnisch ermittelte Parameter des sensorinhdrenten Rauschens der MTi-
Sensoreinheit fiir AT, = 60s
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Abb. Abbildung

ABS Antiblockiersystem

ADAS Advanced Driver Assistance System

ADU Analog-Digital Umwandlung

AGPS Assisted Global Positioning System

AKF Autokorrelationsfunktion

Alg. Algorithmus

ARW Angle Random Walk

ASCII American Standard Code for Information Interchange
AWGR Additives weilles GAUSS sches Rauschen
BF Barometrisches Fehlerfilter

c2cC Car-2-Car

21 Car-2-Infrastructure

C/A Coarse/Aquisition

CCD Charge-Coupled Device

CDMA Code Division Multiple Access

CNC Computerized Numerical Control

CVIS Cooperative Vehicle-Infrastructure Systems
DGK Deutsche Grundkarte

DGPS Differential Global Positioning System
DLL Delay-Locked Loop

DoOP Dilution of Precision

DR Dead Reckoning

DSP Digitaler Signalprozessor

ECEF Earth-Centered Earth-Fixed

EGNOS European Geostationary Navigation Overlay Service
EKF Erweitertes KALMAN-Filter

EM Expectation-Maximization

ENU East-North-Up

ESA European Space Agency

ESG Elektrostatisches Gyroskop

FDMA Frequency Division Multiple Access

FF Fehlerfilter

FFT Schnelle FOURIER-Transformation

FIR Finite Impulse Response

FOG Fiberoptisches Gyroskop

FT FOURIER-Transformierte

GAGAN Global Positioning System Aided Geo Augmented Navigation
GBAS Ground Based Augmentation System

GL Gleichung

GLONASS Globalnaja Nawigazionnaja Sputnikowaja Sistema
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GMP GAUSS-MARKOV-Prozess

GNS Global Navigation System

GPS Global Positioning System

HDOP Horizontal Dilution of Precision

IME Inertiale Messeinheit

IMM Interacting-Multiple-Model

IMU Inertial Measurement Unit

INS Inertiales Navigationssystem

INS/GPS Inertial Navigation System/Global Positioning System
IRNSS Indian Regional Navigation Satellite System
Kap. Kapitel

KF KALMAN-Filter

KFZ Kraftfahrzeug

KM Kovarianzmanagement

LDS Leistungsdichtespektrum

LKF Linearisiertes KALMAN-Filter

LLF Log-Likelihood Function

LLH Longitude-Latitude-Height

MAP Maximum a posteriori

MCS Master Control Station

MD Messwertdifferenzen- Verfahren

MEMS Microelectromechanical System

ML Maximum Likelihood

MM Map Matching

MMSE Minimum Mean Square Error

MN MotionNode

MSAS Multifunctional Satellite Augmentation System
MTi Miniature Tracker inertial

NED North-East-Down

NMEA National Marine Electronics Association
NN Normalnull

PDOP Position Dilution of Precision

PF Partikelfilter

PKW Personenkraftwagen

POI Point of Interest

PPS Precise Positioning Service

PReVENT PReVENTive and Active Safety Applications
PSD Position Sensitive Device

RAIM Receiver Autonomous Integrity Monitoring
RKM Richtungskosinusmatrix

RLG Ringlasergyroskop

RLS Recursive Least Squares

RMS Root Mean Square

RMSE Root Mean Square Error

RWP Random Walk Process



Abkiirzungsverzeichnis

SA
SAFESPOT
SBAS

SEM

SF

SPS

Tab.

TDOP
TRANSIT-NNSS
UKF

Us

USA

USB

UTrcC

VDOP
VRW
WAAS
WGS84

Selective Availability

Smart Vehicles on Smart Roads

Satellite Based Augmentation System
Sequenzieller Expectation-Maximization-Algorithmus
Sekundarfilter

Standard Positioning Service

Tabelle

Time Dilution of Precision

TRANSIT-Navy Navigation Satellite System
Unscented KALMAN Filter

United States

United States of America

Universal Serial Bus

Universal Time Coordinated

Vertical Dilution of Precision

Velocity Random Walk

Wide Area Augmentation System

World Geodetic System 1984
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Symbolverzeichnis

Allgemeines

Vektoren werden durch (kleine) fettgedruckte Buchstaben dargestellt (z. B. x =

(zq, ... 2,)7T)
Matrizen werden durch (grof3e) fettgedruckte Buchstaben dargestellt (z. B. X oder
)

Elementweise Multiplikation

Partielle Ableitung einer Grofie

Zeitdifferenz

Differenz oder Inkrement einer Grofle

Konvertierung eines Zeilenvektors in eine Diagonalmatrix

Konvertierung der Diagonalelemente einer Matrix in einen Spaltenvektor
Konvertierung der Diagonalelemente einer Matrix in einen Zeilenvektor
Zeitdiskreter Index (tiefgestellt)

Verteilungsdichte/Wahrscheinlichkeitsdichte einer Zufallsvariablen

Zeit (kontinuierlich)

Erwartungswert einer Zufallsvariablen

Normalverteilung einer Zufallsvariablen

Wahrscheinlichkeit einer Zufallsvariablen

Varianz einer Zufallsvariablen

Zeitdiskrete GroBe, die zum Zeitpunkt k verfiigbar, aber bereits zum Zeitpunkt
k — ' giiltig war

Schitzung einer Grofle

Messung einer Grofle

Zeitliche Ableitung einer Grofie

Schiefsymmetrische Matrix, gebildet aus dem von den eckigen Klammern einge-
schlossenen Vektor

Element in der i'-ten Zeile und j’-ten Spalte einer Matrix

Ein hochgestellter Index b, e, i oder n in Kombination mit entsprechend tiefgestell-
ten Doppelindizes kennzeichnet hier beispielhaft einen Vektor oder eine Matrix im
Koordinatensystem b bezogen auf das Koordinatensystem e, angegeben in Koordi-
naten des Systems n

Grob geschriebene Bezeichner und Variablen werden durch ein Semikolon getrennt
(z. B. Xpp, &)

Transponiert (hochgestellt)

Iterationsindex (hochgestellt und in geschweiften Klammern)
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Kapitel 2

GRIECHISCH

Ay
Al
ROMISCH

Thhjﬁzgvgmg@

L2

P(h)
GRIECHISCH
II

Kapitel 3

GRIECHISCH

MNa

Atpyg

ROMISCH

b
i,

Symbolverzeichnis

(SKALARE GROSSEN)
Isotropenkoeffizient

Gierwinkel (Eulerwinkel)
Auftrittswahrscheinlichkeit
Ubergangswahrscheinlichkeit
Winkelinkrement

Streckeninkrement

(SKALARE GROSSEN)

Beschleunigung eines Korpers
Kanalnummer eines Satellitensignals
Position (Osten); tritt ansonsten nur als tiefgestellter Index auf (z. B. Ugb,e)
Schwerebeschleunigung

Hohe

Masse eines beschleunigten Korpers
Position (Norden); tritt ansonsten nur als tiefgestellter Index auf (z. B. vgb’n)
Regimevariable

Kraft

Trigerfrequenzen eines Satellitensignals
Luftdruck in der Hohe h
(VEKTORIELLE GROSSEN)
Ubergangswahrscheinlichkeitsmatrix

(SKALARE GROSSEN)

Diagonalelement der Kovarianzmatrix Q,, das mit einer Beschleunigung korre-
spondiert

Diagonalelement der Kovarianzmatrix Q,, das mit einer Drehrate korrespondiert
Winkelgeschwindigkeit, Drehrate (gemessen im Koordinatensystem b, bezogen
auf System i, angegeben in Koordinaten des Systems b)

Abtastintervall einer inertialen Messeinheit

(SKALARE GROSSEN)

Beschleunigung (gemessen im Koordinatensystem b, bezogen auf System i, ange-
geben in Koordinaten des Systems b)

Diagonalelement der Zustandiibergangsmatrix D,,, das mit einer Drehrate korre-
spondiert

Diagonalelement der Zustandiibergangsmatrix D,,, das mit einer Beschleunigung
korrespondiert

Bewegungsphase

Stillstandphase mit laufendem Motor

Stillstandphase ohne laufenden Motor
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GRIECHISCH (VEKTORIELLE GROSSEN)

n Mittelwertfreier, weiller GAUSS-verteilter Rauschvektor, der den zeitkorrelierten
Rauschprozess treibt

ROMISCH (VEKTORIELLE GROSSEN)

n Zeitlich korrelierter Rauschvektor

v Geschwindigkeitsvektor (z. B. v} : Geschwindigkeit im kdrperbezogenen System

b bezogen auf das inertiale Koordinatensystem i, angegeben in Koordinaten des
erdfesten Koordinatensystems e)

D, Zustandsiibergangsmatrix des zeitlich korrelierten Rauschprozesses mit Vektor n
Q, Rauschkovarianzmatrix des Vektors n
Kapitel 4

GRIECHISCH (SKALARE GROSSEN)

) Dirac-Impuls

0 Nickwinkel (Eulerwinkel)

A Langengrad

® Breitengrad

Ous Oy Standardabweichungen des zeitlich korrelierten Messrauschens n,, 1,
oGps Standardabweichung einer GPS-Signalmessung

o} Rollwinkel (Eulerwinkel)

At Abtastintervall

ROMISCH (SKALARE GROSSEN)

Q Erddrehrate

a Halbachse des Erdellipsoids (grof3)

b Halbachse des Erdellipsoids (klein)

€y Exzentrizitit des Erdellipsoids

fo Abflachung des Erdellipsoids

91> 9o Gravitationsfaktoren

Prepiip Hohe iiber dem Erdellipsoid

Pgeoid Hohe iiber dem Geoid

Pgeom Geometrische Hohe

Pgeop Geopotentielle Hohe

¢ Varianz (i'-te Komponente des Vektors q)

q @ Spektrale Leistungsdichte (i’-te Komponente des Vektors q')
T @) Autokorrelationsfunktion von n (") (t)

Sy, Skalierungsfaktoren

Spy,ae,.. Fehlausrichtungsfaktoren

t, Korrelationszeit

zb, yP, 2P Achsen des korperbezogenen Koordinatensystems b
€, y°, 2° Achsen des erdfesten Koordinatensystems e

xt, yi, P Achsen des inertialen Koordinatensystems i

", y", 2" Achsen des Navigationskoordinatensystems n

R, Durchschnittlicher Kriimmungsradius der Erde
R, R, Kriimmungsradius der Erde (Nord-Siid, Ost-West)
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Rn(i/)n(i’)
GRIECHISCH
Nw> Mg

1220

®, P
ROMISCH
a

Symbolverzeichnis

Leistungsdichtespektrum (Diskrete FOURIER-Transformierte) von n(*") (t)

(VEKTORIELLE GROSSEN)

Mittelwertfreier, weiler GAUSS-verteilter Rauschvektor, der den zeitkorrelier-
ten Rauschprozess bei einer Drehratensensortriade, Beschleunigungssensortriade
treibt

Mittelwertvektor des Vektors n(t)

Mittelwertfreier, weiler GAUSS-verteilter Rauschvektor, der den zeitlich korrelier-
ten Messrauschvektor treibt

Orientierungsvektor

Winkelgeschwindigkeits- bzw. Drehratenvektor (z. B. wﬁb: Winkelgeschwindig-
keit im korperbezogenen System b bezogen auf das Navigationskoordinatensystem
n angegeben in Koordinaten des Koordinatensystems b)

Transportratenvektor (in Koordinaten des Navigationskoordinatensystems)
Erddrehratenvektor (in Koordinaten des Navigationskoordinatensystems)

Matrix, welche die Abhingigkeit des zeitlich korrelierten Systemrauschvektors
vom treibenden Rauschvektor beschreibt

Matrix, welche die Abhingigkeit des zeitlich korrelierten Systemrauschvektors
vom treibenden Rauschvektor bei einer Drehratensensortriade, Beschleunigungs-
sensortriade beschreibt

Matrix, welche die Abhédngigkeit des zeitlich korrelierten Messrauschvektors vom
treibenden Rauschvektor beschreibt

Transitionsmatrix

(VEKTORIELLE GROSSEN)

Beschleunigungsvektor (z. B. af}: Beschleunigung im korperbezogenen System
b bezogen auf das inertiale Koordinatensystem i, angegeben in Koordinaten des
erdfesten Koordinatensystems e)

Biasvektor

Biasvektor der Drehratensensortriade, Beschleunigungssensortriade
Schwerebeschleunigungsvektor

Mittelwertfreier, weiler GAUSS-verteilter Rauschvektor, der die Bias treibt
Mittelwertfreier, weiller GAUSS-verteilter Rauschvektor, der die Bias der Dreh-
ratensensortriade, Beschleunigungssensortriade treibt

Mittelwertfreier, weiBler GAUSS-verteilter Rauschvektor der Drehratensensor-
triade, Beschleunigungssensortriade

Positionsvektor (z. B. pg : Position im kdrperbezogenen System b bezogen auf das
erdfeste Koordinatensystem e, angegeben in Koordinaten des Navigationskoordi-
natensystems n)

Vektor, gebildet aus den Diagonalelementen der Matrix Q;H

Quaternionenvektoren (z. B. qy: Quaternionenvektor zur Transformation vom kor-
perbezogenen Koordinatensystem b in das Navigationskoordinatensystem n)
Quaternionenvektor zur Korrektur

Richtungsvektor im Koordinatensystem ®,

Steuereingangsvektor

Linearisierungspunkt eines Steuereingangsvektors

Messrauschvektor
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X, X Systemzustandsvektor
x Linearisierungspunkt eines Systemzustandsvektors
Z Messvektor
Opyp Nullmatrix der Dimension [D x D]
® . . . . . .
Cq); Richtungskosinusmatrix zur Transformation zwischen Koordinatensystem ®; und

®, (z. B. C: Transformation vom erdfesten Koordinatensystem e zum Navigati-
onskoordinatensystem n)
(W) Grundrotationsmatrix (Drehung um Achse x um Winkel y, z. B. C,()))
Zustandsiibergangsmatrix des zeitlich korrelierten Rauschprozesses mit Vektor n,
der Drehratensensortriade bzw. n, der Beschleunigungssensortriade

D, Zustandsiibergangsmatrix des zeitlich korrelierten Messrauschvektors

F Zustandsmatrix, Jacobimatrix

G,G Matrix, welche die Abhingigkeit des Systemzustandsvektors vom Systemrausch-
vektor beschreibt

H H Messmatrix, Jacobimatrix

Ir.p Einheitsmatrix der Dimension [D x D]

K Gewichtungsmatrix eines KALMAN-Filters

M Matrix, welche die Abhidngigkeit des Messvektors vom Messrauschvektor be-
schreibt

P, P Schitzfehlerkovarianzmatrix eines KALMAN-Filters

P, Autokovarianzmatrix des zeitlich korrelierten Systemrauschvektors n;,

P Autokovarianzmatrix des zeitlich korrelierten Messrauschvektors w,

P, Kovarianzmatrix zwischen Fehler des Systemzustandsvektors Ax, und zeitlich
korreliertem Systemrauschvektor n,

P.. Kovarianzmatrix zwischen Fehler des Systemzustandsvektors Ax, und zeitlich

korreliertem Messrauschvektor w,
Systemrauschkovarianzmatrix

Q
Q, . Q,, Zeitinvariante Rauschkovarianzmatrix des Vektors 1, ;, Mok
an ke Qi Zeitvariante Rauschkovarianzmatrix des Vektors Moo o> Ma ke
Q.. Q, Zeitinvariante Rauschkovarianzmatrix des Vektorsn, ;. n .
Q, Zeitinvariante Rauschkovarianzmatrix des biastreibenden Rauschvektors n;,
Q, - Q, Zeitinvariante Rauschkovarianzmatrix des Vektors n, ;. m,
Q Kovarianzmatrix des Vektors n()
Q;]w, Q;u Rauschkovarianzmatrix des Vektors n,(¢), n,(t)
Q. Zeitinvariante Rauschkovarianzmatrix des Vektors n,(¢), n,(¢)
Q;) Zeitinvariante Rauschkovarianzmatrix des biastreibenden Rauschvektors n, (t)
Q;w, Q;a Zeitinvariante Rauschkovarianzmatrix des Vektors n, (), n, (t)
R Zeitinvariante Kovarianzmatrix des Messrauschvektors w,
R, Zeitinvariante Kovarianzmatrix des Rauschvektors v, der den zeitlich korrelierten
Messrauschprozess treibt
R’ Zeitinvariante Kovarianzmatrix des Messrauschvektors w (¢)
S Skalierungsmatrix
S, S, Skalierungsmatrix der Drehratensensortriade, Beschleunigungssensortriade
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Symbolverzeichnis

(SKALARE GROSSEN)

Korrigierter Strapdown-Liéngengrad

Langengrad am Ausgang des Strapdown-Blocks

Korrigierter Strapdown-Breitengrad

Breitengrad am Ausgang des Strapdown-Blocks

Nickwinkelfehler (inkrementell)

Fehler des Breitengrads

Rollwinkelfehler (inkrementell)

Gierwinkelfehler (inkrementell)

Nickwinkelfehler (absolut)

Rollwinkelfehler (absolut)

Gierwinkelfehler (absolut)

Hohenfehler

Fehler der zum Erdmittelpunkt gerichteten Komponente (Lot) des Vektors v,
Fehler der Ostkomponente des Vektors v

Fehler der Nordkomponente des Vektors v,

(SKALARE GROSSEN)

Abtastfrequenz des barometrischen Sensors

Abtastfrequenz des GPS-Empfingers

Abtastfrequenz der inertialen Messeinheit

Ausgangssignal (Hohe) des barometrischen Messsystems

Korrigierte Strapdown-Hohe

Hohe am Ausgang des Strapdown-Blocks

Korrelationszeit des zeitlich korrelierten Rauschens einer inertialen Messeinheit
(VEKTORIELLE GROSSEN)

Residuenvektoren des Fehlerfilters

Treibender Rauschvektor des Systemrauschprozesses des Fehlerfilters
Treibender Rauschvektor des Messrauschprozesses des Fehlerfilters

Matrix des Fehlerfilters, welche die Abhingigkeit des zeitlich korrelierten System-
rauschvektors vom treibenden Rauschvektor beschreibt

Matrix des Fehlerfilters, welche die Abhingigkeit des zeitlich korrelierten Mess-
rauschvektors vom treibenden Rauschvektor beschreibt

Fehler zwischen wahrem und geschitztem Vektor w},
Fehler zwischen wahrem und geschitztem Vektor wy}
Fehlervektor der Lageschitzung

Fehler zwischen wahrer und geschitzter Matrix €23}
Fehler zwischen wahrer und geschitzter Matrix Qﬁ)
Biasvektor der Drehratensensortriade

Biasvektor der Beschleunigungssensortriade
Fehlervektor der Positionsschitzung pgy,
Fehlervektor der Geschwindigkeitsschitzung v,
Transitionsmatrix des Fehlerfilters
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v
b
Qib
Q4
b
an
Q)
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Orientierungsfehlermatrix

Schiefsymmetrische Drehratenmatrix (gebildet aus wﬁ))

Schiefsymmetrische Drehratenmatrix (gebildet aus wy )

Schiefsymmetrische Drehratenmatrix (gebildet aus ""Eb)

Schiefsymmetrische Drehratenmatrix (gebildet aus wy};)

(VEKTORIELLE GROSSEN)

Vektor der korrigierten Drehratensensorbias

Vektor der korrigierten Beschleunigungssensorbias

Vektor zwischen inertialer Messeinheit und GPS-Antenne im korperbezogenen Ko-
ordinatensystem der inertialen Messeinheit

Vektor zwischen inertialer Messeinheit und GPS-Antenne im Navigationskoordi-
natensystem der inertialen Messeinheit

Magnetometerdatenvektor

Systemrauschvektor des Fehlerfilters

Positionsvektor des GPS-Empfiangers im Navigationskoordinatensystem
Korrigierter Strapdown-Positionsvektor

Positionsvektor am Ausgang des Strapdown-Blocks

Korrigierter Quaternionenvektor

Quaternionenvektor am Ausgang des Strapdown-Blocks

Geschwindigkeitsvektor des GPS-Empfingers im Navigationskoordinatensystem
Korrigierter Strapdown-Geschwindigkeitsvektor

Geschwindigkeitsvektor am Ausgang des Strapdown-Blocks

Messrauschvektor des Fehlerfilters

Messrauschen des extrapolierten Messvektors des Fehlerfilters

Korrigierter Strapdown-Vektor

Ausgangsvektor des Strapdown-Algorithmus

Systemzustandsvektor des Fehlerfilters

Ausgangsvektor des satellitengestiitzten Teilsystems

Ausgangsvektor des Sekundirfilters

Messvektor des Fehlerfilters

Ausgangssignalvektor der inertialen Messeinheit

Extrapolierter Messvektor des Fehlerfilters

Zustandsiibergangsmatrix des zeitlich korrelierten Systemrauschprozesses des
Fehlerfilters

Zustandsiibergangsmatrix des zeitlich korrelierten Messrauschprozesses des Feh-
lerfilters

Zustandsiibergangsmatrix des Fehlerfilters

Matrix des Fehlerfilters, welche die Abhéngigkeit des Systemzustandsvektors vom
Systemrauschvektor beschreibt

Messmatrix des Fehlerfilters

KALMAN-Gewichtungsmatrix bei einem extrapolierten Messvektor

Matrix des Fehlerfilters, welche die Abhéngigkeit des Messvektors vom zeitkorre-
lierten Messrauschvektors beschreibt

Schitzfehlerkovarianzmatrix des Fehlerfilters
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Schitzung der Rauschkovarianzmatrix des Vektors des Fehlerfilters, der den zeit-
lich korrelierten Systemrauschprozess treibt

Zeitinvariante Kovarianzmatrix des Rauschvektors v, der den zeitlich korrelier-
ten Messrauschprozess treibt

Schitzfehlerkovarianzmatrix der GPS-Messungen

(SKALARE GROSSEN)

Betrag einer Hohenfehlerschiatzung

Temperaturgradient

Zu h(TZ;I))O gehorender Lingengrad aus einer topografischen Datenbank
Standardabweichung von ny,

Standardabweichung von n,

Standardabweichung von n s,

Standardabweichung von n,

Standardabweichung von n,_

Standardabweichung von n p

Standardabweichung von np,

Standardabweichung von n.-

Standardabweichung von n4,

Standardabweichung der Hohe aus einer topografischen Datenbank
Zu h(TZ;;))o
Schitzfehler des Bias (barometrisch)

gehorender Breitengrad aus einer topografischen Datenbank

Abweichung zwischen aktueller Positionsschitzung und topografischem Daten-
bankeintrag (Ost)

Abweichung zwischen aktueller Positionsschitzung und topografischem Daten-
bankeintrag (Nord)

Schitzfehler des Skalierungsfaktors (barometrisch)

Abtastintervall des barometrischen Sensors

Differenz zwischen aktueller Schitzung von F, und dessen Schitzung zum Zeit-
punkt k = 0

Differenz zwischen aktueller Schitzung von 7, und dessen Schitzung zum Zeit-
punkt £ = 0

(SKALARE GROSSEN)

Bias (barometrisch)

Schwellenwert fiir Positionsabweichung zwischen Eintrdgen in einer topografi-
schen Datenbank und aktueller Schitzung

Minimale Positionsdifferenz zwischen Eintrdgen in einer topografischen Daten-
bank und aktueller Schitzung

Referenzhohe

Hohe aus einer topografischen Datenbank (Eintrag i)

Anhand der barometrischen Hohenformel bestimmte Hohe

Korrigierte Hohenschédtzung am Ausgang des barometrischen Teilsystems
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Hohe aus einer topografischen Datenbank

Universelle Gaskonstante

Systemrauschen des Bias (barometrisch)

Messrauschen der barometrischen Hohe

Systemrauschen des Skalierungsfaktors (barometrisch)

Mittelwertfreies, weilles GAUSS-verteiltes Rauschen zu z 5,

Mittelwertfreies, weiles GAUSS-verteiltes Rauschen zu Zs,

Mittelwertfreies, weilles GAUSS-verteiltes Messrauschen einer Luftdruckmessung
Mittelwertfreies, weilles GAUSS-verteiltes Systemrauschen des Luftdrucks auf Re-
ferenzhohe

Mittelwertfreies, weilles GAUSS-verteiltes Messrauschen einer Temperaturmes-
sung

Mittelwertfreies, weilles GAUSS-verteiltes Systemrauschen der Temperatur auf Re-
ferenzhohe)

Mittelwertfreies, weilles GAUSS-verteiltes Rauschen eines Eintrages aus einer to-
pografischen Datenbank

Skalierungsfaktor (barometrisch)

Differenzmesseingang (Hohe) des barometrischen Filters

Messeingang (Skalierungsfaktor) des barometrischen Filters

Molare Masse (Luft)

Luftdruck

Druck auf Referenzhthe

Temperatur

Temperatur auf Referenzhohe

Initialer Temperaturwert auf Referenzhohe A,

(SKALARE GROSSEN)

Gewichtungsfaktor

Heuristischer Faktor zur Verhinderung von starken Schwankungen bei der Varianz-
schiitzung

Gewichtungsfaktor

Heuristischer Faktor

KRONECKER-Delta

Heuristische Faktoren

Heuristischer Faktor

Schranke im Rahmen des sequenziellen EM-Algorithmus
Gewichtungsfaktor

ARMIJO-Schrittweite

Anzahl der Abtastwerte in einem Signalausschnitt
Signallinge

Signalausschnittsléinge

(SKALARE GROSSEN)

Funktionen des Sekundérfilters
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Iterationsindex

Maximale Iterationsanzahl

Heuristische Faktoren

Geglittete Autokorrelationsfunktion des Vektors AnT an der Stelle k — ¢/

Angle Random Walk-Parameter

Zielfunktion (Erwartungswert der Log-Likelihood Function)

Velocity Random Walk-Parameter

Aktueller Anteil an der Zielfunktion L i

(VEKTORIELLE GROSSEN)

Residuenvektor des Sekundairfilters

Mittelwert eines Messvektors

Matrix, welche die Abhingigkeit des zeitlich korrelierten Systemrauschens vom
treibenden Rauschen beschreibt

Differenz von x,, und ®,x,_;

Hilfsmatrix

Schitzfehlerkovarianzmatrix eines Filters mit erweitertem Zustandsvektor
Zustandsiibergangsmatrix des Sekundérfilters

(VEKTORIELLE GROSSEN)

Nullvektor, der an der m/-ten Stelle eine Eins aufweist

Sequenz aus zeitlich korrelierten Rauschvektoren bis zum Zeitpunkt %

Zeitlich korrelierter Rauschvektor des Sekundaérfilters

Vektor aus den Hauptdiagonalelementen der Matrix QJr

Vektor aus den Hauptdiagonalelementen der Matrix Q,,

Sequenz der Vektoren a1 bis q,

Logarithmus von q,,

Teilvektor von qpp

Teilvektor von qgp, der mit dem Sensorrauschen der Beschleunigungssensortriade
zusammenhédngt

Teilvektor von qgg, der mit dem Sensorrauschen der Drehratensensortriade zusam-
menhingt

Gradientenvektor

Steuereingangsvektor des Sekundirfilters

Zeitlich korrelierter Messrauschvektor des Sekundirfilters

Sequenz aus Zustandsvektoren bis zum Zeitpunkt &

Beobachtungsvektor

Sequenz aus Beobachtungsvektoren bis zum Zeitpunkt k

Messvektor des Sekundérfilters

Steuereingangsmatrix des Sekundirfilters (Systemmodell)

Steuereingangsmatrix des Sekundirfilters (Messmodell)
Zustandsiibergangsmatrix des zeitkorrelierten Systemrauschens des Sekundarfil-
ters

Erwartungswert F [AxkAx;ﬂ Z,1., qn,kfl}

Messrauschmatrix des Sekundairfilters
Zustandsmatrix des Sekundérfilters
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Systemrauschmatrix des Sekundérfilters

Matrixprodukt aus G und T,

Messmatrix des Sekundirfilters

Aktueller Anteil an der HESSE-Matrix

Kovarianzmatrix der Normalverteilung N (x o Prx_ 1, Uy (Q))
HESSE-Matrix

(SKALARE GROSSEN)

Mittelung von Sensordaten eines Signalausschnittes [ der Linge A K
ALLAN-Standardabweichung eines Signalausschnittes der Linge A K
Standardabweichung des inhdrenten AWGR einer Signalkomponente MTi-
Sensoreinheit

Standardabweichung des biastreibenden AWGR einer Signalkomponente M7i-
Sensoreinheit

Varianz des Bias

Stichprobenvarianz des Bias

Minimum der Signalausschnittslinge bei der ALLAN-Standardabweichung
(SKALARE GROSSEN)

Skalare Biasdrift

j'-te Realisierung einer Biasdrift

Rauschanteil eines skalaren Bias

Angle Random Walk-Parameter der MTi-Sensoreinheit

Leistungsdichtespektrum einer Signalkomponente der MTi-Sensoreinheit
Periodogramm eines Drehratensensorsignals

Allgemeiner Random Walk-Parameter

Velocity Random Walk-Parameter der MTi-Sensoreinheit

(SKALARE GROSSEN)

Betrag des Fehlers in der Hohe (fiir eine bestimmte Konfiguration: GPS, BM-K,
BM+K, SD-BM, SD+BM)

Schranke fiir einen Hohenfehler

Betrag des Fehlers in der Position (fiir ein bestimmtes Schétzverfahren: GPS,
Konst, KM, MD, SEM)

Schranke fiir einen Positionsfehler

Betrag des Fehlers in der Geschwindigkeit (fiir ein bestimmtes Schitzverfahren:
GPS, Konst, KM, MD, SEM)

Schranke fiir einen Geschwindigkeitsfehler

BetragsmiBiger Fehler der Schitzung der Elemente von g,

BetragsmiBiger Fehler der Schitzung der Elemente von g,
Mittlerer betragsmifiger Hohenfehler

Mittlerer betragsméBiger Positionsfehler
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He, . Mittlerer betragsméBiger Positionsfehler (Ostkomponente)
He, . Mittlerer betragsméBiger Positionsfehler (Nordkomponente)
He, Mittlerer betragsmifBiger Geschwindigkeitsfehler
He, Mittlerer betragsméBiger Geschwindigkeitsfehler (zum Erdmittelpunkt gerichteten
Komponente)
He, . Mittlerer betragsmifBiger Geschwindigkeitsfehler (Ostkomponente)
uevyn Mittlerer betragsméBiger Geschwindigkeitsfehler (Nordkomponente)
(Sgh’ Median des betragsméBigen Hohenfehlers
§Ep Median des betragsméBigen Positionsfehlers
&, Median des betragsméfBigen Geschwindigkeitsfehlers
Ty Standardabweichung des Schitzfehlers der GroBe ogg,,
EGF; Standardabweichung des Schitzfehlers der GroBie ogp.,
e, ’ Standardabweichung des Hohenfehlers
e, Standardabweichung des Positionsfehlers
Tc,. Standardabweichung des Positionsfehlers (Ostkomponente)
Te, Standardabweichung des Positionsfehlers (Nordkomponente)
o, Standardabweichung des Geschwindigkeitsfehlers
e, , Standardabweichung des Geschwindigkeitsfehlers (zum Erdmittelpunkt gerichtete
Komponente)
O, . Standardabweichung des Geschwindigkeitsfehlers (Ostkomponente)
Jev‘n Standardabweichung des Geschwindigkeitsfehlers (Nordkomponente)
amﬁ Standardabweichung eines Magnetsensormessrauschens
Oz Standardabweichung des Magnetsensormessrauschvektors (z-Komponente)
Ty Standardabweichung des Magnetsensormessrauschvektors (y-Komponente)
T Standardabweichung des Magnetsensormessrauschvektors (z-Komponente)
OFF.q Standardabweichung einer beliebigen Komponente des Vektors g,
OFFa,z Standardabweichung der z-Komponente des Vektors qgg.,
OFF.q,y Standardabweichung der y-Komponente des Vektors g,
OFFia,2 Standardabweichung der z-Komponente des Vektors qgg,,
OFF. Standardabweichung einer beliebigen Komponente des Vektors qg.,,
OFFyw.z Standardabweichung der z-Komponente des Vektors g,
OFFyw,y Standardabweichung der y-Komponente des Vektors g,
OFFyw,2 Standardabweichung der z-Komponente des Vektors g,
Yaps GPS-Gierwinkel
ROMISCH (SKALARE GROSSEN)
ngS; . GPS-Geschwindigkeitskomponente (Ost)
VGpS:1, GPS-Geschwindigkeitskomponente (Nord)
RM SEGUFF'w RMSE der Schitzung von o,
RMS EEUFFia RMSE der Schitzung von ogg,,
ROMISCH | (VEKTORIELLE GROSSEN)

fo; Diagonale Kovarianzmatrix, die aus dem Vektor qpp gebildet wird
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